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Abstract. Artificial intelligence developed rapidly, while people are increasingly 
concerned about internal structure in machine learning models. Starting from the 
definition of interpretability and historical process of interpretability model, this 
paper summarizes and analyzes the existing interpretability methods according 
to the two dimensions of model type and model time based on the objectives of 
interpretability model and different categories. With the help of the existing in-
terpretable methods, this paper summarizes and analyzes its application value to 
the society analyzes the reasons why its application is hindered. This paper con-
cretely analyzes and summarizes the applications in industrial fields, including 
model debugging, feature engineering and data collection. This paper aims to 
summarizes the shortcomings of the existing interpretability model, and proposes 
some suggestions based on them. Starting from the nature of interpretability 
model, this paper analyzes and summarizes the disadvantages of the existing 
model evaluation index, and puts forward the quantitative evaluation index of the 
model from the definition of interpretability. Finally, this paper summarizes the 
above and looks forward to the development direction of interpretability models. 

Keywords: Explainable, Machine Learning, Classification, Application. 

1 Introduction 

The deep learning model fits well in the era of big data, but its accuracy and efficiency 
are based on the improvement of algorithm efficiency and the combination of huge 
parameter space. This also means that efficient machine learning algorithms are diffi-
cult to directly understand or explain. At present, the existing interpretable machine 
learning methods are mostly classified according to the original model of the interpre-
tation model. Therefore, this paper summarizes the definition, scope, nature and cate-
gorizes the interpretation model more comprehensively and discusses the interpretation 
issues faced in the digital manufacturing process and proposes some suggestions. 
The paper is organized into the following sections. Section II provides a review of the 
related research pertaining to the definition of interpretability and explainable model. 
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Section III describes the explainable model from the aspects: aims, scope, implemen-
tation and classification, especially in the last part, the classification of explainable 
models has been reorganized in a clearer way. Section IV discusses the application and 
problems of explainable models, as well as proposes the feasible solutions. In the Con-
clusion, the paper looks forward to the development prospects the research trends of 
explainable models. 

2 Related works 

Historically speaking, since the 1970s, there has been sporadic interest in explanations 
itself, which began with attention on expert systems. In the following thirty years, the 
attention of related research shifted to neural networks and recommendation systems, 
as shown in Fig.1. Nonetheless, progress on these issues slowed about a decade ago. 
This is because the focus of AI research has shifted to implementing algorithms and 
models that focus on predictive power, while the ability to interpret decision processes 
has taken a back seat. 

1980s

Swartout,1983,A System for Creating and Explaining Expert Consulting Programs
Van Melle,1984,A knowledge engineer’s tool for constructing rule-based expert systems
Moore, J.D, 1988,Explanation in Expert Systems

2000s 

Andrews,1995,Survey and critique of techniques for extracting rules from trained artificial neural networks

Neural NetworksExpert System recommendation systems 

Cramer, H,2008,The effects of transparency on trust in and acceptance of a content-based art recommender
Herlocker,2000,Explaining collaborative filtering recommendations

Model of 
Interpretability

Early exploration 

 
Fig. 1. Early exploration of explainability model and definition 
The interpretive definition has improved over time, for example, Gunning [1] adopts 
that explainable artificial intelligence enables human users to understand, appropriately 
trust, and effectively manage the emerging generation of artificially intelligent partners. 
Molnar [2] considers that interpretable machine learning refers to methods and models 
that make the behavior and predictions of machine learning systems understandable to 
humans. Miller [3] regards interpretability as the degree to which a human can under-
stand the cause of a decision. The details and the reasons used to explain or even 
whether the explanation is easy to understand are completely dependent of the audience 
while these definition neglects the role of the audience. So the definition must reflect 
the dependence of the explainable model on audience. 
Aimed at above problems, [4] gives the definition of explanation that given a certain 
audience, explainability refers to the details and reasons a model gives to make its func-
tioning clear or easy to understand. At this point, we can define the interpretability 
model as given an audience, an explainable Artificial Intelligence is one that produces 
details or reasons to make its functioning clear or easy to understand. 

Interpretability in transparent machine learning model Interpretability in Deep learning model 

Attention on algorithms and 
models for predictive power

Rule Based Learners
K-Nearest Neighbors
Linear Regression
Decision Tree
Bayesian Model

Multi-Layer Neural Network
Recurrent Neural Network
Convolutional Neural Network

2018 

Abdul, A,2018,Trends and trajectories for explainable, accountable and intelligible systems: An hci research agenda

General Additive Models Post-hoc Model

Definition of
Interpretability

2017 

Interpretability  Enabling

2019

Interpretability  
Concretization

2020

Interpretability 
audience perception

Gunning,2017,Explainable artificial intelligence
Molnar,2019,Interpretable Machine Learning

A A B A,2020, Explainable Artificial Intelligence (XAI): Concepts, 
taxonomies, opportunities and challenges toward responsible AI
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Fig. 2. Recent progress of explainability model and explainability definition 
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3 Explainable model 

3.1 Scope of explainable model 

Algorithm transparency is only responsible for answering the question of creating a 
model without data or learning models [2], but the focus of interpretable machine learn-
ing is prediction rather than algorithm [5]. Decomposability refers to the ability of the 
model to explain each part, which can ensure that the model obtains the interpretation 
of the input or parameters from the existing conditions. Simulability is the ability to 
simulate in a more complex environment, within which the model can obtain simulation 
equations from known conditions.  
The global interpretability model starts from the training data and the entirety of each 
part of the model. The interpretability of the global model can be divided into the over-
all level and the modular level. The overall level of global interpretability can be real-
ized conceptually [6], but this requires a trained model and corresponding algorithms 
and data [5], which is difficult to complete in practice [2]. Although the global inter-
pretability at the overall level is difficult to achieve, the interpretability at the module 
level can be achieved [5]: For example, the interpretable part of a linear model is its 
weight; the interpretable part of a decision tree is its node splitting and analysis [5] [2]. 
It is worth noting that the various parameters of the linear model are related to the 
whole, and feature decoupling may be involved when considering feature interaction 
[7]. 
The idea of explaining the prediction of a single sample is to enlarge a single sample 
and try to understand how the model achieves the prediction [5]. For the black box 
model, using a simpler interpretability model to approximate a smaller target area can 
maintain interpretability while maintaining high accuracy. This is because under the 
assumption that local predictions are linearly or monotonically dependent on certain 
features, local explanations may be more accurate than global explanations [2]. For the 
interpretation of a certain type of sample prediction, there are essentially two methods: 
treating the target sample group as the entire data set for prediction and interpretation; 
or summarizing the above-mentioned partial interpretation of the prediction of a single 
sample to achieve the prediction of the sample group [2]. 

3.2 Implementation of explainable model 

The interpretability of the model can be divided into the interpretation model and the 
interaction with the audience. As stated in the previous definition of interpretability, 
interpretability is not limited to models, it is for specific audiences. For interaction with 
users, it may involve prototype interpretation interfaces and visualization of models; or 
the use of psychological knowledge to explain machine learning principles, etc. 
The interpretation model can be realized by simplifying or imposing constraints on 
transparent or other specific models; it can also be realized by establishing post inter-
pretable models for existing models. Specifically, for a deep interpretation model that 
aims to explain deep learning, improved deep learning techniques can be used to learn 
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its interpretable functions. For example, Cheng [8], etc. look for evidence of scene 
judgment in pictures and learn semantic association. Cheng [8] trains the network to 
associate semantic attributes with hidden layer nodes and associates labeled nodes with 
known ontology, which makes it have explanatory power. Researchers at the University 
of California, Berkeley [9] use the idea of generating image captions and generating 
visual interpretations to generate visual interpretations, which associate image descrip-
tions with class definitions, identify objects in the image through the CNN model, and 
use the RNN model to convert the features in CNN model into words and titles.  
Interaction modules that enhance audience understanding can be divided into psychol-
ogy (or humanities) and human-computer interaction (HCI) parts. Specifically, we 
should first study and model how humans produce and understand explanations, and 
what attributes can make humans perceive explanations to achieve human interpreta-
bility, which belongs to the category of psychology or humanities. In addition, the way 
and process of interaction between users and entities greatly affects users' understand-
ing and trust in them.  

4 Classification of explainable model 

The interpretability model can be summarized into three categories according to its 
training sequence with the original model: pre-model, in-model, and post-model, which 
is shown in Fig.3.  

XAI

Transparent 
Model

Post-hoc 
Model

Model-Specific

Model-Agnostic  
Fig. 3. Current Status of Interpretable Model Research 

Solvability models can be divided into specific model-specific interpretation models 
and model-independent interpretation models according to whether they are restricted 
to specific models, which is shown in Fig.3. Because model-specific interpretation 
methods are based on the internal characteristics of certain specific models, they are 
limited to specific model classes; relatively, interpretation models that have nothing to 
do with the original model can be applied to a wider range of model interpretation. 

4.1 Scope of explainable model 

The transparent model refers to a model that is understandable by itself. The range of 
interpretability can be described by the transparency, decomposability and emulation 
of the above algorithm. The interpretability of a transparent model can be achieved by 
imposing constraints on the model, such as sparsity, monotonicity, causality, or physi-
cal constraints in the professional field. The current status of interpretable transparent 
model is shown in Fig.4. 
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Application of k-nearest neighbor (knn) approach for predicting 
economic events: Theoretical background, 2013

Rule-based learning systems for support vector machines, 2006

Purposeful selection of variables in logistic regression, 2008
Applied logistic regression, 2013

Data mining with decision trees: theory and applications, 2014

A modified geosite assessment model (M-GAM) and its 
application on the lazar canyon area, 2014

A bayesian model for opening prediction in RTS games 
with application to starcraft, 2011

 
Fig. 4. Current Status of Interpretable Transparent Model 

Logistic regression model is essentially a classification model, and a logistic regression 
model with continuous dependent variables is a linear model. There is a linear depend-
ence between the predictors and predictors of this type of model, so it reduces the flex-
ibility of data fitting while giving the model interpretability. Decision tree is a decision-
making hierarchy used to solve classification and regression problems, and it satisfies 
the constraints of model transparency. K-Nearest Neighbors (K-Nearest Neighbors) 
makes decisions on test samples by coordinating the prediction results of K-nearest 
neighbors. The key to the interpretability of this model is the distance and similarity 
between K neighbors, which is similar to the human decision-making process. Enhanc-
ing the interaction between the user and the model [4]. Rule learning is a general term 
for a certain type of model, which refers to a model that can obtain corresponding rules 
from training data. The rules can be simple if-then conditional rules or more complex 
rules combined by simple rules. The number and nature of the rules in the model have 
a greater impact on the performance and interpretability of the model. The generalized 
additive model is a linear model that makes predictions or decisions through a combi-
nation of smooth functions defined by predictor variables. The Bayesian model adopts 
the form of probability directed acyclic graph to express the conditional dependence 
between a group of variables. These models above can be applied to production scenar-
ios with small data but high requirements for real-time and model transparency 

4.2 Post-hoc Explainable Models 

The post-hoc interpretable model refers to the model that explains the existing initial 
model. Its purpose is to explain the opaque black box machine learning model. The 
post-hoc interpretability model can be divided into an explanation model for a specific 
machine learning model and an explanation model independent of the model. 
4.2.1 Model-Specific methods in Shallow ML 
Machine learning models include a variety of supervised learning models, many of 
which are complex algorithms. For example, extracting interpretation rules from LSTM 
or distilling neural networks into soft decision trees belong to this type of interpretation 
model method. The current status of interpretable shallow ML model is shown in Fig.5. 
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Making tree ensembles interpretable, 2016

Interpretable predictions of tree-based ensembles via actionable feature tweaking, 2017

Tree space prototypes: Another look at making tree ensembles Interpretable, 2016

Interpreting random forest classification models using a feature contribution method, 2014

Forest floor visualizations of random forests, 2016

Simplification

Feature Relevance

Visual Explanation

Eclectic rule-extraction from support vector machines, 2008
Distilling the knowledge in a neural network, 2015

Interpreting individual classifications of hierarchical networks, 2013
 Interpreting support vector machine models for multivariate group wise analysis in neuroimaging, 2015

Interpreting linear support vector machine models with heat map molecule coloring, 2011

Multi-Layer Neural Networks

Recurrent Neural Networks

Convolutional Neural Networks

 

Fig. 5. Current Status of Interpretable Shallow ML Model 

The interpretation method for this model can be summarized as model simplification 
and variable importance analysis. Subsequently, Deng [10] created a simplified tree set 
learning model (STEL). But the simplification of the model inevitably means the loss 
of efficiency. S. Hara et al. [11] proposed to use the simplified model for model inter-
pretation while maintaining the original complex model for decision-making. Based on 
the above problems, Breiman [12] first proposed to use the importance of features in 
random forests as an explanation basis. Subsequently, Tolomei et al. [13] proposed a 
method to measure the importance of features by changing the prediction category. 
The support vector machine model completes tasks such as classification by construct-
ing one or more hyperplanes in a high-dimensional space. Support vector machines 
have high generalization performance, and their commonly used model visualization 
methods include: model simplification, visualization, and local interpretation. In terms 
of model simplification, [4] divided it into the following four categories according to 
the depth of the model: 1) Extract a more explanatory rule learning model from the 
support vector machine; 2) [14] established additional hyperplanes for the support vec-
tor machine and constructed a rule learning model to complete the model simplification; 
3) trained with the original interpretation model; 4) There are still studies [15] that have 
created statistics that explicitly explain the margins of support vector machines and 
specifically explain the multi-factor patterns shown in neuroimaging. The above mod-
els are suitable for production scenarios with more data and more complex models re-
quired. In this scenario, the interpretability of the model can be enhanced by imposing 
limiting factors on it. 
4.2.2 Model-Specific methods in Deep Learning Models 
Although deep neural networks are black box models, their good accuracy makes them 
widely used in various industries. Explanatory research has always been a hot issue in 
the industry. As shown in Fig.6, common interpretation methods include, simplified 
models, feature correlation models, visual interpretation models, text interpretation 
models, sample interpretation models, partial interpretation models, etc. 
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Reverse engineering the neural networks for rule extraction in classification problems, 2012

Explaining nonlinear classifica?tion decisions with deep taylor decomposition,2017
Not just a black box: Learning important features through propagating activation differences, 2016

Learning Important Features Through Propagating Activation Differences, 2017
Axiomatic attribution for deep networks, 2017
Visualizing and understanding neural models in NLP, 2015

Machine learning explanations for iterative debugging, 2017
Local explanation methods for deep neural networks lack sensitivity to parameter values, 2018

Improving interpretability of deep neural networks with semantic information, 2017
Rationalizing neural predictions, 2016
Deep k-nearest neighbors: Towards confident, interpretable and robust deep learning, 2018
Interpretability beyond feature attribution: Quantitative testing with concept activation vectors, 2017

Deep k-nearest neighbors: Towards confident, interpretable and robust deep learning, 2018
Improving the interpretability of deep neural networks with stimulated Learning, 2015
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Automatic rule extraction from long short term memory networks, 2017

Explaining recurrent neural network predictions in sentiment analysis, 2017

Visualizing and understanding recurrent networks, 2015

Towards explainable text classification by jointly learning lexicon and modifier terms, 2017
Learning to generate reviews and discovering sentiment, 2017

Interpretable recurrent neural networks using sequential sparse recovery, 2016

Interpreting CNNs via decision trees, 2019

Synthesizing the preferred inputs for neurons in neural networks via deep generator networks, 2016

Interpretable convolutional neural networks,2018
Global-and-local attention networks for visual Recognition, 2018

Explainable artificial intelligence: Understanding, visualizing and interpreting deep learning models, 2017

Explainable artificial intelligence: Understanding, visualizing and interpreting deep learning models, 2017

 
Fig. 6. Current Status of Interpretable Deep ML Model 
Multi-layer neural network is one of the most common black box models, and the ex-
planation of the black box model is a necessary condition to realize its application value. 
There are few studies on the simplified interpretation of multi-layer networks directly, 
such as the Deep-RED algorithm [16]. [17] et al. treat model simplification as a Post-
hoc interpretability method independent of the model. [16] interprets the original model 
through a gradient boost tree, and [17] reduces the multi-layer model to a model. How-
ever, for complex multilayer neural networks with deep layers, the feature correlation 
model is more suitable. [17] proposed on the basis of the Deep-LIFT algorithm of [18] 
to explain the original model by correlating the output result with the contribution of 
the input. 
RNN network is widely used in original data with inherent order such as natural lan-
guage processing and time series because of its ability to store data relationships. [19] 
et al. proposed a specific propagation rule that works with RNN multiplicative connec-
tion to explain the knowledge of RNN neural network. [20] combined the hidden Mar-
kov model with the RNN model to ensure the interpretability and accuracy of the model, 
[21] et al. changed the model itself to understand the process of model decision-making. 
The CNN network is widely used in computer vision, and its ability to visualize data 
essentially strengthens human understanding of the model. By constructing a global 
average pooling layer between the last convolutional layer of CNN and the fully con-
nected layer of the predicted object, the weight projection of the output layer in the 
convolutional feature is realized, and the important image for a specific object class is 
identified by this Area and improve the mapping quality [22]. [23] uses the method of 
feature correlation analysis, using the loss of each filter in the high-level convolutional 
layer to force it to learn a specific object. [24] adopted a visual interpretation method 
and proposed the Grad-CAM algorithm to highlight the interpretation area of the pre-
dicted target in the image. [25] combined the CNN network with the RNN network and 
the LSTM model, and explained the pictures by analyzing the text information. In ad-
dition to the above method of explaining the decision-making process by mapping the 
output in the input space, [26] explained how the CNN network makes decisions by 
going deep into the network and through the middle layer. [27] combined the above-
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mentioned deep model internal method with the input-output mapping method to ex-
plore the decision-making process of CNN. In addition, [28] and [29] used LIME algo-
rithm and bio-confrontation detection interpretation method to explain CNN network 
respectively. The above models are suitable for production scenarios with extremely 
large data and high accuracy requirements. This scenario usually trains the model in an 
offline state, but simply imposing constraints on the model cannot balance the perfor-
mance of the model and its interpretability. Therefore, for such production scenarios, a 
separate interpretable model is usually trained to explain the original model. 
4.2.3 Model-Agnostic methods divided by explainable scope 
The model diagnosis interpretation method does not depend on the original model to 
be explained. Under certain circumstances, model-specific interpretation methods are 
better than model-independent interpretation methods, but the advantage of the latter is 
that it is completely independent of the original model, which guarantees the reusability 
of the model to a certain extent.  
This paper will classify and summarize this type of interpretation model within the 
scope of its interpretation. Specifically, it can be divided into a local interpretability 
model, a global interpretability model, and a local/global interpretability model, which 
is shown in Fig.7.  

XAI

Transparent 
Model

Post-hoc 
Model

Model-Specific

Shallow ML

Deep ML

Random Forest

Support Vector Machines

Multi-Layer Neural Networks

Recurrent Neural Networks

Convolutional Neural Networks

Model-Agnostic

Local

Gloabl

Local/Gloabl

Explanations of model predictions with live and breakDown packages, 2018
High-Precision Model-Agnostic Explanations. In Proceedings of the AAAI 

Conference on Artificial Intelligence, 2018

Examples are not enough, learn to criticize! Criticism for interpretability , 2016

Variable Importance Measures for any Machine Learning Model Class, 2018  
Fig. 7. Current Status of Interpretable Deep ML Model 

5 Problems and development 

The problems of interpretability models include the trade-off between model interpret-
ability and performance, the evaluation indicators of interpretability models, and other 
problems or other unresolved problems in existing interpretability models. However, 
the emergence of ex post interpretability models and mixed interpretation models may 
provide interpretability while maintaining the performance of the original model. The 
evaluation index of an interpretability model refers to a measurement system that eval-
uates the pros and cons of the model from the definition, nature and goals of the model. 
Starting from the definition of the interpretability model, comprehensibility needs to 
consider the understanding ability of the audience, so it is a relatively subjective nature. 
But from an objective point of view, a relatively simple model is easier to understand. 
Based on the expansion of this definition, Doshi-Velez and Kim [30] proposed three 
levels of interpretability of evaluation models according to the interpretation cost and 
the effectiveness of the interpretation results: application-based evaluation, model au-
dience-based evaluation and application evaluation method. Interpretability is essential 
to promote learning. Humans do not need to explain everything, but when dealing with 
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a specific event, human curiosity will drive them to explore the reasons for the event 
and update their environmental thinking models in the process of exploring the reasons. 
Therefore, the interpretability model does not have a mandatory goal. Its main goal is 
to develop the original artificial intelligence model toward responsibility, fairness, pri-
vacy and data fusion while maintaining a high level of predictive performance. 

6 Conclusions 

This paper defines the interpretability model and describes the aims, scope, implemen-
tation and classification of the explainable model. The paper discusses the application 
and problems of explainable models, as well as proposes the feasible solutions. Aiming 
at the contradiction between the interpretability of the interpretability model and the 
accuracy of the original model, the ex post interpretability model can be used to solve 
the above contradiction; and for the problem of the evaluation index of the interpreta-
bility model, this article considers the nature of interpretability and starting from the 
definition, put forward a method route that can quantitatively evaluate the model. Fol-
low-up research can do more in-depth exploration of this method. 
Progress Details 

Model 
Summarize the definition, scope and nature for interpretability model 
and categorize the interpretability model.  

Applications 
Analyze the applications in industrial fields and discuss the interpre-
tation issues faced in the digital manufacturing process.  

Development   Propose  suggestions based on the existing interpretability model. 
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