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ABSTRACT
Most works on adversarial attacks consider small images
whose size already fits the model. This paper explores at-
tacking large images on classifiers with different input sizes.
Downscaling is a necessary first step to adapt the size of the
image to the model that might reform the adversarial signal.
This paper studies the possibility of forging adversarial im-
ages through different interpolation methods, the distortion
of their adversarial signal, and the transferability over other
downscaling methods. This paper finally explores attacking
an ensemble model which gathers different resizing interpo-
lations to increase the transferability of the attack against a
set downscaling kernels.

Index Terms— Adversarial example, Deep Learning

1. INTRODUCTION

The topic of adversarial examples has recently attracted a
huge interest with more than 3,000 papers published in the
last four years. As far as image classification is concerned,
most articles consider toy datasets like MNIST composed of
28 × 28 images (10 classes) and CIFAR 32 × 32 images
(10 or 100 classes). These are far from nowadays typical
image sizes. Few papers deal with the more realistic Ima-
geNet dataset composed of large images (1000 classes). Yet,
classifiers usually process these images once downscaled to
224× 224 or 256× 256. This is still about the size of thumb-
nails on Internet websites, so not yet a modern image. Indeed,
no work uses the original ImageNet with larger images.

This paper considers forging realistic, i.e. large, adversar-
ial images under a white-box setup for two scenarios:

A. The image classifier can natively process large images.
This means that the model underneath is a wide and
deep neural network.

B. The image classifier first downscales the images to a
smaller size, say 224× 224, and then uses a neural net-
work to make a prediction.

Scenario A questions how the energy of the adversarial
perturbation evolves with the size of the input data. On one
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hand, the classifier gets more pixels to make a decision which
stems into a higher accuracy on natural images. On the other
hand, the attacker has more degrees of freedom to delude the
classifier. As far as we know, this paper is the first to show
rigorous experimental evidence that a bigger size indeed ben-
efits more to the attacker (under some conditions).

In scenario B, the downscaling is part of the classifier box.
The small image is thus an internal data that the attacker can-
not have access to: The goal is to forge an adversarial version
of the large image and not its downscaled version. White-box
attacks rely on computing the gradient of a loss function w.r.t.
a neural network using back-propagation. The difficulty is
therefore how to propagate further this information through
the downscaling back to the space of large images. Another
point of interest is the choice of downscaling method for the
defender and whether its knowledge is key to forge adversar-
ial examples for the attacker.

In the end, we also compare the distortion of perturbations
that delude a classifier according to scenario A or B. This
yields the best practice for the defender.

2. RELATED WORKS

Several theoretical works study how the dimension n of
the inputs makes the forgery of adversarial examples easier.
However, they use different arguments and terminology. It is
difficult to verify that they evidence the same phenomenon.

We denote by n the dimension of the input and call by
input deviation its natural standard deviation σX(n). If the
input X ∈ Rn is a centered random vector, it is typically
measured by

√
E[‖X‖2]/n where ‖ · ‖ is the Euclidean dis-

tance. In the same way, we measure the adversarial distortion
σA(n) by the typical value of

√
E[‖P‖2]/n of the adversarial

perturbation P for signals of dimension n.
The early attempt [1] considers a synthetic example where

data points are uniformly distributed over spheres of constant
radius R: the input deviation σX(n) obviously scales as
R/
√
n. Paper [1] then proves that the `2 norm of the ad-

versarial perturbation in expectation scales as O(1/
√
n) for a

fixed classification accuracy. This translates into an adversar-
ial distortion σA(n) scaling as O(1/n).

Papers [2, 3] generalizes this result to many data distribu-
tions verifying the Talagrand W2 transportation-cost inequal-



ity. They state that the `2 norm of the perturbation scales as
the natural “intra-class noise level” σX (for a fixed accuracy).
For instance, if X ∼ N (µk, σ

2
XIn) for class k, then the `2

norm of the attack is proportional to the power of X , which
remains constant as n increases (see [3, Sec. 2.5.2]).

We propose to summarize this literature by the following
rule of thumb:

σA(n) ∝ σX(n)/
√
n. (1)

More precisely, [3] shows that the proportional constant is up-
per bounded by κ(n) =

√
−2 log(1− η(n)) +

√
π/2, where

η(n) is the accuracy of the classifier.
How do these theoretical results transfer to images? For

square color images of size `, there are n = 3`2 pixel values.
One argument is that the diameter of the hypercube [0, 255]n

grows as 255
√
n, which reflects the typical distance between

inputs, hence a constant input deviation. In the same way,
up or downscaling does not change the histogram of the pixel
values, yielding a constant standard deviation σX(n). Plug-
ging this hand-waving justification into (1) yields an adver-
sarial distortion scaling as κ(n)/

√
n.

On the contrary, paper [4] claims that the expectation of
the `2 norm of the perturbation vanishes asO(1/

√
n) assuming

images are 1/f2 power spectrum processes. This would make
σA(d) = O(1/n) contradicting the previous paragraph.

No work provide clear experimental evidence. Paper [5]
investigates this topic on simple datasets MNIST and CIFAR.
By upscaling to higher resolutions, it finds that network ac-
curacy and attack efficiency remain the same whatever the di-
mension. This is not convincing because upscaling does not
create any new information.

In the end, this section shows that there is no clear re-
port about adversarial example as the dimension of the inputs
grows as far as realistic image classification is concerned.

3. PROBLEM FORMULATION

This section proposes to include the downscaling inside the
neural network, i.e. this is scenario B in Sect. 1. It outlines
that running an adversarial attack in the large image space or
the small image space does not produce the same effect.

3.1. Including the downscaler inside the network

The classifier is a neural network composed of several layers.
Each layer applies a linear transformation (be it a convolution
or a fully connected layer) followed the non-linear activation
function σ(.).

ak = σ(zk), (2)
zk = Wkak−1 + bk, (3)

with ak the output of the k-th layer ∀k s.t. 1 ≤ k ≤ K. The
final vector aK is the predicted logit per class (usually the
last layer has no non-linearity). Since the downscaling is also

a linear function, it can be incorporated inside the network as
the layer 0 without activation: a0 := x = DX , where X is
the large L × L input image, and D the 3`2 × 3L3 matrix
downscaling to a smaller `× ` image x.

For instance, if ` = L/2, one pixel of xo is interpolated
from 4 pixels of Xo, and under a proper flattening we have:

D =

 δ1 δ2 δ3 δ4 0 0 0 0 . . .
0 0 0 0 δ1 δ2 δ3 δ4 . . .
...

...
...

...
...

...
...

...
. . .

 (4)

where {δi} are the positive weights of the downscaling ker-
nel (summing up to 1). Another case is the nearest neighbor
interpolation where there is single 1 in each row of D, e.g.
δ1 = 1, δi = 0 for i 6= 1.

3.2. Attacking in the large or small image space

In an untargeted white-box setup, the attacker usually defines
the loss L(X) = aK(co) −maxc 6=co aK(k), where co is the
ground-truth label of image Xo. The attack aims at finding a
perturbation P s.t. L(Xo + P ) is negative and ‖P‖ is small.
White box attacks use the gradient of this loss or its first term:

∇XL(X) := (dL(X)/dX)> = D>g with (5)
g := W>1 σ

′
1 . . .W

>
K−1σ

′
K−1W

>
K−1∇L(aK)

With σ′k a shortcut for σ′(ak). In other words, by back-
propagating through the downscaler, the gradient in the large
image space is nothing more than the gradient g in the small
image space through the matrix D>.

The attack usually computes Xo − ε∇XL(Xo) = Xo −
εD>g. The downscaling maps this to xo − εDD>g. Yet, the
same attack in the small input space would give xo − εg.

With the nearest neighbor interpolation, DD> = I` and
there is no difference. If L is a multiple of ` as in (4),DD> =(∑

i δ
2
i

)
I`, with

∑
i δ

2
i ≤ 1. There is a loss of energy but the

downscaled perturbation stays colinear with g.
If L is not a multiple of ` or if the downscaler is not the

nearest neighbor interpolation, there is also a misalignment
becauseDD> is not proportional to identity matrix I`. This is
especially true when several pixels of the small image depend
on the same pixel of the large image, e.g. due to anti-aliasing.
This shows that the downscaling has an impact on the forgery
of adversarial images.

4. EXPERIMENTAL WORKS

4.1. Models, data, and attacks

We experiment with four families of classifiers: Efficient-
Net [6] and its Lite implementation, EfficientNet-V2 [7], and
NFNet family [8]. One family is composed of several models
tackling `× ` color images with, for instance, ` ranging from
224 to 600 for EfficientNet, or from 256 to 576 for NFNet



(see Fig. 1). Family members share the same architecture but
with wider activation maps and are trained with the same pro-
cedure. This is important for a fair comparison.

We created a subset of 1,000 images from the validation
set of Imagenet 2012. Each image is the first occurrence of a
class within the original dataset. Each image is first center-
cropped and resized to L×Lwith L = 600 and bilinear inter-
polation (default on OPENCV library). This is the image size
natively processed by EfficientNet-b7, the largest size used by
the CNN of our experimental work.

For scenario B, we use four different downscaling meth-
ods: Nearest, Bilinear, Bicubic and Area. The first three
methods interpolate one pixel from the 1, 4, or 16 (resp.)
closest pixels. Area performs an average pooling on the im-
age. Paper [11] highlights the lack of antialiasing in PyTorch
implementation except for method Area. We implement two
antialiasing methods: average and Gaussian. Both use a ker-
nel size ksize = d`/Le. Gaussian values are generated with
a standard deviation σ = 1.6 × ksize as inspired by SIFT
scale space construction [12]. Figure 1 shows the accuracies
of all models and over all downscalers (except when ` = L).
Our observations are twofold: the accuracy increases with the
model size `; and the downscaling method has little impact.

We choose the white-box attack BP [9] in its best-
effort [10] implementation because of its high probability
of success, low distortion, and speed. Distortion is measured
as the Root Mean Squared Error: d(xa,xo) = ‖xa−xo‖/

√
n

where xo (resp. xa) is the original (resp. adversarial) image.
For scenario B, we implement downscaling as a first layer in
order to back-propagate the gradient as detailed in Sect. 3.

4.2. Scenario A: comparison with theoretical results

We measure the adversarial distortion for different image
sizes by downscaling the baseline images to the input size ` of
the model with bilinear interpolation. The attacker modifies
these ` × ` images in this scenario. According to section 2
Eq. (1), we measure the normalized adversarial distortion
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Fig. 1. Accuracies with downscaling. Stripes define max
and min accuracies over the 6 downscalers for a given model.
Numbers are the sizes ` of the downscaled images, n = 3`2.
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Fig. 2. Experimental measurement of the normalized adver-
sarial distortion σA(n)/κ(n) as a function of log10(n).

σA(n)/κ(n) as a function of n = 3`2.
Figure 2 plots this function in logarithmic scale. These ex-

perimental results partially confirm the theory found in litera-
ture. For three families, in the range ` ∈ [224, 416], this gives
almost a trend line whose slope is ≈ −1/2. This gives more
credit to papers [1, 2, 3] rather than [4] predicting −1. Yet, in
the range ` ∈ [456, 600] the adversarial deviation is stable or
even increasing, and the family EfficientNet-Lite completely
violates the theory.
4.3. Scenario B: attacking through downscaling

Figure 3 shows the success rate of the attack logically in-
creases with distortion. As Sect. 3.2 suspected, there is a no-
ticeable hierarchy in the downscaling methods, especially on
smaller sizes like ` = 256 for NFNet-F0. With Nearest, any
pixel on the smaller image matches exactly a pixel on the big-
ger one. The perturbation signal is crafted on these pixels and
entirely goes through the downscaling. In every other method,
the adversarial signal is diluted through the back-propagation
on neighboring pixels. This creates a counter effect detrimen-
tal to the attack. Nearest is thus easier to attack because it re-
quires less distortion. Conversely, methods with anti-aliasing
such as Area are the best options as a defense.

The impact of the downscaling decreases as the network
takes a bigger input size. This results in narrower differences
in the plotted curves for ` = 512 with NFNet-F4 (Fig. 3).

We observe the same behavior with the other network
families. For instance, with Efficient-Net, Table 1 second col-
umn shows that the attack distortion goes up as ` increases
for Nearest, whereas Area is more robust when downscaling
a lot, e.g. down to b0 (` = 224).

4.4. Scenario B: transferability

This section assumes that the attacker does not know which
downscaling method is used. The attack targets a specific in-
terpolation and is tested through another one. Table 2 shows
these results when downscaling from to ` = 224.
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Fig. 3. Attacking NFNet-F0 (` = 256) and NFNet-F4 (` =
512) through every downscaling method with the attack BP.

Transferability of the attack is poor except for Bilinear
(attack) displaying good transferability over Bicubic (de-
fense). Our explanation is that BP adds smallest perturba-
tions. Adversarial examples thus lie right behind the frontier
of the ground-truth class for a targeted classifier. A change
in the downscaling method modifies these frontiers which in
return classify the sample accurately again.

4.5. Scenario B: ensemble model

In order to achieve better transferability, the attacker fights
against an ensemble of classifiers. For a given model (e.g.
EfficientNet-b0), we gather all downscaling methods in an en-
semble of classifiers. This gives birth to as many gradients,
which need to be aggregated into a single one to be exploited

Table 1. Distortion for attacking 90% of the images for the
EfficientNet family

Model Downscaling Ensemble
Size ` Nearest Area Average Worst

b0: 224 0.15 0.39 0.54 0.53
b1: 240 0.16 0.37 0.56 0.47
b2: 260 0.17 0.37 0.47 0.49
b3: 300 0.17 0.34 0.46 0.44
b4: 380 0.21 0.33 0.40 0.54
b5: 456 0.26 0.33 0.38 0.42
b6: 528 0.25 0.31 0.36 0.37
b7: 600 0.37 0.37 0.37 0.37

Table 2. Accuracy (%) when downscaling from size L = 600
to ` = 224 for EfficientNet-b0

Attack
Defense Bil. Bic. Area Near. BilG BilAg

Bil 0.7 70.7 74.6 75.1 73.5 8.2
Bic. 5.6 0.9 75.6 75.9 74.1 9.6
Area 72.8 72.8 0.3 72.8 69.8 71.9
Near. 75.6 75.6 35.5 0.8 69.4 75.6
BilG 73.4 73.5 72.6 73.4 0.50 72.2

BilAg 74.0 73.9 73.2 75.0 72.2 0.7

by BP attack. We explore two options:

1. A basic averaging of the gradients over all the ensem-
ble, also referred to as EOT [13].

2. A worst-case gradient selection, a trick inspired by
Deepfool [14].

For a given classifier / downscaler, the second method esti-
mates the distance dadv an image is from the frontier as if the
classifier were linear [14]: dadv = Ladv(x)

‖∇Ladv(x)‖ . The classi-
fier with the biggest distance is deemed as the worst for the
attacker, who then targets it in the next iteration of the attack.
In other words, the aggregated gradient is simply the gradient
of the worst classifier of the ensemble.

For both methods, an image is deemed adversarial if it de-
ludes all the classifiers of the ensemble. For this experiment
we use another subset of 100 randomly picked images from
the validation set of Imagenet 2012 as a matter of computa-
tional time. Table 1 shows the distortion at which 90% of the
images are successfully misclassified. Here are the lessons:
Attacking an ensemble consumes more distortion than target-
ing a single classifier ; so guaranteed transferability is possi-
ble at the cost of a bigger distortion. There is no clear better
option for attacking an ensemble. Distortion increases as the
scale goes down. A better defense strategy is to run a model
on small scale images and to randomly pick a downscaler over
an ensemble at each inference.

5. CONCLUSION

We have studied the impact of downscaling when attacking
large images. The best practice is scenario B: downscaling to
a small size ` with a wide downscaling kernel like ‘Area’ or
‘Bil+Gauss’.

The transferability of an adversarial attack to other inter-
polation kernels is nearly insignificant. This opens the door to
a random resizing method as a means of defense. The attacker
can however circumvent this issue by attacking an ensemble,
if the pool of downscaling methods is disclosed. Neverthe-
less, this defense increases the distortion by≈ 35% compared
to the best pure strategy without sacrificing accuracy.
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