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Abstract

In this paper, we prove that a mean system utilization smaller than
one is a necessary condition for the feasibility of real-time systems. Such
systems are defined as stable. Stable systems have two distinct states: a
transient state, followed by a steady-state where the same distribution of
response times is repeated infinitely for each task. We prove that the Liu
and Layland theorem holds for stable probabilistic real-time systems with
implicit deadlines, we provide an analytical approximation of response
times for each of those two states and a bound of the instant when a
real-time system becomes steady.

1 Introduction

Probabilistic methods applied to real-time systems are motivated by the fact
that worst-case execution times and minimal inter-arrival times are often rare
events. The analysis induced by these methods consists in quantifying the prob-
ability that time requirements may not be satisfied. Their purpose is to soften
real-time guarantees leading to an overestimated use of processors, or as we say,
provide a pessimistic analysis [9]. Associating probabilities to worst-case values
and to other possible cases may reduce the pessimism of a real-time analysis.
Often, execution times have associated probabilities, but inter-arrival times may
also be considered as probabilistic. In fact, many real-time systems have arrival
times subject to noise and other interference from either operating systems etc.
which can be modeled with probability distributions [16]. We call probabilis-
tic real-time systems the real-time systems which have probabilistic parameters
such as execution times and/or inter-arrival times.

Utilization-based schedulability conditions for single-core fixed-priority pre-
emptive scheduling policies are well known [6]. The seminal work of Liu and
Layland [20] introduces a sufficient condition for the feasibility of a real-time
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system using its maximal utilization. Nevertheless, a real-time system not satis-
fying this sufficient condition remains schedulable with a given probability (see
(1) in Section 3). Moreover, while probabilistic methods have been focused to-
wards fitting in this sufficient condition by providing less pessimistic analyses,
their domain of feasibility needs to be defined as well. In this paper, we build
necessary feasibility conditions for fixed-priority scheduling policies based on the
mean utilization of the real-time system. We demonstrate that a mean utiliza-
tion smaller than 1 is mandatory for response times to be finite, c.f. Propositions
4 and 5. We call systems with a mean utilization smaller than 1, stable real-time
systems.

Response times depend on properties of real-time systems such as the schedul-
ing policy, the preemptiveness, etc.. Our motivation is to exploit those proper-
ties leading response times to the domain of a certain probability distribution.
In this work, we emphasize the inverse Gaussian distribution as the appro-
priate distribution for an approximation of response times in the context of
fixed-priority scheduling policies, using asymptotic results of queueing theory,
c.f. Propositions 8. We propose two different approximations, a worst-case
approximation before the system is in its steady-state (c.f. Proposition 6, see
Definition 10) and another one when the system is steady, c.f. Propositions 1
and 7. We prove in Proposition 2 that a real-time system is in its steady-state
at the first idle time.

The contributions of this paper are:

• a necessary condition for the feasibility of probabilistic real-time systems
with implicit deadlines under preemptive fixed-priority scheduling policies,

• an approximation of the demand of probabilistic real-time systems,

• a first proof that the Liu and Layland theorem [20] stands only for stable
probabilistic real-time systems,

• a first proof that a real-time system is steady after the first idle time and
an analytical formulation of its distribution,

• an analytical formulation of response time distributions of tasks before
and after the first idle time,

• numerical evidence and comparison against simulated results and other
existing estimations.

The paper is organized as follows. We present in Section 2 relevant existing
results and in Section 3 the main definitions of the considered model. We
introduce in Section 4 the Loynes theorem and the heavy-traffic theorem which
are the central theorems used this work. These theorems provide analytical
expressions of the steadiness of the system, through the stochastic analysis of
backlogs. In Section 5 we provide the time demand analysis associated to the
probabilistic real-time systems. Moreover, we demonstrate the importance of
the first idle time within any feasibility analysis. We detail the experimental
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results associated to the proposed contribution in Section 6 and we discuss future
work opened by our current contribution in Section 7.

2 Related work

Probabilistic methods for the analysis of response times have many applica-
tions in real-time systems [7]. Two main directions have been explored: static
methods for the exact computation and approximation of response time distri-
butions [8, 17, 23, 25] a priori, and the measurement-based application of the
extreme value theory (EVT) [21,22] approximating the distribution of the max-
imum values of response times a posteriori. Often, probabilities are considered
for execution times and few papers consider probabilistic inter-arrival times and
deadlines [11, 19, 25]. Moreover, the method introduced in [8, 17] requires a
large amount of convolutions which have a high space and time complexity, and
the analysis provided by Lehoczky [19] is not suited to express response time
distributions.

The contributions of this paper are based on queueing theory results [1, 4,
31,32]. To the best of our knowledge, no result from the queueing theory is fo-
cused on general execution times and inter-arrival times, multi-class clients (i.e.
different tasks) and the quantization of deadline misses of such systems. The
only results based on queueing theory for real-time systems have been published
within the thread of papers related to [19], where the author approximates the
number of simultaneously activated jobs by a reflected at the origin Brownian
motion. However, the author makes strong hypotheses restricting the model.
The exponential distribution of inter-arrivals and execution times suggested
in [19] is a strong hypothesis. Furthermore, his model has another important
limitation as it considers systems of jobs of only one task, which does not allow
a response time analysis.

3 Model

We consider a probabilistic real-time system Γ composed of a finite number of
tasks ordered in the decreasing priority order, i.e. a task τi has a higher priority
than τj if and only if i < j. The tasks are scheduled on a single-core processor,
using a fixed-priority preemptive policy.

3.1 Probabilistic real-time tasks

A probabilistic task τk is characterized by:

1. its execution time Ck > 0 , with a distribution function Fk, and finite
mean mk ≜ E[Ck] and non-negative variance s2k ≜ E[(Ck −mk)

2],

2. its inter-arrival time Tk > 0 between two consecutive instances of τk, with
a distribution function Gk of rate λk ≜ 1/E[Tk],
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3. its relative implicit deadline Dk > 0, with the same distribution function
Gk as its inter-arrival time.

Without loss of generality, we consider the functions Fk and Gk discrete.
Also note that all the parameters written in capital letters are probabilistic.

The l-th instance of the task τk is called a job and we denote it τk,l. Its
execution time is Ck,l, with distribution function Fk. Tk,l is the inter-arrival
time between the arrival times of the jobs τk,l−1 and τk,l, with distribution
function Gk, i.e. identically distributed as Tk. We suppose all the rates of
arrival λk distinct.

Due to the fixed-priority policy, the response times of the task τk depend
only those of higher priority tasks. We call job of level k any job of a task
of higher or equal priority than τk, i.e. any job τi,j , 1 ≤ i ≤ k, j ∈ N. Let

ui ≜ E[Ci]/E[Ti] = λimi be the mean utilization of the task τi, ūk ≜
∑k

i=1 ui
be the k-level mean utilization of Γ , ū ≜

∑
τk∈Γ uk the total mean utilization

of Γ , and, the maximum utilization of level k, umax
k ≜

∑k
i=1 c

max
i /tmin

i , where
cmax
i is the maximum possible value of Ci and tmin

i is the minimum possible
value of Ti, and the total maximum utilization umax ≜

∑
τk∈Γ c

max
k /tmin

k .

Definition 1. Let Γ be a real-time system with total mean utilization ū. Γ is
said stable if and only if ū < 1.

The response time Rk,l of a job τk,l is the elapsed time between its activation

(or arrival) Ak,l ≜
∑l

j=1 Tk,j and the end of its execution. We consider implicit
deadlines, i.e. the absolute deadline of the job τk,l is Ak,l+1 and Ak,l+1−Ak,l =
Tk,l+1 ∼ Dk is its relative deadline with distribution function Gk. For the sake
of comprehension, we refer to the relative deadline of τk with the variable Dk

and to its inter-arrival time Tk, even though they have the same distribution.
At each arrival of jobs of a same task, previous jobs miss their deadline and are
discarded.

Remark 1. Such discarding policy is the reason why response times of jobs of
a same task are independent: response times are functions of their associated
execution times and only the higher priority jobs execution times. As described
in (13), discarding jobs makes their backlog disappear from the computation of
the response time of the next job of the same task. However, in the response time
analysis in Section 5 we build response time approximations regardless of this
discarding policy which makes them upper-bounds of response times, see (14).

Example 1 (Utilization and probabilistic deadlines). Let us consider the task
set {τ1, τ2}, with P(C1 = 1) = 1, P(T1 = 2) = 1, P(C2 = 1) = 1/2, P(C2 =
2) = 1/2, P(T2 = 3.1) = 1/2, P(T2 = 4) = 1/2. Then ū = 1/2 + ((1 +
2)/2)/((3.1 + 4/2) ≈ 0.92, umax = 1/2 + 2/3.1 ≈ 1.16. Furthermore, because
deadlines are implicit, if T2,2 = 3.1, the deadline of the job τ2,1 is 3.1, if T2,2 = 4
its deadline is 4. The deadline of any job τ1,j is 2 because T1,j is always 2 for
all j ∈ N.
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A job τk,l respects its deadline if its response time Rk,l is smaller or equal to
its deadline, i.e. Rk,l ≤ Dk. In order to be schedulable, the worst-case deadline
failure probability [29,34] of a task τk should be smaller than its permitted failure
rate αk ∈ (0, 1) [12], i.e.

P

(
sup
l∈N

Rk,l > Dk

)
=

∫
P

(
sup
l∈N

Rk,l > t

)
dGk(t) ≤ αk (1)

where αk is a parameter given a priori.

Definition 2. Let Γ be a real-time system. Γ is said feasible in the fixed-
priority domain if and only if there exists at least one fixed-priority preemptive
scheduling policy such that all tasks τk ∈ Γ satisfy (1).

Remark 2. For all tasks τk ∈ Γ and all jobs τk,l, l ∈ N the execution times
Ck,l are independent. We discuss in Section 7 how the model may be extended
in the dependent case, i.e. when the execution times Ck,l, τk ∈ Γ, l ∈ N have a
dependence structure.

The inter-arrival times Tk,l, l ∈ N of a given task τk are independent, however
inter-arrival times of two different tasks do not need to be independent for the
provided results.

For a given job τk,l, its execution time Ck,l and the inter-arrival time Tk,l
are not necessarily independent, meaning that the analysis we provide holds
if execution times are correlated to the time separating a job to the previous
instance of the same task.

In the rest of this paper, we refer to probabilistic real-time systems as simply
real-time systems when there is no ambiguity.

3.2 Elements of probability

Let us define some elements of probability that we use in this work. Let X and
Y be two non-negative variables.

Definition 3 (Distribution function, probability function and distribution).
The distribution function of X is the function defined by FX(x) = P(X ≤ x).
The probability function of X is the function pX(x) = (dFX/dx)(x). We denote
the distribution of X by dFX(x) = pX(x)dx.

Definition 4 (Identically distributed). X and Y are identically distributed and
we write X ∼ Y , or X ∼ dFY , if and only if FX(x) = FY (x) for all x > 0.

Definition 5 (Independence). X and Y are independent if and only if P(X ≤
x, Y ≤ y) = FX(x) · FY (y) for all x, y > 0.

Definition 6 (Conditional distribution). The conditional distribution function
of X given Y = y is written

P(X ≤ x | Y = y) =
1

pY (y)
· d
dy

P(X ≤ x, Y ≤ y)
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for all x, y > 0, and is such that

P(X ≤ x) =

∫
P(X ≤ x|Y = y)dFY (y) (2)

for all x > 0.

Definition 7 (Convolutions). Let X and Y be independent and Z = X + Y .
Then the distribution function of Z is the convolution FZ = FX ∗FY defined by

FZ(z) =

∫
FX(z − y)dFY (y) =

∫
FY (z − x)dFX(x)

Definition 8 (Brownian motions). A standard Brownian motion is a process B
such that B(0) = 0 and with independent increments B(t)−B(s) of distribution
function Φ

(
·/
√
t− s

)
for any 0 ≤ s < t, where

dΦ(x) = exp
(
−x2/2

)
/
√
2πdx

is the standard normal distribution.
A Brownian motion of drift u and deviation v > 0 is a process W such that

there exists a standard Brownian motion B such that

W (t) = ut+ vB(t) (3)

Definition 9 (Inverse Gaussian distribution). Let θ > 0 and γ > 0. The inverse
Gaussian distribution of parameters (θ, γ) has a probability function ψ defined
by

ψ (t; θ, γ) =

√
γ

2πt3
exp

(
−γ(t− θ)2

2θ2t

)
(4)

Remark 3. Note that deterministic1 real-time systems form a subclass of proba-
bilistic real-time systems, as the distributions of the parameters of Γ can describe
a unique value if needed. Hence, we propose results covering also deterministic
parameters, would they be execution times, inter-arrival times or deadlines. For
instance, if the execution time Ck of a task τk ∈ Γ is deterministic and equal to
5, then its distribution function is Fk(x) = 1[5,∞)(x), where

1A(x) =

{
1 if x ∈ A
0 otherwise

3.3 Backlog stochastic process

Let us define the following stochastic processes:

1. Nk(t) ≜
∑∞

l=1 1[0,t](Ak,l) as the number of jobs of τk released before t > 0,
of mean E[Nk(t)] = λkt [1, (1.1.22)]. Nk is right-continuous.

1A real-time system is deterministic if all task parameters are described by unique values.
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2. the k-level demand Wk(t) as the accumulation of the execution times
required by jobs of priority higher or equal than τk, regardless of potential
deadline misses, released before the instant t to complete,

Wk(t) ≜
k∑

i=1

Ni(t)∑
j=1

Ci,j

of mean E[Wk(t)] =
∑k

i=1 E[Ni(t)]E[Ci] = ūkt, see [14, (6.53)]. Wk is
right-continuous.

3. the k-level backlog βk(t) as the remaining demand at t ≥ 0, defined by
βk(0) ≥ 0 and

βk(t) ≜ βk(0) +Wk(t−)−
∫ t

0

1{βk(s)>0}ds (5)

whereWk(t−) = limε→0,ε>0Wk(t−ε) is the left limit ofWk at the instant

t, and
∫ t

0
1{βk(s)>0}ds is the total busy time of level k [18, p. 2] before

t > 0.

Example 2 (Backlog). Consider the task set of Example 1. Suppose both tasks
τ1 and τ2 are activated at time t = 0 and T2,2 = 3.1, C2,1 = 2, C2,2 = 1. Then,
β2(0) = 0,

β2(2) = β2(0) +W2(2−)−
∫ 2

0
1{β2(s)>0}ds

= 0 + (1 + 2)− 2 = 1

β2(3) = β2(0) +W2(3−)−
∫ 3

0
1{β2(s)>0}ds

= 0 + (1 + 2)− 3 = 0

β2(3.1) = β2(0) +W2(3.1−)−
∫ 3.1

0
1{β2(s)>0}ds

= 0 + (1 + 2)− 3 = 0

β2(3.2) = β2(0) +W2(3.2−)−
∫ 3.2

0
1{β2(s)>0}ds

= 0 + (1 + 2 + 1)− 3.1 = 0.9

At the instant t = 3.2, the backlog of level 2 is 0.9.

The process βk describes the remaining demand without considering dead-
line misses, i.e. while jobs are discarded their demand remains in the backlog
analysis. Thus, the process βk is an upper-bound of the blocking time, see (14),
i.e. the response time analysis that we provide in Section 5 is pessimistic as
defined in [9].

In stable real-time systems, there exist two main states of the backlog [8,
Section 4.2].

Definition 10 (Transient and steady states). For a stable real-time system Γ ,
the steady-state backlog is defined by

β̃k ≜ lim
t→∞

βk(t)

We say that Γ is steady at the instant t > 0 when its backlog is in steady-state,
i.e. βk(t) ∼ β̃k, and transient before βk reaches its steady-state.
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Figure 1: Level 3 demand of 1 000 instances of the DK model system, the
heavy-traffic demand process and the classical deterministic worst-case analysis
(WCET) considering only the maximal execution time for each task, for ū =
0.838 and umax = 1.208 and hyper-period T̄ , for Γ defined in Table 1.
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In the following sections, we define the domain of this steadiness, provide an
expression of the instant when the system goes from transient to steady, and
prove that this time instant exists and is finite under some conditions.

4 Heavy-traffic theory

In this section, we present an analytical approximation of the demand of prob-

abilistic real-time systems. Let us denote πk(x) ≜ P
(
β̃k ≤ x

)
the distribution

function of the steady-state backlog of level k. We use background results of
queueing theory presented in 4.1 and 4.2, provide the exact formulation of the
steady-state backlog distribution πk in 4.3 and illustrate this result in the de-
terministic inter-arrival case already studied by Diaz et al. [8] in Section 4.4.

4.1 The Loynes theorem

As the demand and backlog processes Wk and βk are well studied in queueing
theory [1, 4, 15], we provide the formula of the steady-state of the system, by
adapting the Loynes theorem [1, Theorem 2.1.1].

Theorem 1 (Loynes theorem). Let Ak
l = inf{t > 0 :

∑k
i=1Ni(t) = l} be the

activation time of the l-th job of level k, and Ikl the index of the task of the l-th

job of level k. If ūk < 1, then the steady-state backlog β̃k exists, is finite and we
obtain

β̃k = sup
n≥0

(
n∑

l=1

CIk
l ,l

− (Ak
l+1 −Ak

l )

)+

(6)

where x+ = max(0, x), c.f. [1, Property 2.2.1]. In addition, there is an infinite
number of idle times, c.f. [1, Property 2.2.5]. If ūk = 1, then the existence of a
finite steady-state β̃k is uncertain. If ūk > 1, there exists a finite number of idle
times of level k and no finite steady-state, c.f. [1, Property (2.2.2)], backlogs are
always transient.

Our goal is to find the distribution of the steady-state backlog β̃k. However,
given the generality of this model, we cannot provide an exact description of the
process βk. This is why we use the heavy-traffic assumptions to find an exact
formula for the distribution of the steady-state backlog β̃k when the system
utilization gets close to 1, c.f. Figure 2, i.e. we build a process β̂k such that its
steady-state is also β̃k.

4.2 The heavy-traffic theorem

A first step in the approximation of the backlog process βk is the approximation
of the demand process Wk.
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(a) ū = 0.625, umax = 0.833 (b) ū = 0.838, umax = 1.208

(c) ū = 0.998, umax = 1.508 (d) ū = 1.018, umax = 1.608

Figure 2: The heavy-traffic backlog process of systems with different mean
utilization, initialized with β(0) =

∑
τi∈Γ Ci.

Theorem 2 (Heavy traffic theorem, Section 6.5, [4] ). The level k heavy-traffic
demand process

Ŵk(t) ≜ lim
n→∞

Wk(nt)/
√
n

is a Brownian motion of drift ūk and deviation vk, where v
2
k ≜

∑k
i=1 λi · s2i .

See Figure 1.

In [19], the author uses the heavy-traffic approximation providing the distri-
bution of the lateness of jobs in a system with exponential inter-arrival times.
To illustrate the heavy-traffic approximation, one can think of water continu-
ously flowing into a sink at a rate λi and the execution times as the rate 1/mi

the water leaves the sink. It is usually understood as true when the system is
at full processor utilization, because the theorems of heavy-traffic theory are
exact when ū → 1. However we use it as a way to build an upper-bound of
the backlog process. Indeed, the heavy-traffic assumption should be seen as
a bound, or more specifically, a way to suppose that the system utilization is
at its maximum (i.e. ū = 1), providing upper-bounds that are exact when the
processor utilization at 100%. Figure 3b illustrates this upper-bound becoming
exact in Figure 3c and Figure 3d.
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In this section, we use the heavy-traffic assumption to find the steady-state
backlog β̃k as an approximation upper-bounding the blocking time of the system
in its steady-state, see (14). The approximation in Theorem 2 leads to the stan-
dard Brownian motions which is continuous. It means that instead of looking
at the demand for a large amount of time, we consider a re-scaled version of the
demand in order to build a good approximation. Theorem 2 can be written as

Ŵk(t) = ūkt+ vkB(t) (7)

where B is a standard Brownian motion, as defined in (3).

4.3 Steady-state backlog distribution

In order to find the steady-state backlog β̃k, we work with the heavy-traffic
demand Ŵk. We define the heavy-traffic backlog process by

β̂k(t) = βk(0) + Ŵk(t)−
∫ t

0

1{β̂k(s)>0}ds (8)

This heavy-traffic backlog process β̂k is a Brownian motion reflected at the
origin of drift ūk − 1 and deviation vk, and its limit is also β̃k, c.f. [4, Section
6.5]. Its stationary distribution πk being the same for the initial backlog process

βk, i.e. limt→∞ βk(t) = β̃k = limt→∞ β̂k(t) we get its explicit expression in the
following proposition.

Proposition 1. Let ε > 0 and ū = 1− ε. Consider the parameter

ηk ≜ 2 (1− uk) /
(
λk(γ

2
a,k + γ2e,k)

)
(9)

where γa,k and γe,k denote the coefficients of variation2 of respectively inter-
arrival and execution times of τk. Then, when ε → 0, the distribution function
πk of the steady-state backlog β̃k is defined for x > 0 by

πk(x) =

k∑
i=1

(1− exp (−ηix))
k∏

j=1
j ̸=i

(1− ηi/ηj)
−1 (10)

Proof. From [4, Section 6.5, p. 144], we know that when ε → 0, β̃k − β̃k−1 is
an exponential variable of parameter ηk. As execution times are independent,
β̃i − β̃i−1 and β̃j − β̃j−1 are independent for any i ̸= j. Furthermore, β̃k =

β̃1 +
∑k

i=2 β̃i − β̃i−1, thus we know from [30] that the distribution of β̃k is

dπk(x) =

k∏
i=1

ηi

k∑
i=1

exp (−ηix)∏k
j=1,j ̸=i(ηj − ηi)

dx

for x > 0, which is the convolution of k exponential distributions of param-
eters η1, . . . , ηk. See Figure 3 for an illustration of the probability function of
πk.

2The ratio of the standard deviation and the mean.
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(a) ū = 0.625, umax = 0.833 (b) ū = 0.838, umax = 1.208

(c) ū = 0.998, umax = 1.508 (d) ū = 1.018, umax = 1.608

Figure 3: Steady-state backlog simulations with different mean utilizations in
the DK model. In grey the histogram of simulations of β(n)/

√
n for n = 10000,

in black the probability function of β̃.

It is shown in [4, Remark 6.17, p. 148], that the error of the estimation
stated in (8) is

sup
s∈[0,t]

|βk(s)− β̂k(s)| = O
(
(t log log t)1/4(log t)1/2

)
(11)

Note that (10) applies to the general case, hence the deterministic case, which
means that the approximation of the stationary distribution in the periodic case
is given in an explicit formula, without solving any system of equations neither
computing a large number of convolutions.

4.4 The Diaz and Kim model: periodic workloads

For the case where the tasks of the real-time system Γ are periodic and have
deterministic deadlines, i.e. Tk = λ−1

k ∈ N and Gk(x) = 1[λ−1
k ,∞)(x) for all τk ∈

Γ and x > 0, also known as the Diaz and Kim (DK) model [8,9,17], the authors
approximate the distribution function πk, resolving linear system equations and
compute response times distributions with the help of convolutions.
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The fastest computational complexity of convolutions is O(N logN) when
N is the number of values that a probabilistic variable can take. Computing the
exact values of πk quickly becomes an expensive operation when the number of
tasks or the number of possible execution times gets larger, even with methods
providing tools to soften those computations like Markovic et al. [24], Miluti-
novic et al. [27] or Maxim et al. [26] for example. Moreover, the computation
of response times has the same problem, as the number of possible values of β̃k
quickly becomes large. With (6) we have an explicit formula of the distribution
of β̃k, with (11) we know the error of the heavy-traffic approximation, and with
Theorem 1 we have an analytical expression of the backlog in the deterministic
case.

Indeed, let T̄k = lcm
(
λ−1
1 , . . . , λ−1

k

)
be the hyper-period of level k of Γ . In

the DK model [8,17], the authors consider the k-level backlog βk(tT̄k), t ∈ N, i.e.
the remaining demand of level k at the beginning of the t-th hyper-period. Diaz
et al. [8] have proven that the sequence

(
βk
(
tT̄k
))

t∈N is a stationary Markov

chain when ūk < 1. The sequence
(
βk(tT̄k)

)
t∈N is defined by βk(0) ≥ 0 and

βk
(
(t+ 1)T̄k

)
=
(
βk(tT̄k) +Wk(T̄k)− T̄k

)+
for t ∈ N.

In order to apply (6) to the DK model, we consider a system with only
one task with an execution time equal to the total demand of one hyper-period
Wk(T̄k). Indeed, the demand of one hyper-period is repeated at each new hyper-
period [8]. Let Wk,t, t ∈ N be independent and identically distributed variables
with the same distribution than Wk(T̄k). Then from (6) we have

β̃k ∼ sup
n≥1

(
n∑

t=1

Wk,t − nT̄k

)+

(12)

The representation in (12) is an efficient method to approximate the sta-
tionary distribution πk of the backlog process βk. Indeed, let us take an integer
n > 0, and generate a sample (Wk,t)

n
t=1 independent and identically distributed

sequence with the distribution of Wk

(
T̄k
)
. Eq. (12) provides the variable of

distribution πk found in Diaz et al. [8] and Kim et al. [17]. It also means that

the variable max1≤j≤n

(∑j
t=1

(
Wk,t − T̄k

))+
is an approximation of β̃k when n

is large enough. This method is not expensive in complexity as it requires only
to build the distribution function of Wk

(
T̄k
)
once.

Remark 4. In the DK model, the coefficient of variation γa,k is 0, thus

ηk = 2m2
k

1− uk
λks2k

5 Time demand analysis

In this section, we express the response times distribution of a task τk using
the heavy-traffic analysis of Section 4. The Markovian property of Brownian
motions allows to approximate the distribution of any response time Rk,l in
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terms of the backlog β̂k−1(Ak,l) and the first response time Rk,1, thus response
times will be conditioned to backlogs and execution times, and represented as
idle times following the inverse Gaussian distribution. In a second part, we
provide an analytical expression of the worst-case heavy-traffic response time
distribution, and in a third part we do the same for the steady-state heavy-traffic
response time distribution. Finally, we explain how to simulate heavy-traffic
response times of a task τk from the distribution functions Fk and Gk.

The response time Rk,l of a job τk,l is the smallest instant after its arrival
time Ak,l smaller than the time it is given to run the level k − 1 demand and
its execution time, i.e. the smallest t > 0 such that

Bk−1(Ak,l) + Ck,l +Wk−1(t+Ak,l)−Wk−1(Ak,l) ≤ t (13)

where Bk(t) =
∑k

i=1 min (βi(t)− βi−1(t), Ci(t)) is the blocking time of level k at
the instant t > 0, β0(t) = 0, and Ci(t) is the execution time of the most recent
job of τi released before t, for all t > 0. This relation holds for any fixed-priority
preemptive single-core model with the discarding policy discussed in Section 2.
By definition, the blocking time is such that

Bk(t) ≤ min

(
βk(t),

k∑
i=1

Ci(t)

)
(14)

for all t > 0, which makes our response time analysis build upper-bounds of
response times.

Furthermore, the heavy-traffic demand Ŵk−1 is a Brownian motion, thus
Ŵk−1(t+ Ak,l)− Ŵk−1(Ak,l) ∼ Ŵk−1(t), and it is continuous. Then we define
the heavy-traffic response time of a job τk,l as

R̂k,l ∼ inf
t>0

{
β̂k−1(Ak,l) + Ck,l + Ŵk−1(t) = t

}
(15)

In the following sections we consider response times as idle times properly
conditioned, and from this analysis provide the worst-case response time distri-
bution and the steady-state response time distribution.

5.1 First idle time

In the following, we consider the conditional probability that the system starts
with a level k − 1 backlog x ≥ 0 and the job τk,1,

Px
k(·) = P(· | βk−1(0) = x,Ak,1 = 0)

Whenever we need to suppose βk−1(0) = x,Ak,1 = 0, we say that we work under
the probability Px

k.
As the steady state of backlogs repeats itself infinitely, the analysis of re-

sponse time stands for all future response times. In the transient state though,
each response time has its own distribution function. Hence, in Section 5.3 we

14
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Figure 4: Trajectories of Ŵ and average of the first idle time for ū = 0.838.

use the worst-case reasoning to bound the transient response times. A question
rises at this point: when does the system get steady ? Let us look closely at
the dynamics of the heavy-traffic backlog process. Let β̂(t) ≜ maxτk∈Γ β̂k(t),

Ŵ (t) ≜ maxτk∈Γ Ŵk(t) and v ≜ maxτk∈Γ vk. As we work with fixed-priority

scheduling policies, β̂, Ŵ and v refer to the lowest priority level.

Proposition 2. Let ū < 1, x > 0 and β(0) = x. The steady-state backlog is
reached at the first idle time

Ix ≜ inf
{
t > 0 : β̂(t) = 0

}
Proof. For any x > 0, at the instant Ix, the next idle time has the distribution
of I0, so is the third, the fourth, etc. This is sufficient to say that the system
is steady for all t > Ix. Moreover, one can see in [4, Theorem 6.8] that when
ū < 1 the steady-state backlog β̃ is 0.

Proposition 2 is coherent with the proven results in the deterministic case [8]
and the simulations shown in Figure 2. Let us now refine the analysis for each
task τk ∈ Γ . Let Ix

k be the first idle time of level k, i.e.

Ix
k = inf

{
t > 0 : β̂k(t) = 0

}
(16)
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Figure 5: First maximum ε-idle time for ε = 10−6. for ū = 0.838.

when the initial backlog of level k is equal to x > 0.

Lemma 1. The distribution of Ix
k is an inverse Gaussian distribution with

probability function

ψx
k(t) ≜ ψ

(
t;

x

1− ūk
,
x2

v2k

)
, t > 0

Proof. The idle time Ix
k defined in (16) is a quantity called first-passage time

of a Brownian motion [28, Eq. (28)]. Until the first idle time, we know that

β̂k(t) = x+ Ŵk(t)− t, because 1βk(s)>0 = 1 for 0 ≤ s < t ≤ Ix
k . Then from (7)

we have Ix
k ∼ inf {t > 0 : B(t) = t(1− ūk)/vk − x/vk} where B is a standard

Brownian motion. When βk(0) = x, the distribution of Ix
k is an inverse Gaussian

distribution of mean x/(1 − ūk) and shape x2/v2k. See Figure 5.1 and [15, p.
146], for more details.

The first idle time is also a probabilistic variable, but we can build an instant
tidle(ε, x) such that for any ε > 0 and all t > tidle(ε, x), the probability that
the first idle time of the lowest priority level is greater than t is less than ε, i.e.
P (Ix > t) ≤ ε. We call first ε-idle time the instant tidle(ε, x) from which we can
guarantee the system is steady with probability 1− ε and initial backlog x > 0.
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We know that β̂ is a Brownian motion reflected at the origin. This means that
until it reaches zero, i.e. an idle time, it is a simple Brownian motion. In fact,
between two consecutive idle times the backlog process has the same dynamic.
The following proposition bounds with a given probability the first idle time
and the instant the system gets steady.

Proposition 3. Let ε ∈ (0, 1) and x ≥ 0. If ū < 1, the system of initial demand
x is steady with probability at least 1− ε at the instant

tidle(ε, x) =

q1−ε +
√
q21−ε + 4

(
1−ū
v

)
x

2
(
1−ū
v

)
2

(17)

where q1−ε = Φ−1(1−ε) is the (1−ε)-quantile of a standard normal distribution.

Proof. Let us consider the lowest priority first idle time Ix and remark that

P(Ix > t) = P

(
inf

s∈[0,t]
Ŵ (s)− s > −x

)
(18)

≤ P
(
Ŵ (t) > t− x

)
= P

(
B(t) > t

1− ū

v
− x

v

)
= 1− Φ

(
(1− ū)t− x

v
√
t

)
Hence, let us define tidle(ε, x) such that

1− Φ

(
(1− ū)tidle(ε, x)− x

v
√
tidle(ε, x)

)
≤ ε

which implies that for t > tidle(ε, x) we should have

t > ūt+Φ−1(1− ε)v
√
t+ vx (19)

see Figure 5.1. This is a second order polynomial equation, which admits no
solution when ū > 1, and, when ū ≤ 1 and ε ∈ (0, 1), the smallest solution of
(19) is (17).

Note that for all x ≥ 0, limε→0 tidle(ε, x) = ∞, limε→1 tidle(ε, x) = 0, and

• ū < 1 =⇒ tidle(ε, x) <∞,

• ū = 1 =⇒ tidle(ε, x) = ∞,

• ū > 1 =⇒ tidle(ε, x) is not defined.

Remark 5. We provide the analysis for the lowest priority level, but in fact
each priority level has its own first ε-idle time.
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Finally we consider the maximum first ε-idle time tmax
idle (ε) by considering

a synchronous activation for the distribution µmax of the initial demand, i.e.
β(0) =

∑
τk∈Γ Ck. See Proposition 5 for a more detailed explanation. The

maximum first ε-idle time is then

tmax
idle (ε) =

∫
tidle(ε, x)dµ

max(x) (20)

5.2 Conditioning response times

From (15), any job τk,l has a heavy-traffic response time distribution that can

be expressed from the response time R̂k,1,

P
(
R̂k,l > t | β̂k−1(Ak,l) = x

)
= Px

k

(
R̂k,1 > t

)
(21)

Let us condition this probability for specific values of execution times.

Lemma 2. Under Px
k the heavy-traffic response time R̂k,1 given Ck,1 = y is

identically distributed as Ix+y
k−1 .

Proof. As stated in (21), the proper conditioning on backlogs provides the distri-

bution of the response time of τk,1. Furthermore, when the backlog β̂k−1(Ak,l) =

x and the execution time Ck,l = y, the response time R̂k,l is the time it takes
for all level k − 1 jobs to finish plus the time it takes for level k − 1 to stay
idle for x + y instants. It means that we can artificially set the initial backlog
to x + y and look at Ix+y

k−1 , the first idle time of level k − 1, as represented in
Figure 6. In other words,

Px
k

(
R̂k,1 > t | Ck,1 = y

)
= P

(
inf

s∈[0,t]
Ŵk−1(s)− s > −x− y

)
= P

(
Ix+y
k−1 > t

)
which is sufficient to conclude.

Example 3 (Response times as idle times). Consider a task set {τ1, τ2}, and
that τ2 is activated at t = 0, i.e. A2,1 = 0, and C2,1 = y = 3. Let P(C1 = 1) =
1/2,P(C1 = 2) = 1/2, P(T1 = 2) = 1/2, P(T1 = 4) = 1/2, and suppose β1(0) =
x+ y = 8, C1,1 = 1, C1,2 = 2, C1,3 = 2, and A1,1 = 2, A1,2 = 6, A1,3 = 10 and
A1,4 = 14. Then the response time R2,1 is the first instant t when β1(t) = 0:

β1(1) = β1(0) = x+ y

β1(3) = β1(0) + C1,1 − 3 = x+ y − 2

β1(7) = β1(0) + C1,1 + C1,2 − 7

= x+ y − 4

β1(11) = β1(0) + C1,1 + C1,2 + C1,3 − 11

= x+ y − 6

β1(13) = β1(0) + C1,1 + C1,2 + C1,3 − 13

= x+ y − 8 = 0
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β1(t)x+ y

A1,1 A1,2

C1,2

A1,3

R2,1 = Ix+y
1

Figure 6: Representation of the response time R2,1 as an idle time when A2,1 =
0, C2,1 = y and β1(0) = x, in Example 3.

Hence R2,1 = 13. This is illustrated in Figure 6. To build all possible val-
ues of R2,1, one must do the same for all combinations of possible values of
(A1,1, A1,2, A1,3, A1,4) and (C1,1, C1,2, C1,3, C1,4). Lemma 2 provides an analyt-

ical expression of this result for the heavy-traffic response time R̂2,1.

From (15) and Lemma 2 we establish a necessary condition of the feasibility
of Γ .

Proposition 4. A non-stable real-time system with implicit deadlines and inde-
pendent execution times is not feasible under a fixed-priority scheduling policy.

Proof. Let τk ∈ Γ be such that ūk > 1. The Loynes theorem 1 states that
there is a finite number of idle times of level k, which implies with (15) that
heavy-traffic response times get infinite at some point, i.e. for all t > 0,

P
(
supl∈N R̂k,l > t

)
= 1. In other words, there is no permitted failure rate

αk ∈ (0, 1) such that τk is schedulable as defined in (1). As we consider a fixed-
priority scheduling policy, then the lowest level backlog is larger than all k-level
backlogs βk(t) at any time t > 0.

With the same reasoning we get the explicit formula of the distribution
function of response times.

Let us denote the conditional probability that the distribution of the initial
backlog βk−1(0) is the probability dµ and the first job released is τk,1,

Pµ
k(·) ≜ P(· | βk−1(0) ∼ dµ,Ak,1 = 0) =

∫
Px

k(·)dµ(x)

Lemma 3. Under Pµ
k , the probability function of the heavy-traffic response time

R̂k,1 is

hµk(t) =

∫
ψx
k−1(t)d(µ ∗ Fk)(x)
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Proof. We conclude with Lemmas 1 and 2 and the definition of conditional
probabilities, c.f. (2).

In Sections 5.3 and 5.4, we prove that the proper initialization of the system
puts the system in two specific cases: the worst-case and the steady-state.

5.3 Worst-case response time

Before the system reaches its steady-state, we say it is transient. In that case we
cannot provide the exact distribution of the backlog in an analytical formulation.
However, we can bound it by using the worst-case backlog.

Let µk = F1 ∗ · · · ∗ Fk be the distribution function of the demand of level k
of a synchronous activation

∑k
i=1 Ci.

Proposition 5. If ūk−1 < 1, the worst-case heavy-traffic response time distri-
bution of τk is defined by

P

(
sup
l∈N

R̂k,l > t

)
= P

µk−1

k

(
R̂k,1 > t

)
(22)

Proof. First, let us consider ūk−1 < 1, as stated in Theorem 1 the backlog
process converges to β̃k which is finite. Jobs are discarded if they miss their
deadlines, and as we consider implicit deadlines, there can be at most one job per
task activated simultaneously. This leads into considering βk−1(0) =

∑k−1
i=1 Ci

as the maximum backlog of level k − 1, c.f. (14), and use the property stated
in (21).

When ūk−1 = 1, idle times of level k may or may not be finite, thus we
cannot conclude anything on the distribution of response times.

When ūk−1 > 1, the largest response time does not come from the syn-
chronous activation and is in fact ∞. As we have already demonstrated in the
proof of Proposition 4, response times of the task τk increase to ∞, due to
the absence of idle times of level k − 1. Then we conclude that the worst-case
heavy-traffic response time is ∞.

See Figure 3.

The worst-case response time being identified as the synchronous activation
case, we provide an explicit expression its distribution function.

Proposition 6. Let τk ∈ Γ and ūk < 1. The probability function of the worst-
case heavy-traffic response time of τk is

hmax
k (t) ≜

∫ ∞

0

ψx
k−1(t)dµk(x) (23)

Proof. From Proposition 5 we know that when ūk < 1, the worst-case response
time of τk ∈ Γ is R̂k,1 under P

µk−1

k . Furthermore, from Lemma 3 we have
hmax
k (t) =

∫
ψz
k−1 (t) d(µk−1 ∗ Fk)(z). In addition, we have the relation µk−1 ∗

Fk = µk.
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5.4 Steady-state response time

The backlog process of level k being stationary and with a stationary distribu-
tion πk, in the steady-state (21) becomes

P
πk−1

k

(
R̂k,l > t

)
= P

πk−1

k

(
R̂k,1 > t

)
(24)

for any l ∈ N. Then if it holds for any l ∈ N, it holds for all the response times
after the convergence of the backlog process. This is why in the steady-state, the
distribution of heavy-traffic response times is unique. Consider the steady-state
response time

R̃k ≜ inf
{
t > 0 : β̃k−1 + Ck + Ŵk−1(t) = t

}
(25)

As in Section 5.3, we get the distribution function of steady-state response
times.

Proposition 7. Let τk ∈ Γ , ūk < 1, h̃k be the probability function of the
steady-state response time of τk, and for i ∈ {1, . . . , k} let ηi be as defined in

Proposition 1 and ξi,k =
∏k

j=1,j ̸=i(1− ηi/ηj)
−1. Then for all t > 0,

h̃k(t) =

k−1∑
i=1

ξi,k−1

∫ ∞

0

ψz
k−1(t)dνi,k(z)

where dνi,k(z) = ηi
∫ z

0
e−ηi(z−x)dFk(x)dz is the distribution of Ck + β̃i − β̃i−1.

Proof. We know from Proposition 1 that the steady-state level (k − 1) backlog
distribution is πk−1. We know from Lemma 2 that the stead-state response
time R̃k is the first idle time with an initial backlog of β̃k−1 +Ck. Finally from
Lemma 3, we know that the probability function of R̃k is h̃k ≜ h

πk−1

k . Then, let
us compute the convolution πk−1 ∗ Fk which is the distribution function of the

sum β̃k−1 +Ck. For any z > 0, we have d(πk−1 ∗ Fk)(z) =
dπk−1

dz ∗ Fk(z)dz and

dπk−1

dz
∗ Fk(z)dz = dz

∫ ∞

0

dπk−1

dz
(z − x)dFk(x)

=dz

∫ z

0

η1 . . . ηk−1

k−1∑
i=1

exp (−ηi(z − x))∏k−1
j=1,j ̸=i(ηj − ηi)

dFk(x)

=dz

∫ z

0

k−1∑
i=1

ηie
−ηi(z−x)ξi,k−1dFk(x)

=

k−1∑
i=1

ξi,k−1dνi,k(z)

Finally by definition of conditional probabilities, c.f. (2), we have h̃k(t) =∫
ψz
k−1 (t) d(πk−1 ∗ Fk)(z).

21



Remark 6. In the periodic case, Diaz [8] has proven that the system is always
steady when umax

k ≤ 1, e.g. Figure 3a, i.e. the steady-state backlog is β̃k = 0,
and that is it reached at t = 0.

h̃k(t) =

∫
ψx
k−1(t)dFk(x) (26)

This steadiness is illustrated in Figure 2.

6 Simulations

In Lemma 2 we prove that response times Rk,l can be simulated from a sample of
idle times of level k−1, a sample of execution times and the proper initialization
backlog sample, the steady-case or the worst-case.

6.1 Generating heavy-traffic response times

The procedure is as follows:

• Generate a backlog b with the distribution function µk−1 (resp. πk−1),

• Generate an execution time c with the distribution function Fk,

• Generate the response time Rk = Ib+c
k−1, with the probability function

ψb+c
k−1.

See Figure 6 and Figure 7a.

Proposition 8. The probability function of Rk is hmax
k (resp. h̃k).

Proof. It is a consequence of Lemma 3. Alternatively, we can see that by con-
struction (23) and (7) come from conditional probabilities. The representation
in Lemma 2 indicates that the distribution of response times is conditioned by
the values of the backlog and the execution time.

6.2 Experimental results

The purpose of this section is to illustrate that the response times generated from
Proposition 8 provide a good approximation, by comparing distribution func-
tions of simulations and its associated EVT estimation, and generated heavy-
traffic response times distributions. Closer are the curves, better is the estima-
tion. Those results are not exhaustive and are an illustration, we do not cover
in this work the sensitivity of the model for different values of ū. In order to do
so, and to compare the distribution of the generated response times with the
ones provided by SimSo, we modified the SimSo tool [5] to simulate probabilis-
tic systems and compare the scheduled (SimSo) simulations and heavy-traffic
response times simulations. We use the data generated by SimSo to apply EVT
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on response times (using the Scipy framework3 on Python). Finally we com-
pare our results with SimSo simulations and EVT estimations. For simplicity
the periods are deterministic in these simulations.

In order to illustrate the stability described in this paper, we use the task set
Γ provided in Table 1, with Ck being the set of possible values for the execution
time Ck and pk = dFk/dx its probability function. The level 2 maximum
utilization is smaller than 1, hence backlogs of level 2 converge quickly to 0,
see Figure 3a. The level 3 maximum utilization is greater than 1 and the
level 3 mean utilization is smaller than 1. Thus, τ3 is the task of interest, see
Figure 2b and Figure 3b. The level 4 mean utilization is close to 1, hence
Figure 2c and Figure 3c illustrate the behavior of backlogs when the utilization
approaches its phase transition. The level 5 mean utilization is greater than
1, which illustrates the explosion (infinite response times) of the system, see
Figure 2d and Figure 3d.

In Figure 2 we observe that the demand W (t) follows the line ūt (its mean).
In Figure 2 and 3 we see what happens when the system mean utilization is
smaller, close and greater than 1 : for smaller values of ū the system stays with
zero backlog at some point, see Figure 2b, but for values greater than 1 the
system explodes, see Figure 2d and 3d. In Figure 2c and 3c we see that even
for ū close to 1, the system always admits finite idle times. Most importantly,
we see in Figure 2b and 3b that when ū < 1 and umax > 1, the analysis holds
and provides quantifiable response times.

In Figure 5.1, we see to what corresponds idle times and ε-idle times graphi-
cally. In Figure 5.1 the average idle time corresponds to the point where the line
t and ūt meet, and the distribution of the idle times correspond to the frequency
the demand process meets the line t for each instant t > 0.

Finally, in Figure 7a, we can see the simulations presented in Section 6.1
and a comparison with response times simulated via SimSo [5]. The two ground
truth samples are the two subsets SimSo-transient and SimSo-steady, which are
composed respectively of simulated response time released before and after the
maximum ε-idle time tmax

idle (ε) = 154 where ε = 10−6. The maximum idle time
tmax
idle (ε) is computed via Monte-Carlo approximations with the representation
in (20).

The EVT estimation (green curve) from these SimSo simulations and the
steady-state and worst-case response times suggested in this paper are compared
via their distribution functions in Figure 7b. In this case, where ū is not too
close to 1 and umax greater than 1, we can see that the Worst-case response
times, the EVT estimation and the steady-state response times are greater (in
the stochastic sense [9]) than the true response times simulated with SimSo. The
heavy-traffic Worst-case response time seems to be an upper-bound in practice,
and the Steady-state response time is quite accurate.

Closer is the Steady-state to the SimSo-steady curve, more accurate the
approximation is. We can see a big difference between the Worst-case curve
and the Steady-state curve. However the proposed analysis does not permit to

3https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.gereme.html
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Table 1: Task set used in the simulations of the experimental results.
task τk Tk Ck pk ūk umax

k

τ1 4 (1, 2) (0.5, 0.5) 0.375 0.5
τ2 6 (1, 2) (0.5, 0.5) 0.625 0.833
τ3 8 (1, 2, 3) (0.5, 0.3, 0.2) 0.838 1.208
τ4 10 (1, 2, 3) (0.6, 0.2, 0.2) 0.998 1.508
τ5 12 (1, 2, 3, 4) (0.5, 0.3, 0.1, 0.1) 1.148 1.841

quantify analytically this difference.

7 Future work

The results of this paper can be generalized if some assumptions of the model
are relaxed. Indeed, we have seen that the steady-state only depends on inter-
arrivals only through their mean value in the heavy-traffic analysis. This means
that one could suppose inter-arrival independent, also known as Poisson ar-
rivals, and use the wide list of results on Poisson arrivals to extend the results
of this paper.

7.1 Extension to dynamic-priority policies

The first step into dynamic scheduling, as for example Earliest Deadline First
(EDF) is to study the processes β̂ and Ŵ introduced in Section 5.1. Indeed, for
fixed-priority policies, those variables are simply the backlog and demand of the
lowest priority level. However, for EDF, levels of priority need to be defined not
only for tasks but for jobs. In [8, Section 4.4], authors use the concept of ground
jobs which are jobs released at an instant where the system is idle, and as shown
in the Loynes theorem, when ū < 1, idle times are finite. This means that an
analysis mixing the concept of ground jobs and idle times as defined in this
paper can provide an extension of our results for dynamic-priority scheduling.

7.2 Extension to dependent execution times

Considering time-driven execution times, i.e. execution times with distribution
functions changing over time, is possible. We used drifted Brownian motions
to describe the demand. However, we used a model with constant coefficients.
A more general class of drifted Brownian motion involve drift and deviation
function, depending not only on the values of the demand but also on the the
time interval they are being considered. This is a natural extension of the model
presented in our work and leads to a more general type of real-time system that
needs to be defined.

Considering dependence between tasks is also possible. It would lead the
analysis to multivariate Brownian motion which requires some new concepts but
uses the same arguments we used in this work. The demand should describe
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not only priority levels but task levels, and cannot be superposed as we have
done. Indeed, as a some properties are quite instinctive when independence is
assumed (Wald’s lemma and the law of large numbers for example), they need
some workaround when this assumption is relaxed.

7.3 Extension to multi-core processors

The Loynes theorem also exists for the multi-core case [1], which means that
there is a way to apply the results we provide in this paper to a multi-core model,
for a global fixed-priority scheduling policy, and a global dynamic-scheduling
policy. Furthermore, for independent inter-arrivals, optimal algorithm already
exist for priority assignment and processor assignment, c.f. [1, 2, 4, 13,33].

8 Conclusion

We have seen that real-time systems can reach steadiness over a finite and
quantifiable amount of time, and that a necessary condition to assure this sta-
bility is that the mean utilization is smaller than 1. In practice, systems with
a mean utilization ū > 0.9 have many deadline misses, which requires from
system designers to quantify deadline miss probabilities carefully by using the
distributions of response times provided in this paper. No schedulability tests
considering the steadiness of response times exist. This is a natural step in
our opinion for the use of the analysis provided in this work. For example, the
analysis we have presented in this paper is well suited for an application of a
Monte-Carlo response time analysis [3] which has recently been proven efficient.

We have expressed the probability function of response times in a spe-
cific family of distributions, the inverse Gaussian distribution, and provided
a method to generate them. However, the distribution functions of execution
time need to be known, but they are usually unknown. The methods built
in this paper could be used in empirical and measurement-based methods, for
example using clustering methods [10,35].
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(a) Histogram of the generated response times of τ3 in Table 1, as defined
in Section 6.1.

(b) Response time distribution functions of τ3 in Table 1.

Figure 7: Simulations of a 10 000 instances for the SimSo simulations, steady and
transient, EVT estimation of the worst-case response time of the SimSo simula-
tions and simulations of heavy-traffic worst-case response time and steady-state
response-time when ū = 0.838.
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