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FrankaSim: A Dynamic Simulator for the Franka Emika Robot
with Visual-Servoing Enabled Capabilities

Alexander Antonio Oliva1, Fabien Spindler1, Paolo Robuffo Giordano2 and François Chaumette1

Abstract— We present in this paper a new open-source sim-
ulator based on CoppeliaSim and ROS for the popular Franka
Emika Robot (FER) fully integrated in the ViSP ecosystem, a
powerful library for Visual-Servoing. The simulator features
a dynamic model that has been accurately identified from a
real robot, leading to more realistic simulations. The C++ API
closely follows the ViSP class of the real robot allowing to nar-
row the gap between simulation code and real control software
deployment. Conceived as a multipurpose research simulation
platform, it is well suited for visual servoing applications as
well as, in general, for any pedagogical purpose in robotics. All
the software, models and CoppeliaSim scenes presented in this
work are publicly available under free GPL-2.0 license.

I. INTRODUCTION

Software simulators are valuable proof-of-concept tools
for validating methods, theories and ideas in a simple and
cost-effective way. They are useful for testing and vali-
dating ideas and algorithms that would otherwise be hard
to implement due to limited resources or restrictions [1].
For instance, robot simulators have recently been used to
generate massive amounts of training data for training neural
networks allowing to reach training levels that would be
impossible with data collected on real hardware [2], [3].

Any robotic simulator must be able to simulate different
kinds of robots, actuators and sensors with enough accuracy
for narrowing the reality gap. The most common robotic
system that is featured by virtually any robotic simulator
is a manipulator arm for tasks involving motion control,
pick-and-place, interaction with the environment, and so
forth. An accurate dynamic modeling of a manipulator is
of paramount importance in relation to problems of motion
simulation, analysis of manipulation structures and control
algorithms. Simulating the motion of a manipulator allows
indeed to safely test control strategies and trajectory planning
techniques in a low-risk environment without the need to
refer to a physically available platform. Modern robotics
simulators are flexible and dynamic and can handle complex
physics simulations as well as a variety of sensors that a user
may need to assess. In this respect, the goal of this work is to
propose a high-fidelity and openly available simulator for a
popular manipulator arm, with in addition, as case study, the
integration and exploitation of the simulator for achieving
Visual Servoing (VS) tasks [4]. Indeed, VS is a widely
known set of techniques for controlling the motion of a robot
from visual input provided by one or more cameras, and in
this paper we show how an accurate dynamical simulation
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of the FER can be exploited to perform a realistic and non-
trivial visual servoing schemes. In particular, Image-Based
Visual-Servoing (IBVS) refers to the use of visual features
directly extracted in the image plane as control data. In
this approach, the visual error is minimized in the image
plane, making the Cartesian space trajectories followed by
a mounted camera unpredictable [4]. Another critical aspect
in VS is the placement of the camera that needs to be ap-
propriately designed to avoid possible occlusions preventing
the extraction of such visual features.

The robot considered in this work is the popular Franka
Emika Robot. It is a torque-controlled cobot widely used
both in research and small-sized business because of its
safety, versatility, reliability and relatively low price. Its
total weight is about 18 kg and it is capable of handling
payloads up to 3 kg. It is a redundant manipulator with
n = 7 revolute joints, each of which is equipped with a
link-side torque sensor. This robot can be controlled with
five different interfaces: at joint level by sending torque,
position or velocity commands or by sending Cartesian pose
or velocity commands to the Franka Control Interface (FCI)
through the libfranka, its open-source C++ API. Through
this library it is possible to send real-time control values
at 1 kHz and have full access to the robot state. Robots
with the Research Interface can also be controlled using the
franka ros metapackage [5], which integrates and exposes
the complete libfranka API to the ROS ecosystem. This
metapackage also provides hardware abstraction and model
description in Universal Robotic Description Format (URDF)
to simulate the robot in Gazebo [6].

II. RELATED WORKS

As far as we know, the manufacturer never released
the official dynamic parameters of the robot, nor identified
parameters were publicly available before the recent identi-
fication results reported in [7]. To overcome this limitation,
a first attempt was made in [8] by taking the original
URDF description files and the robot meshes from the
official repository and adding the missing gazebo-specific
tags and inertial parameters (mass, center of mass and
inertia tensor) recovered from a CAD-based software. Once
the identified dynamic parameters became available, some
researchers started building their own simulators from the
same repository and tweaking the URDFs [9], [10] to achieve
more realistic simulations both in Gazebo and MuJoCo [11]
as well. In [12], the authors built a FER simulation platform
using Simscape Multibody MATLAB Toolbox based on the
kinematic, dynamic and friction models identified in [7].



Simscape is neither open nor free, and the simulation code
developed cannot be transferred to the real implementation.

As reported in the surveyed literature in [1], the most
important criteria for choosing a simulator are: small re-
ality gap (32%), to be open-source (24%), light & fast
(11%), simulation-to-real code transfer (9%), customiza-
tion (6%), others (5%), no inter-penetration between
bodies (3%). Despite Gazebo is the most used simulator in
research, CoppeliaSim (former V-REP) [13] scores the best
in the previous criteria [1] while [14] pointed out that it offers
a number of useful features, such as multiple physics engines
(Bullet, ODE, Vortex and Newton), a comprehensive model
library, the ability of a user to interact with the world during
simulation and, most importantly, mesh manipulation and
optimisation. Moreover, it automatically spawns new threads
on multiple CPU cores and therefore utilises the full amount
of CPU power when necessary. It is therefore suitable for
high-precision modelling although it is the most demanding
in terms of resources among the compared simulators. In
the reality gap analysis conducted in [15] on a grasping
task, CoppeliaSim with Newton and Vortex physics engines
performed 1st and 3rd respectively among the compared
simulators (Pybullet [16], CoppeliaSim and MuJoCo).

Most of the reviewed works are based on Gazebo, which
has some limitations compared to CoppeliaSim which, de-
spite its higher demand on resources, is more accurate and
faithful to reality. To the best of our knowledge, the proposed
simulator is the only dynamic simulator supporting Cop-
peliaSim. Besides offering the characteristics of other Franka
Emika Robot simulators in terms of kinematics, dynamic
model parameters and ROS integration, this simulator further
offers full integration within the ViSP library [17], enabling
it with VS capabilities. There exist some other libraries
allowing for rapid prototyping of VS applications [18], [19],
but ViSP is likely to be the most complete, open-source,
hardware independent, simple and portable one. The above
mentioned VS libraries, including ViSP, have very limited
visualisation capabilities when simulating VS tasks, and this
is another aspect the proposed simulator aims to overcome.

FrankaSim features a Lagrangian Dynamic model library
that can provide the Coriolis matrix of the manipulator and
the estimated joint dynamic friction, unlike dynamic models
based on standard Newton-Euler algorithms. Furthermore,
the FER is a redundant manipulator that allows for full 3D
space control along/about all the Cartesian directions, unlike
for the five degrees of freedom (DoF) robot proposed in
[19]. Finally, being the code of the simulator implemented
as a replica of the ViSP class that wraps the libfranka, it
greatly facilitates the possibility to transfer verified code to
the real robot. This simulator lends itself well to simulate
Dynamic Visual-Servoing [20], [21] or Vision-Force control
schemes [22], [23], [24], relieving the user from the burden
of implementing his/her own simulation platform.

The rest of the paper is organized as follows: in Sec. III the
FrankaSim simulator is presented detailing all its parts and
then giving an architectural overview. In Sec. IV we present
one experiment that illustrates the small gap between real

and simulated robot and a second that highlights some of
the salient features offered by the simulator. Sec. V states
some conclusions and outlines future developments.

III. FRANKASIM

The simulator proposed in this work, is a co-simulator
that includes several conveniently integrated components
allowing for rapid prototyping and testing of manipulator
controllers. It is mainly based on ViSP classes that provides
a bulk of utilities such as native support to linear algebra and
transformation matrices, among others, greatly simplifying
both the simulator implementation itself as well as the
deployment of user defined controllers. ViSP further extends
the simulator control skills by enabling it with visual servo-
ing control capabilities. A physical simulation is performed
in CoppeliaSim, in which one (or more) instance(s) of a
FER with its identified dynamic model parameters [7] can
be simultaneously controlled. The communication between
CoppeliaSim and the C++ instance of a simulated robot takes
place through ROS. All the software presented in this paper,
the CoppeliaSim scenes and models as well as different ex-
periments, for both the simulated and real robot, are available
on https://github.com/lagadic/visp ros
while step-by-step tutorials can be found in the ROS wiki
https://wiki.ros.org/visp ros.

A high-level view of the architecture and operation of
the simulator software will be provided below, after having
detailed the various components.

A. Kinematics

A manipulator can be mechanically described as a kine-
matic chain consisting of rigid bodies (links) connected by
means of revolute or prismatic joints, which constitute the
DoF of the structure. One end of the chain is bounded to a
base (or the floor) while at the other extreme a tool is usually
attached (see Fig. 1). The overall motion of the structure is
achieved through the composition of elementary motions of
each link with respect to the previous one due to the motion
of the qi-th joint (∀i = 1, ..., n). In order to manipulate the
tool end point (end-effector), the description of the position
(fpe) and orientation (fϕe) of such point is required. This is
referred to as direct kinematic problem fM e(

fpe,
f ϕe) =

K(q), being fM e ∈ SE(3) = R3×SO(3) the homogeneous
transformation matrix representing the pose of the end-
effector frame (Σe) expressed in floor frame (Σf ):

fM e(
fpe,

f ϕe) =

[
fRe(

fϕe)
fpe

0 0 0 1

]
In this subsection, under the term kinematics we encom-

pass either direct, inverse and differential kinematics, being
the inverse kinematics the problem of retrieving the joint
configuration vector from a given end-effector pose q =
K−1(fM e), while the differential kinematics characterizes
the link between the joint velocities q̇ and the corresponding
linear (f ṗe ∈ R3) and angular (fωe ∈ R3) velocities of the
end-effector. This relationship is described by a configura-
tion dependent transformation matrix named, the geometric



Fig. 1: Left: FER with its kinematic parameters according to the
modified Denavit-Hartenberg convention: d1 = 0.333 m, d3 =
0.316 m, d5 = 0.384 m, df = 0.107 m, a4 = 0.0825 m, a5 =
−a4 m, a7 = 0.088 m. Right: An instance of the FER model in
CoppeliaSim with its gripper and a wrist mounted camera. The floor
Σf , flange Σfl, end-effector Σe and camera Σc frames are depicted
as well as some transformation matrices between them.

Jacobian (J(q) ∈ R6×n) [25], and expressed as

fve =

[
f ṗe
fωe

]
= J(q)q̇

The FER is kinematically described according to the
modified Denavit-Hartenberg convention and its parameters
are reported in Table I and Fig. 1.

TABLE I: Denavit-Hartenberg parameters.

i 1 2 3 4 5 6 7 8
ai 0 0 0 a4 a5 0 a7 0
αi 0 −π

2
π
2

π
2

−π
2

π
2

π
2

0
di d1 0 d3 0 d5 0 0 df
θi q1 q2 q3 q4 q5 q6 q7 0

In FrankaSim, we delegate the issue of dealing with kine-
matics to the well-known kinematics and dynamics library
OROCOS KDL [26]. The Orocos project aims at providing
kinematic and dynamic code usable in real time; it contains
code for rigid body kinematic representation and calculations
for structures and their direct and inverse kinematic solvers.

B. Dynamics

The dynamic model of a manipulator provides a de-
scription of the relationship between the actuation torques
at the joints and the structure motion. With the Lagrange
formulation, the equation of motion can be derived with an
approach independent of the coordinate frame of reference.
The dynamic model of a manipulator can be written as:

B(q)q̈ +C(q, q̇)q̇ + g(q) + τ f (q̇) + J>he = τ (1)

withB(q) ∈ Rn×n being the symmetric and positive definite
inertia matrix, C(q, q̇) ∈ Rn×n the matrix of centrifugal
and Coriolis effects, g(q) ∈ Rn the configuration dependent
vector of gravitational forces, and τ f (q̇) ∈ Rn the vector of
joint torques due to friction effects. Finally, τ ∈ Rn is the

vector of joint actuation torques and he ∈ R6 is the external
wrench acting on the end-effector frame.

In a previous work [7], an accurate dynamic model of
the robot has been identified and a set of feasible dynamic
parameters retrieved. These parameters have been adopted
in the MATLAB Robotics toolbox1 [27] alongside many
hand-made URDFs of other simulators [9], [10] and, more
recently, were also included in the official URDF model
provided by the manufacturer, making de facto the dynamic
model identified in [7] the standard model.

From the identified dynamic parameters in [7], the authors
released both MATLAB and C++ libraries as open-source
software2 under GPLv3 license and a CoppeliaSim model of
the FER (arm only), see Fig. 1. These libraries provide an
estimate of the dynamic terms of the Lagrangian model (1)
(B̂(q), Ĉ(q, q̇), ĝ(q)) computed from the symbolic expres-
sions of the equation of motion and identified parameters as
well as the joint viscous friction F̂ v(q̇). The main limitation
of this library is that its API was not parameterized w.r.t. the
attached payload; thus, if a payload is attached to the robot,
such as the Franka Emika Hand, for which we have provided
a model for CoppeliaSim within the simulator package3 (see
Fig 2), the library will not be able to account for it.

In this work we have further extended this library, param-
eterizing it with respect to both the payload parameters, as
reported in [28], and the gravitational acceleration vector. In
this way the library can provide the same features offered by
Newton-Euler (N-E) algorithms, i.e. adding payloads to the
chain or mounting the robot in a position different from ver-
tical, while providing the full Coriolis matrix and the viscous
friction terms. This constitutes an advantage w.r.t. standard
N-E algorithms since they are not able to provide neither
the Coriolis matrix Ĉ(q, q̇) -or any of its columns- nor the
mixed velocity term Ĉ(q, q̇)q̇r, with q̇r a reference velocity
different from the one used to compute Ĉ(q, q̇) [29], but
only the resulting vector ĉ(q, q̇) = Ĉ(q, q̇)q̇. These matrix
is needed, for instance, to compute the momentum observer
and evaluate the residual vector for collision detection and
safe reaction applications [30] or to implement passivity-
based trajectory tracking control laws [31]. Although [29]
has proposed a modified N-E algorithm to overcome the
aforementioned limitation of the standard N-E method, such
solution is not implemented in OROCOS KDL nor the full
Coriolis matrix is provided by the libfranka. This motivates
the use of our library both to avoid implementing this method
in OROCOS KDL from scratch and because this library
can be easily integrated within the code of the real robot
controller without having the dependency of the KDL library.

To add a tool to the real robot, one has to use its Desk
web interface and specify both the new pose of the end-
effector in flange frame (Σfl) and the dynamic parameters.
Fig. 2 reports those values for the real gripper. Due to

1https://github.com/petercorke/robotics-toolbox-m
atlab/blob/master/models/mdl panda.m

2https://github.com/marcocognetti/FrankaEmikaPand
aDynModel

3The Franka Emika Hand is also available from CoppeliaSim V4.3.0



Fig. 2: CoppeliaSim model of the Franka Emika Hand. End-
effector position flre = [0; 0; de]

> [m] and orientation flRe =
Rz(θe) and CoM position flrCoM = [−0.01; 0; 0.03]> [m] in
flange frame. Mass mL = 0.73 [kg] and inertia tensor IL =
diag(0.001; 0.0025; 0.0017) [kg.m2]. θe=−45◦, de=0.1034[m].

the possibility of simulation malfunction with some physics
engines, particularly Bullet and ODE, when the difference
between connected masses is too large, it is preferable to
distribute the total mass of the gripper uniformly among the
fingers and the body in order to avoid “strange” behavior.
By doing so, the total mass will stay the same but the inertia
tensor and the location of the center of mass of the overall
gripper will differ from the real one. This is not an issue
since, as we will see in Section III-E, we automatically gather
this information from CoppeliaSim and send it to the robot
through ROS.

C. ViSP

ViSP4 or Visual Servoing Platform, is a modular C++
library developed and maintained by the Rainbow team
(former Lagadic) at Inria/IRISA Rennes, France, that allows
for fast development of visual servoing applications. This
library was designed to be hardware independent, simple,
portable and easily extendable. Furthermore, it features a
large class of elementary tasks with various visual features
ranging from image points, to image lines and moments,
3D pose estimation and so forth, as well as providing native
support for linear algebra operations, visual trackers, plotters,
and of course, VS controllers.

The ViSP’s vpRobotFranka class is a wrap over the
libfranka robot API. This is a multi-thread implementation
that runs the robot control routine in a separated thread
at the control rate (1 kHz) allowing the main program to
continue its own execution; this means that from the same
main(), one can read and process information coming from
different sensors, like cameras and force/torque sensors, even
at slower sampling rates. This implementation allows to
simultaneously control more than one robot at a time.

D. Visp ros

Visp ros is a basket of generic ROS nodes that are based
on the ViSP library and exposes it to the ROS ecosystem.
It includes a C++ library of classes that allow ROS to be
incorporated transparently and as conventional ViSP classes

4https://visp.inria.fr

without the need to develop ROS-specific code. The nodes
developed in Visp ros exploit all the potential offered by both
ViSP and ROS.

FrankaSim is developed as part of Visp ros. The simula-
tor’s vpRobotFrankaSim class replicates the vpRobotFranka
class present in ViSP for the real robot, providing its same
methods, and extending it with few others in order to keep
the same interface and behavior on both the simulator and
with the real robot. The ROS-specific code is implemented
in the vpROSRobotFrankaCoppeliasim class which inherits
from class vpRobotFrankaSim. It also contains CoppeliaSim-
specific callbacks -passing through ROS- to manage e.g.
the synchronization between CoppeliaSim and the C++ sim-
ulation code or the setting of the control mode. This is
also a multi-threaded implementation featuring, other than
the main() process in which the robot instance is declared,
a “reading” thread, listening at the topic containing the
robot state (q, q̇, τ ), and a “writing” one, that continuously
publishes the joint velocity q̇cmd or torque τ cmd commands
depending on the selected control mode. Specific methods to
get the simulation time from CoppeliaSim, for adding a tool,
e.g. the Franka Emika Hand, as well as internal flags to select
a synchronous or asynchronous simulation further extend
the set of methods of the vpROSRobotFrankaCoppeliasim
class. Preserving the same interface for the simulator classes
compared to the one that controls the real robot allows the
reusability of the code.

E. CoppeliaSim

CoppeliaSim is a versatile and scalable simulation frame-
work offering a multitude of different programming tech-
niques for the controllers, and allows to embed control
functionalities in simulation models easing the programmers
effort and reducing the deployment complexity. It integrates
four free physics engines (Bullet 2.78 & 2.83, ODE, Newton)
and a more precise closed-source engine (Vortex), for which
it is possible to obtain a free non-commercial license. It also
provides a large variety of ready to use sensors and support
scripting via Lua. Using a Lua script attached to the robot, we
have automated some procedures such as finding the dynamic
and kinematic parameters of the payload (gripper), retrieve
the absolute gravity vector in base frame or the choice of the
control mode.

Thanks to the RosInterfaceHelper Lua script, it is possible
to programmatically start/stop the CoppeliaSim scene simu-
lation as well as to synchronize each simulation step between
the C++ code and the physical simulation. In order to make
the synchronization more transparent to the user, the triggers
were embedded in the vpROSRobotFrankaCoppeliasim class,
and a flag has to be selected to enable it.

Within the simulator we deployed the scenes of the
experiments, the model of the Franka Emika Hand gripper
(see Fig. 2) and some AprilTags.

F. Software Architecture

A block diagram of the co-simulation environment with
some of the C++ classes and dependencies in a UML-like



Fig. 3: Block diagram of the main components of the FrankaSim architecture. An UML-like diagram highlights the principal class
relationships while a wide range of visualization and debugging possibilities at ViSP (green), ROS (blue) and CoppeliaSim (red) levels
are depicted.

diagram is shown in Fig. 3. The diagram is complemented
with some data visualization utilities provided by the various
software components that help the user in analyzing the
system performance and/or debugging.

A simulation is built as a ROS node that benefits from
both FrankaSim and ViSP capabilities to implement one
or multiple FER controllers. The scene rendering and the
physics engine are supported by CoppeliaSim. Communica-
tion between FrankaSim and CoppeliaSim is performed using
ROS communication level. The ROS node may be thought of
as a main() routine that first initializes the simulation (e.g.,
connecting the robot and camera, initializes the position,
and so on) and then enters an endless while loop. At each
iteration of the loop, from the robot state measurements
(position, velocity or torque) and, potentially any other
sensor measurement like an image acquired by a virtual
camera, a new joint/Cartesian velocity/torque command is
computed and sent back to CoppeliaSim that updates the
scene rendering. There exists a mechanisms that allows to
perform a synchronous execution between the simulation
step in CoppeliaSim and the control program. Typically for a
visual servoing simulation, one iteration of the loop could be
synchronized at 20 ms (like for a real camera), while for an
impedance control it is recommended to reduce this time step
between 1 and 3 ms (the simulation will be more accurate
with shorter time steps but will last longer). FrankaSim has
been designed in such a way as to hide ROS from the user,
making its use transparent. This approach makes it very easy

to prototype an application in simulation first, and then to
deploy it on a real robot by just changing few lines of code,
as we will see in Section IV-A.

IV. EXPERIMENTS

In this section we present two experiments to assess
both the gap between the simulated and real robot and to
demonstrate the great simulation potential of FrankaSim,
which can easily handle highly complicated scenarios.

A. Single-Arm Experiment: Real vs Simulated

In this experiment we consider the following joint space
torque controller

τ t = B(q)

(
Ke+Dė+ I

∫
edt+ q̈d

)
+C(q, q̇)q̇ + F v(q̇)− τ 0e

−µt
(2)

with τ t the joint torque command at time t, qd(t) a desired
joint trajectory, e = qd − q, and K, D, I ∈ R7×7 are the
proportional, derivative and integral diagonal gain matrices
respectively. The exponential term allows for a smooth start
of the commands making the computed joint torques to start
from zero having set τ 0 = τ t(0) equal to the computed
torque at t = 0 while µ determines the decay rate. A
FER arm equipped with its gripper and a camera (not used)
attached to the flange is controlled using (2). Figures 4 and 5
compares the joint positions and torques measured on a
real FER versus the simulated one using FrankaSim while
applying a desired sinusoidal joint trajectory on joints 1, 3



and 4. The signals obtained in the simulation closely re-
semble those recorded on the real robot, despite the latter
being clearly noisier, as we expected. In the paper’s video
(https://www.youtube.com/watch?v=Kxn3pXsK9h4) we also
show a Pose-Based Visual-Servoing (PBVS) and an IBVS
experiment with an AprilTag target where the visual-servo
behaviors are very close between the real and simulated
cases. More than 95% of the C++ code is common between
real and simulated experiments. Only about ten lines of
code are simulator-specific to initiate communication with
the robot and the camera if the latter is used.
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The results of the experiment emphasise the small reality
gap between the simulated and real robots, which is cru-
cial for accurately forecasting the outcomes of experiments
conducted on a real setup. The discrepancies observed in the
signals reported in Figs. 4 and 5 between real and simulated
robots, are mostly due to non-simulated friction effects.

B. The Dual-Arm Experiment
This example was designed to showcase together most

of the salient features of the simulator, i.e., the possibility

to handle multiple robots in the same program, the ability
to control the robot in velocity or in torque, the capacity
of the presented Lagrangian dynamic model library to fully
compensate for the gravity and the payload (gripper) even
when the robot is not vertically mounted, the synchronous
execution with the physics simulator, as well as simulating
a lower camera rate and a Visual-admittance [24] PBVS in
interaction with the environment (right arm).

The simulation platform consists of a dual arm manipu-
lator named “Franko”, equipped with two FER arms with
their grippers and a wrist-mounted camera and force/torque
sensor on the right arm. The left arm is torque controlled; it
implements a computed torque Cartesian controller and holds
an AprilTag of the family 36h11. The right arm implements
an Extended External Hybrid controller [24] to visually
follow the AprilTag. At start, both arms are not servoed
and the left one is only compensating for the gravitational
effects (the arm itself + the gripper), then it is commanded to
reach a desired pose in the workspace while the right arm is
commanded to make sure that the AprilTag is centered in the
image at a distance of 20 cm. Once the VS converges, the left
arm starts tracking a circular trajectory with the end-effector,
causing the right arm to follow. There is an obstacle on
the worktable to which the gripper of the right arm collides
with while chasing the AprilTag, resulting in a “D” shaped
trajectory (see Fig. 6 and paper’s video for more in depth
and clear understanding of this experiment).

Fig. 6: Dual-Arm Experiment: two Franka Emika Robots constitute
the arms of “Franko”. The torque controlled left arm holds an April-
Tag while following a circular trajectory. The right arm implements
an Extended External Hybrid vision-force controller [24] to follow
the AprilTag while dealing with the collision with the environment.
The circular and “D” shaped path (due to the impact with the
obstacle) of both arms are drawn (blue lines). The camera view
and some plotted curbs are shown at the bottom of the figure.

V. CONCLUSIONS AND FUTURE WORKS

In this paper we presented our dynamic simulator for
the popular Franka Emika Robot. The simulator has been



designed with most of the criteria of importance for the
users in mind (small reality gap, open-source, simulation-to-
real code transfer). It has a number of features that make it
unique compared to other dynamic simulators for this robot;
in fact, to date, it is the only one to support CoppeliaSim
and to integrate a library providing the Lagrangian dynamic
model of the robot that provides the full Coriolis matrix
and the estimated dynamic friction as well as being fully
incorporated into the ViSP ecosystem that enables it with
VS capabilities. It has proven to be versatile and remarkably
truthful to reality. Furthermore, its API allows to easily trans-
fer verified code from simulation to the real implementation.

The simulator is currently being used by researchers in the
Rainbow team for prototyping and testing novel sensor-based
control strategies, to study dynamic visual servoing5 [21] and
the combined use of vision and force sensing for precision
assembly tasks. We expect that making the code available
to the community will increase the number of end-users and
applications addressed.

As future work we aim at extending the support to other
environments like MuJoCo that can also simulate deformable
objects and Gazebo which, despite its limitations, is the
most used simulator in research and could be ran with other
physics engines like DART [32]. Since ROS is arriving to
the end-of-life support, we are currently migrating towards
ROS2.
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