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Online task-space trajectory planning using
real-time estimations of robot motion capabilities

Antun Skuric1, Nicolas Torres Alberto1,2, Lucas Joseph1, Vincent Padois1 and David Daney1

Abstract—Planning a robot’s task-space movement according
to its actual capacity is a difficult problem because this capacity
depends on its state and thus can evolve significantly during the
execution of the movement.

This paper proposes a method for real-time trajectory planning
based on time-optimal Trapezoidal acceleration profile (TAP)
trajectories, that adapts to the real-time evolution of the robot’s
capacity. The method is based on an efficient approach for
projecting the robot’s kinematic limits in the trajectory direction,
based on the convex polytope algebra.

The method is experimentally validated on a Franka Emika
Panda collaborative robot and compared with the classical
approach considering fixed robot’s Cartesian space motion ca-
pacity. The results show that the proposed method is able to
better exploit true robot’s motion capacity by generating faster
trajectories for the same level of tracking accuracy.

I. INTRODUCTION

When planing a robot’s task space point-to-point motion, a
common approach in the industry is to use the teach pendant
to hand tune the desired motion. This is often performed by
specifying the starting and ending pose as well as a certain
percentage of the robot’s joint or Cartesian limits, preset by the
manufacturers [1] [2]. This manual approach has to be repeated
for each trajectory of interest in order to find a satisfactory trade-
off between robot’s speed and the tracking error, which can
be time consuming and, in many cases, results in suboptimal
trajectories planed without any real information about the robot’s
true motion capacity.

Automating the optimal trajectory generation for a robot ma-
nipulator while taking in consideration its kinematic or kine-
todynamic limits is a well studied problem in literature. The
approaches considering the robot’s kinetodynamic constraints,
limiting the actuation torque τ as well as joint positions q and
velocities q̇, require precise knowledge of the robot’s dynamic
model [3] [4]. However, this is not always possible as there are
many dynamic effects that are difficult to properly identify and
model, such as joint friction. Additionally, as robot dynamics
are highly nonlinear, the resolution of these methods commonly
relies on nonlinear optimization strategies [5] [6], increasing the
solving complexity significantly. In order to avoid using nonlin-
ear dynamical models, many approaches are developed assuming
a higher level velocity control loop and thus requiring only the
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Fig. 1. End-effector linear velocity limits as computed using the fixed Carte-
sian limits provided by the manufacturer (orange) and using an estimation
based on the joint space velocity limits and the current configuration of
the robot (blue) (scale: 1 m.s−1/ 10 cm). The true robot’s velocity capacity
are in some directions higher and in the others significantly lower than the
manufacturer’s limits, depending on the configuration.

knowledge of the robot’s kinematics [7]. These approaches com-
monly consider the robot’s kinematic limits on the joint positions
q, velocities q̇, accelerations q̈ and jerks

...
q to be constant

...
q ∈ [

...
qmin,

...
qmax], q̈ ∈ [q̈min, q̈max],

q̇ ∈ [q̇min, q̇max], q ∈ [qmin, qmax]
(1)

and assume that all the dynamical effects of the robot motion will
be perfectly compensated for by the low-level robot control. Such
an approach leads to less complex computational models as much
simpler strategies can be employed to find optimal trajectories.

When searching for purely kinematic time-optimal or mini-
mum time [8] trajectories, the classical approach are the Trape-
zoidal velocity profiles (TVP) [9]. TVP finds the time optimal
trajectory which respects the constant velocity and acceleration
limits. However, for many modern high-performance systems,
such as robotic manipulators, additional requirements on the
acceleration continuity are necessary, by limiting the acceleration
time derivative - jerk [10], [11]. The extension of TVP to account
for jerk limits is called trapezoidal acceleration profile (TAP) or
S-curve velocity profile, representing a time optimal trajectory
considering constant velocity, acceleration and jerk limits [12]
[13]. A TAP profile example is shown on figure 3.

TAP and TVP approaches are traditionally used for planning
robot trajectories in the joint space (JS), planning the robot’s
point-to-point movement from the start to the end robot config-
uration q. JS is convenient for trajectory planning as the robot’s
kinematic limits (1) are specified in JS, the path between two
joint configurations is straightforward to find and the optimal
trajectory can be directly used for the robot control, since robots
are commonly controlled in JS as well [9]. However, robot’s
tasks are usually related to the Cartesian space (CS), where
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Fig. 2. Proposed method schematic overview, elements in blue present the
extension of a standard CS based TAP planning.

the robot is required to go from one pose Xa to another Xb

(for example expressed as an homogeneous transform matrix in
SE(3)) in order to execute a given task. Planning point-to-point
robot motion in CS results in robot’s movement in straight lines
which is more intuitive for human operators [14].

When planning in CS, robot’s kinematic limits (1) are no
longer constant, they become robot configuration dependant and
can potentially change significantly along the trajectory [15] [16],
as shown on Figure 1. As most of the trajectory planning ap-
proaches consider the limits to be constant, a common approach
to planning a CS trajectory is to make sure to plan with the
worst-case robot kinematic capacity along the trajectory, usually
determined by trial and error by a human operator. However, this
method can result in trajectories underestimating the true robot
capacities and prevent reaching fastest possible robot motion.
Instead of planning the optimal trajectory only once, before the
movement is executed, this paper proposes an approach that
evaluates the robot’s CS limits in real-time and uses them to
replan the optimal trajectory, based on the TAP approach, during
the trajectory execution. By capturing the real-time evolution of
the robot’s capacity the method is able to ensure that it is never
exceeded and, at the same time, produces trajectories that better
exploit the robot’s true capacity.

The schematic diagram of the proposed approach within the
robot control paradigm is shown on Figure 2. Given the robot’s
current configuration qk, q̇k, q̈k in step k, the approach first
determines the robot’s current CS velocity ẋmax, acceleration
ẍmax and jerk

...
xmax limits. Then it calculates the new optimal

trajectory, based on the TAP planning, given the robot’s current
Cartesian state Xk,ẋk,ẍk, the desired state Xd,ẋd,ẍd and the
robot’s kinematic limits ẋmax,ẍmax,

...
xmax. Once the optimal

TAP trajectory has been found, target states X∗
k ,ẋ∗

k,ẍ∗
k are sent to

the inverse velocity kinematics layer of the control architecture.
In the case of this paper, the robot follows the trajectory using
a control law formulated as a Quadratic program (QP) which in
term finds the optimal desired joint level velocity q̇∗ that ensures
the robot’s trajectory following while respecting all the robot’s
constraints.

The paper gives an overview of the Cartesian space TAP plan-
ning and the description of the real-time replanificaiton strategy
in section II. A real-time method for robot’s Cartesian kinematic
capacity evaluation is described in section III. The experimental
setup for assessing the performance of the proposed method on a
Franka Emika Panda collaborative robot is given in section IV,
while the resutls of the performance analysis are described in
section V. Discussion about the limitation of the method can be
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Fig. 3. Trapezoidal acceleration profile example, all the initial and final
conditions are set to 0.

found in section VI.

II. TRAPEZOIDAL ACCELERATION PROFILE BASICS

The robot’s point to point path can be expresses as P (s), where
s ∈ [0, d] is a position on the path with a length d [17], [18].
A TAP trajectory results in a time optimal evolution of position
s(t), respecting the starting and end conditions

ṡ(0) = ṡini ṡ(T ) = ṡfin s̈(0) = s̈ini s̈(T ) = s̈fin (2)

as well as the limits on all its derivatives:

ṡ∈ [ṡmin, ṡmax], s̈∈ [s̈min, s̈max],
...
s ∈ [

...
smin,

...
smax] (3)

where T is the trajectory duration, ṡini and s̈ini represent the
velocity and acceleration along the path P (s) at the beginning of
the trajectory, while the ṡfin and s̈fin represent their final values
at the end of the trajectory. One example of the TAP profile is
shown on Figure 3.

A. Cartesian space planning

TAP trajectory planned in CS results in time optimal evolution
X(t) = P (s(t)) of the Cartesian pose X(t) ∈ SE(3) of the
desired robot’s frame (ex. end-effector frame) with respect to the
frame of interest (ex. inertial or robot base frame). When dealing
with the geometric paths in CS, planning the robot’s movement
form a Cartesian pose Xa to Xb, it is common to separate the
translation Pt(st) and orientation Po(so) component of the path
P (s) [4]. The translation component of the path can then be
expressed as:

Pt(st) = stut, st ∈
[
0, ||Xt

b −Xt
a||2

]
(4)

where Xt
a and Xt

b are the translation parts of the poses Xa

and Xb and ut is the unit vector pointing from Xt
a to Xt

b .
For the orientation, the common approach is to use the axis-
angle representation of the rotation, and specify the difference in
orientation between Xa and Xb as an angle θ around the axis uo.
Then the geometric path corresponding to the orientation Po(so)
can be written as

Po(so) = souo, so ∈ [0, θ] (5)

Po(so) and Pt(st) represent a relative change in the orientation
and translation over the course of the trajectory from the initial
pose Xa. Cartesian poses are commonly defined as homogeneous
matrices in SE(3), therefore, the full desired Cartesian pose



X∗(t) can be calculated using an homogeneous transformation
matrix Ω, constructed from Po and Pt

X∗(t) = XaΩ(Po(so), Pt(st)) (6)

and optimal Cartesian velocity and acceleration can be found

ẋ∗ =

[
ṡt(t)ut

ṡo(t)uo

]
, ẍ∗ =

[
s̈t(t)ut

s̈o(t)uo

]
(7)

Cartesian velocity, acceleration and jerk limits
...
x∈ [

...
xmin,

...
xmax], ẍ∈ [ẍmin, ẍmax], ẋ∈ [ẋmin, ẋmax] (8)

can then be projected onto the path transforming them to lim-
its on the trajectory variables so and st, using vectors ct =
[uT

t ,03×1]
T and co = [03×1,u

T
o ]

T

...
s i ∈ [cTi

...
xmin, c

T
i

...
xmax], s̈i ∈ [cTi ẍmin, c

T
i ẍmax]

ṡi ∈ [cTi ẋmin, c
T
i ẋmax]

(9)

where i is either the translation t or the orientation o.
Finally, once both translation and orientation TAP trajectories

are found resulting in optimal so(t) and st(t), to synchronise
the two movements, their time duration is matched, making both
trajectories last the same time T , the time taken by the longer of
the two trajectories T = max{To, Tt}.

The inherent challenge of planning the robot motion in the
Cartesian space is that its Cartesian kinematic limits (8) are
configuration dependant, and over the course of the trajectory
the robot’s Cartesian capacity can change significantly, as shown
on the Figure 1. Therefore, no set of fixed Cartesian limits as
defined in (8) will be able to exploit the robot’s full movement
capabilities. Even though some manufacturers do specify the
maximal Cartesian kinematic limits in their robot datasheets [2],
these values are not representative of the true robot’s capabilities.
Figure 1 shows the visual comparison of the manufacturer’s
datasheet limits and the real robot’s CS velocity ẋ capacity for
one configuration of a Franka Emika Panda robot.

B. Real-time replannifying TAP trajectory

In order to account for constantly changing robot’s kinematic
limits during the trajectory execution, a simple real-time re-
planifying strategy is proposed. It recurrently calculates a new
optimal TAP trajectory based on the robot’s current position on
the trajectory and its current kinematic limits. In this way, the
robot follows the same path from the start to the end pose, but
does it slower or faster based on its capacity.

For a given moment in time tk and robot’s position on the tra-
jectory st(tk), so(tk), the remaining length of the geometric path
to the target position can be calculated as lk = st(T ) − st(tk)
and the remaining angle of rotation θk=so(T )−so(tk). Then the
initial conditions for the new planning execution can be updated

st ∈ [0, lk], ṡt,ini = ṡt(tk), s̈t,ini = s̈t(tk),

so ∈ [0, θk], ṡo,ini = ṡo(tk), s̈o,ini = s̈o(tk)
(10)

Finally, an updated TAP trajectory can then be calculated for
the translation st(t) and the orientation so(t), resulting in an
optimal robot trajectory given the updated robot’s limits (3) and
the initial conditions (10).

III. REAL-TIME ROBOT’S CAPACITY EVALUATION

The mapping between the robot’s joint space and Cartesian
space velocity, acceleration and jerk for a certain fixed frame of
interest (ex. end-effector frame) is nonlinear and dependant on q,
{q, q̇} and {q, q̇, q̈} respectively

ẋ = J(q)q̇

ẍ = J(q)q̈ + J̇(q, q̇)q̇
...
x = J(q)

...
q + 2J̇(q, q̇)q̈ + J̈(q, q̇, q̈)q̇

(11)

For a certain joint configuration q, the joint velocity q̇, ac-
celeration q̈ and jerk

...
q are mapped to Cartesian space using

the Jacobian matrix J(q) and its time derivatives J̇(q, q̇) and
J̈(q, q̇, q̈).

Joint space kinematic limits (1) are expressed in a form of an
interval for each of the robot’s n joints (degrees of freedom),
forming n-dimensional hypercubes. For any given robot state
qk, q̇k, q̈k, CS kinematic limits can be calculated by projecting
these JS n-dimensional hypercubes (1) into the m-dimensional
CS using the expressions (11). The resulting CS limits will have
a form of convex polytopes.

For a certain robot pose qk the convex polytope Pv of achiev-
able CS velocities ẋ can be expressed as

Pv = {ẋ ∈ Rm|ẋ = J(qk)q̇+bv, q̇ ∈ [q̇min, q̇max]} (12)

where bv is a bias vector bv = 0m×1. The convex polytopes Pa

and Pj of achievable CS acceleration ẍ and jerk
...
x have a form

Pa={ẍ ∈ Rm|ẍ = J(qk)q̈+ba, q̈ ∈ [q̈min, q̈max]}
Pj={ ...

x ∈ Rm| ...
x=J(qk)

...
q+bj ,

...
q ∈ [

...
qmin,

...
qmax]}

(13)

where ba and bj are the bias acceleration and jerk produced by
the effect of current joint velocity q̇k and acceleration q̈k

ba = J̇(qk, q̇k)q̇k

bj = 2J̇(qk, q̇k)q̈k + J̈(qk, q̇k, q̈k)q̇k
(14)

Additionally, as the bj term produced by the second derivative
of the Jacobian matrix J̈(qk, q̇k, q̈k)q̇k will produce relatively
small effects on final value of

...
x b, in the case of this paper

it is neglected J̈(qk, q̇k, q̈k)q̇k ≈ 0. Finally, the achievable
CS velocity, acceleration and jerk, given current robot state
qk, q̇k, q̈k can be expressed as

ẋ ∈ Pv, ẍ ∈ Pa,
...
x ∈ Pj (15)

Polytope definition (12) and (13) is an overestimation of the
robot’s real capacity as the joint kinematic limits are considered
independent, which is not usually the case (ex. reaching q̇max

in some configuration might violate joint acceleration q̈max or
jerk

...
qmax limits). However, these limits can directly be used for

TAP planning, as it inherently accounts for this issue and finds
the trajectory respecting all the set constraints at the same time.

A. Finding Cartesian limits in trajectory direction
Given a m-dimensional Cartesian space vector c, pointing in

the direction of the trajectory, the trajectory m−1 dimensional
normal space can be found using the singular value decomposi-
tion (SVD)

c = UΣV T V = [V1, V2] , V2 ∈ Rm×(m−1) (16)



where matrix V2 represents the projector to the null-space of c
[19]. Columns ni of V2 = [n1, . . . ,nm−1] are an orthonormal
base of the m−1 dimensional space normal to the vector c, or in
other words V T

2 c = 0
With the known trajectory direction c and the trajectory

normal space V2, the maximal value of the Cartesian variable
y ∈ Rm, in the trajectory direction c, within its range expressed
as a convex polytope Py , can be found by solving the Linear
programming (LP) problem [20]

max
y

cTy

s.t. V T
2 y = 0,

y ∈ Py

(17)

whereas the minimum can be found by minimising it [21].
By substituting the generic Cartesian variable y with Cartesian

velocity ẋ, acceleration ẍ and jerk
...
x and its polytope Py with

their respective polytopic limits (15), LP formulation (17) can be
directly used to calculate the limits of the velocity ṡ, acceleration
s̈ and jerk ...

s in the trajectory direction c.
When searching for maximal Cartesian velocity ṡmax, assum-

ing known robot configuration qk and trajectory direction vector
c, the Cartesian velocity along the trajectory ṡ can be calculated
as a projection of the Cartesian velocity ẋ

ṡ = cT ẋ = cTJ(qk)q̇ = cTJ(qk)q̇ + cT bv (18)

where bv is zero vector. Substituting this relationship into the LP
formulation (17) yields

ṡmax = max
q̇

cTJ(qk)q̇ + cT bv

s.t. V T
2 J(qk)q̇ = −V T

2 bv,

q̇ ∈ [q̇min, q̇max]

(19)

The equivalent LP expressions for finding the maximal accelera-
tion s̈ and jerk ...

s are obtained by substituting q̇ and bv with q̈,
ba and

...
q , bj . The minimal values are found by minimising the

same problem.

B. Scaling robot’s Cartesian limits
When it comes to planning robot trajectories, it is a com-

mon practice to consider only a part (certain percentage) of the
specified robot limits. This is partially due to the fact that more
dynamic robot movements require higher actuation capacity and
leave less margin to account for potential tracking error, in many
cases resulting in impaired tracking performance. Additionally,
robot movement with higher velocity is associated with longer
stepping time and higher potential impact momentum [22], there-
fore scaling strategies can be used to adapt robot’s velocity in
order to improve the safety.

If the robot’s CS kinematic limits are considered constant and
if they are specified as (8), the simplest form of scaling can
be done by multiplying the specified limits with scalar factors
αv, αa, αj ∈ [0, 1].

ẋ ∈ [αvẋmin, αvẋmax], ẍ ∈ [αaẍmin, αaẍmax],
...
x ∈ [αj

...
xmin, αj

...
xmax]

(20)

allowing the robots velocity ẋ, acceleration ẍ and jerk
...
x not to

exceed certain percentage of the specified limits.

Fig. 4. Benchmarking trajectory in the robot’s workspace in a form of
20cm×20cm square placed in the robots ISO cube. The path is defined in the
robot’s base frame.

However, if the robot’s CS kinematic capacity is not consid-
ered constant but a result of the robot’s current configuration q
and its JS kinematic limits, then the scaling using the scalars
αv, αa, αj ∈ [0, 1] can done in the joint space

q̇ ∈ [αvq̇min, αvq̇max], q̈ ∈ [αaq̈min, αaq̈max],
...
q ∈ [αj

...
qmin, αj

...
qmax]

(21)

These new modulated JS limits can then be used to calculate the
polytopes Pv ,Pa and Pj using equations (12-13), and in term
scale the resulting Cartesian robot limits (15).

IV. EXPERIMENTAL SETUP

This section presents a benchmarking experiment designed
to quantify the performance benefits of the proposed trajectory
planning method capable of accounting for the real-time evolu-
tion of the robot’s capacity. The proposed method’s execution
time and tracking error performance are compared to the stan-
dard off-line approach for trajectory generation considering fixed
robot’s CS kinematic limits.

The experiments are conducted on a Franka Emika Panda
robot and all the robot’s kinematic limits, both in joint space and
the Cartesian space are obtained from Franka Emika’s official
datasheet [2].

A. Benchmarking experiment

The proposed adaptive approach is compared to the standard
TAP trajectory planning using fixed Cartesian kinematic limits
from the standard datasheet

|ẋt| ≤ 1.7m/s, |ẍt| ≤ 13m/s2, | ...
x t| ≤ 6500m/s3,

|ẋo| ≤ 2.5s−1, |ẍo| ≤ 25s−2, | ...
xo| ≤ 12500s−3

(22)

where ẋt,ẍt and
...
x t are CS translation velocity, acceleration and

jerk, whereas ẋo,ẍo and
...
xo are these variables corresponding

the the CS orientation.
The geometric path chosen for the experiments is a horizontal

20cm×20cm square path in the ISO cube [23] of the robotic
manipulator. The path is defined in the base frame of the robot
and is placed at the height of 20cm from the tabletop, placed in
the x-y plane. In each experiment the path is executed 5 times.

The performance of the two approaches is compared for differ-
ent scaling levels α, starting at 10% (α=0.1) of robot’s capacity
and going to either 100% or until the maximal tracking position
error exceeds 1cm. The scaling strategy is chosen to be equal for
velocity, acceleration and jerk α=αv=αa=αj .



The implementation of the TAP trajectory generator for both
approaches is done using the open-source library ruckig [13],
while the efficient LP solver used for real-time CS limit calcu-
lation is GLPK [24].

B. Robot control architecture
As shown on the schema from the figure 2, robot control

strategy for real-time Cartesian trajectory following is formulated
as a Quadratic Program (QP) and solved in each control loop. As
a secondary (regularization) task of the QP, the robot’s redundant
degrees of freedom are used to dampen the movement in the
trajectory null-space and keep the robot away from its joint
limits.

q̈opt = argmax
q̈

||v̇ − Jkq̈ − J̇kq̇||2 + ωr||q̈r − q̈||2

s.t. q̈ ∈ [q̈ub, q̈lb]
(23)

where the trajectory following control law is formulated as a PD
controller with a feed-forward term through the desired Cartesian
acceleration v̇

v̇ = Kpe+Kd(ẋ
∗
k+1 − ẋk) + ẍ∗

k+1

e = Adj(Xk) log(X
−1
k X∗

,k+1)
(24)

X∗
k+1,ẋ∗

k+1,ẍ∗
k+1 are the desired Cartesian pose, velocity and

acceleration in the next step k+ 1 , Xk and ẋk are the measured
Cartesian pose and velocity in current step k. Kp,Kd ∈ Rm

are diagonal matrices containing the proportional and derivative
gains. Vector e is the Cartesian pose error expressed in the world
frame. The regularization task is expressed through the joint
acceleration q̈r

q̈r = krp(qr − q)− krdq̇ (25)

where krp and krd are scalar gains and qr is the initial robot pose
close to the center of all the joint ranges. The bounds of each of
joint accelerations q̈i,ub, q̈i,lb are calculated in a way to guarantee
that the joint jerk

...
q , velocity q̇ and position q in the horizon δt

respect their limits.

q̈i,ub = min
{
q̈i,k +

...
q i,maxδt, q̈i,max, ..

1

δt
(q̇i,max − q̇i,k),

2

δt2
(qi,max − qi,k − q̇i,kδt)

} (26)

where the horizon δt has to be chosen long enough to ensure con-
straints compatibility without leading to conservative behaviour
[25]. Equation (26) shows the upper bound expression, the lower
bound calculation is equivalent, and is obtained by substituting
min for max and maximizing instead of minimizing.

Robot is controlled using the joint velocity commands which
are calculated using an Euler backward numerical integration

q̇∗
k+1 = q̇∗

k + q̈opt∆t (27)

In the experiments, the PD controller gains used are
Kp = diag([70.0, 70.0, 70.0, 50.0, 50.0, 50.0]) and Kd =
diag([50.0, 50.0, 50.0, 30.0, 30.0, 30.0]). The secondary task
gains used are krp = 5s−2 and krd = 2

√
krds

−1, while
secondary task weight iss ωr = 1e−5. The horizon δt is chosen
to be 15ms. The robot control architecture is implemented using
Robot Operating System (ROS) framework and run in real-time
at frequency of 1kHz.

Fig. 5. Result of the benchmarking experiment comparing the fixed CS
planning approach (red) to the proposed method (blue). The graph on the
left shows the evolution of the tracking error with respect to the ratio of the
capacity α used. The dotted lines show the 5mm and 7mm error for easier
visibility. The middle graph shows the average velocity during the trajectory
execution, while the right graph shows the execution time of the methods. The
red and blue circles show the moments in time where each of the approaches
reached 5mm and 7mm maximal tracking error. On the first two graphs, the
solid lines show mean value evolution, while the evolution of the area between
minimal and maximal values is shown in shaded colors.

V. RESULTS

The results of the benchmarking experiment are shown on
figure 5. In the experiments, the fixed Cartesian limits approach
surpassed the maximum following error level of 1cm at α = 0.3
or 30% of robot’s CS capacity, while the proposed approach
surpassed this error level at α = 0.8 or 80% percent of the robot’s
JS capacity. Only the valid runs, with the maximum error under
1cm, are shown on the graphs. For the sake of conciseness, focus
is placed here on the position tracking error only but a similar
analysis can be performed at the orientation level. This error is
calculated as ek = ||(X∗

k)
t −Xt

k||2.
From the error graph on the left of Figure 5, it can be seen that

the proposed approach has much lower error for the same values
of scaling factor α. Furthermore the fixed CS approach reached
the maximal error of 5mm and 7mm at α = 0.2 and α = 0.25
while the proposed approach reached it at α = 0.5 and α = 0.7
respectively.

The middle graph of Figure 5 shows that the two approaches
have very similar maximum velocity for the same values of α,
while the mean velocity value is significantly higher for the fixed
CS approach. This is due to the fact that this approach considers
the same kinematic capacity in all directions, producing the
trajectory with constant CS velocity, while the proposed ap-
proach will result with different velocities in different directions.
However, it can be seen that the proposed approach is able to
reach much higher velocities (1.1m/s) than the fixed CS approach
(0.45m/s), before reaching the 1cm tracking error.

From the trajectory execution time graph, right image of
Figure 5, it can be concluded that the proposed approach is able
to execute the trajectory faster than the fixed CS approach for
the same levels of accuracy. The fixed CS approach reached the
maximum error of 5mm with the time 16.5s and the proposed
approach with the time of 13.6s. Furthermore, the fastest run of
the fixed CS approach is 14.5s at α= 0.25, while the proposed
approach’s fastest run is at 12.5s at α = 0.7, both having
maximum error of 7mm.

Figure 6, shows the normalised time evolution of the x-axis



Fig. 6. Recorded evolution of the x-axis position and velocity ẋ over the
course of one path cycle for different values of capacity scaling factor α.
Scaled fixed CS limits approach is shown on the left and the proposed
approach on the right. All the plots have been normalised in time of the
one cycle.

position and velocity, of the robot, recorded in the experiments.
The figure confirms that the maximal velocity reached by the
robot is higher for the proposed method (ẋ=0.63m/s) than the
fixed CS limits approach (ẋ=0.43m/s). However, the figure shows
that in the experiments, for scaling values α ≥ 0.5, the robot’s
position x has an overshoot. This overshoot is a result of the
real-time updating of the robot’s limits rather than of lower-
level control tracking issues. Overshoot can happen if the robot’s
kinematic capacity drops significantly towards the end of the
trajectory, where the robot is no longer able to stop in time given
its diminishing capacity. This behavior is an inherent limitation
of the proposed approach.

Figure 7, shows the normalised time evolution of the upper
bounds on trajectory velocity ṡmax, acceleration s̈max and jerk...
smax during one cycle of the square path. The time evolution of
the limits confirms that robot’s capacity changes not just in time
but with respect to the trajectory direction as well. Additionally
it can be seen that, for the same values of α, the fixed CS limits
are much higher than the kinematic limits calculated with the
proposed approach. It can also be seen that for scaling factor
value of α = 0.7 the robot’s capacity evolution has a significantly
different form than for the lower values of α, which is the
result of a different evolution of the robot’s redundant degrees
of freedom.

This experiment is illustrated in the accompanying video, as
well as an additional experiment combining the position and
orientation motion in the same trajectory.

VI. DISCUSSION

As shown in the result section, the proposed trajectory plan-
ning approach has many benefits over the classic fixed CS lim-
its approach. It exploits better robot’s true kinematic capacity
and generate faster robot trajectories while having comparable
accuracy level. However, the proposed approach has several
limitations.

The robot’s joint space kinematic limits (1) are considered
constant in time, which is generally not the case. These limits
will depend highly on the robot’s actuation limits τ and different
dynamical and gravitational effects acting on the robot, as well
of the robot’s joint state {q, q̇}. Therefore, for highly dynamical

Fig. 7. The evolution of the jerk ...
smax, acceleration s̈max and velocity

ṡmax upper limits over the course of one path cycle for different values of
capacity scaling factor α. Scaled fixed CS limits approach is shown on the left
and the proposed approach on the right. All the plots have been normalised
with respect to the considered cycle time.

robot’s movements, the available actuation capacity of the robot
might reduce certain of the limits (1). The experiments in this
paper show that, for the trajectory in question, robot is not able to
follow the trajectories planned with more than 70% of its joint
space kinematic limits. However, this value might change for
different areas of robot’s workspace and for different trajectories.
Therefore, the integration of the robot’s actuation limits could
make the proposed approach more robust and it is a promising
direction for future research.

Furthermore, as shown on Figure 6, the proposed approach,
in some cases, results in an overshoot in robot’s position due to
the diminishing robot’s kinematic capacity towards the end of the
trajectory. In order to overcome this issue, instead of considering
only instantaneous robot’s capacity for each trajectory generation
execution, it would be necessary to predict the robot’s kinematic
capacity along the remaining trajectory. This is a challenging
research topic which results might be applied not just in TAP
planning techniques but also to the optimal control methods such
as model predictive control.

VII. CONCLUSION

This paper proposes a trajectory planning approach for adapt-
ing to the real-time evolution of the robot’s Cartesian space
kinematic capacity along the trajectory. The approach is based
on an efficient method for calculating the robot’s velocity, ac-
celeration and jerk limits in the trajectory direction, deriving
them directly form the robot’s kinematic joint limits using the
convex polytope algebra. Based on the robot’s configuration
and the desired geometric path, the method first determines its
instantaneous kinematics limits in the trajectory direction and
uses them, in the real-time, to plan the optimal trajectory based
on the time optimal trapezoidal acceleration profiles.

In order to analyse the performance of the proposed method
an experiment is conducted using a Franka Emika Panda robot
following a square geometric path. The method is compared to
the classical approach considering fixed robot’s Cartesian space
kinematic capacity. The performance analysis has shown that the
proposed approach reaches significantly higher velocities and has
significantly lower execution times for the same accuracy level,
indicating better exploitation of the robot’s capacity.
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