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Abstract. The increasing ageing population around the world, is calling for tech-

nological innovations that can improve the lives of elderly people. Real time 

monitoring their activities is imperative in order to mitigate the detrimental oc-

currences and dangerous events like falls. The aim of this research is to develop 

and test a Machine Learning model, capable to determine the activity performed 

by the elderly in their everyday environment. Data for this research was acquired 

by setting up two fully monitored rooms, equipped with Radio Frequency Iden-

tification (RFID) antennas, while subjects who participated in the experiment 

were wearing a Wearable Wireless Identification and Sensing Platform (W2ISP) 

tag. The dataset consisted of 14 healthy elders, who would perform four activities 

namely: sitting on the bed, sitting on a chair, lying in bed and ambulating. Nine 

independent variables were used, eight of which were obtained by the sensors as 

raw data vectors and the ninth is the gender. The final data set includes 75,128 

records. Totally, 25 Classification Algorithms were used in an effort to determine 

the more efficient model. The best performance has been achieved by employing 

the Bagged Trees algorithm. A combination of 10-fold Cross validation and Grid 

Search was used in order to tune the values of the hyperparameters and to avoid 

any form of overfitting or underfitting. The accuracy and the generalization abil-

ity of the optimal model, have been proved by the high values of all performance 

indices, with a very small deviation for the case of the fourth activity. Thus, this 

approach can be reliably used (with low cost) by caregivers, hospital staff or an-

yone else in charge, to watch for potentially dangerous situations for the elders. 

 

Keywords: Elders’ Activity Recognition, Machine Learning, Bagged Trees, Hu-

man Activity Recognition, RFID, W2ISP 

1 Introduction  

Rapid development of microelectronics and computer systems over the last decade, led 

to the implementation of sensors and wearable devices with unprecedented features 

[22]. High computing power, small size and low cost of sensors and computing devises 

allow people to interact with appliances in their daily lives [41]. Monitoring and clas-

sifying human activities using body-sensors is emerging as an important research area 
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in Machine Learning (ML) [26]. The use of wearable sensors, such as gyroscopes and 

accelerometers, for activity recognition, is becoming increasingly popular in relation to 

computer vision and video analysis [11]. Computer vision and video analysis are lim-

ited by the computational resources of mobile and ubiquitous systems, as well as by the 

diversified, dynamic environment in which such systems need to operate [16].  

Sensor-based activity recognition has many potential applications, including health 

monitoring [12], assisted living [20] and sports coaching [35]. The aim of such efforts 

is mitigation of activities for the elderly at high risk of falling, especially in hospitals 

or in age care facilities. It is interesting that such accidents often occur in the bedroom 

[2]. The rapid increase in the number of old people in our post-modern societies during 

the recent decades, has called for ways to make their lives easier. Many of these people 

live alone and in most of the cases they do not have someone to take care of them all 

the time. Fourth industrial revolution can offer a solution towards this major humanistic 

and social problem. A correct recognition of such high risk events can lead to an inter-

vention to mitigate an event that can potentially cause further physical injury and men-

tal distress [21]. Accurate recognition of real time activities is imperative as most falls 

occur during moving in the house i.e. changes of static activities or locations namely: 

sit to stand, stand to sit or ambulating [29]. 

The development of models for Human Activity Recognition (HAR) is a growing 

field of study, with many potential applications [37]. In 2006, Pirttikangas et al. [23] 

tested a Multilayer Perceptron and k-Nearest Neighbor (k-NN) model for HAR of 17 

activities, achieving an overall recognition accuracy of 90.61%. In 2011, Casale et al. 

[9], used the Random Forest algorithm, in order to model walking, climbing stairs, 

talking with a person, staying standing, and working at computer. They achieved an 

overall accuracy around 90%. In 2013, Ahmed and Loutfi [1] performed HAR by using 

Case Based Reasoning, Support Vector Machines (SVM) and Neural Networks (NN), 

achieving overall accuracy equal to 0.86, 0.62 and 0.59 respectively for 3 categories of 

activities (breathing, walk or run, sitting and relaxing).  In 2018, Brophy et al, [7], 

proposed a hybrid Convolutional NN-SVM model with an overall HAR accuracy equal 

to 92.3% for 4 activities (walking and running on a treadmill, low and high resistance 

bike exercise). A more recent research was made by Mehdi et al, (2019) [4], where a 

Deep NN was developed for 5 activities (Standing, Walking, Jogging, Jumping and 

Sitting). The model had an F1-score equal to 0.86. In 2020, Psathas et al. [24], applied 

a combination of Fast Fourier Transform (FFT) and Bagged Trees for HAR of 15 sub-

jects who performed 8 different activities, achieving an overall accuracy of 92.8%. 

 Most of the sensors used in the above researches are bulky, battery powered, 

strapped or attached to various parts of participant bodies. The use of these sensors for 

monitoring particularly elders, is unsuitable as reported by user’s acceptability studies 

[14]. Furthermore, these types of sensors also require maintenance such as regular re-

charging or replacement of batteries during their operational life. In contrast, a new 

generation of passive (battery less) sensors, such as sensor-enabled RFID tags [17] are 

offering exciting new prospects for wearable sensor-based applications. Passive sensors 

are lightweight and small, hence they can be used for discreet / unobtrusive monitoring. 

Furthermore passive sensors are maintenance free, as they require no battery while at 
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the same time they can be easily embedded into garments, turning removal of the mon-

itoring device, especially by cognitively impaired patients, not an easy task [19]. 

 Recent studies show that passive devices can be really efficient for HAR perforance. 

In 2014 Wang et al. [40], introduced a wearable system using passive tags for subjects 

which achieved an accuracy of 93.6% on HAR. In 2016, Li et al. [23] described an 

Activity Recognition System (ARS) for dynamic and complex medical setting, using 

passive RFID technology, achieving an accuracy of 96% and 0.74 F-Score for 10 med-

ical activities. In 2018, Ryoo et al. [30], proposed a Backscattering Activity Recognition 

Network of Tags (BARNET) which comprises of a network of passive Radio Frequency 

(RF) tags, capable to recognize human daily activities with an average error of 6%. In 

2016, Shinmoto et al. [34], developed a RFID system with W2ISP tags for generating 

bed and chair exit alerts for elders achieving an overall accuracy equal to 94%. 

 In this paper, the authors have chosen to use the publicly available dataset Activity 

recognition with healthy elders, using a battery-less wearable sensor [39]. The aim of 

this research is the activity recognition of 14 healthy elders (siting on bed, siting on 

chair, lying on bed and ambulating) in specially designed rooms to simulate hospital 

conditions using a RFID system with W2ISP tags. 

The innovation of this research effort is the extensive use of Machine Learning (ML) 

algorithms and the exhaustive search for the determination of the optimal model using 

the employment of 10-fold Cross Validation with Grid Search. Data from passive sen-

sors are usually characterized by sparsity and noise [42]. Thus, HAR modeling is a 

challenging task. 

 The rest of the paper is organized as follows. Section 2 describes the dataset and its 

features. Section 3 provides the architecture of the proposed model. Section 4 presents 

the experimental results and the evaluation of the model. Finally, Section 5 concludes 

the research. 

2 Dataset 

As it has already been said, the data set chosen for this study is the publicly available 

Activity recognition with healthy elders using a battery-less wearable sensor [39]. It 

was developed by Roberto Luis Shinmoto Torres, Damith Ranasinghe and Renuka 

Visvanathan of the University of Adelaide [38]. It contains 75,128 records of sequential 

motion data from 14 healthy elders aged 66 to 86 years old, while performing 4 different 

activities wearing passive and battery-less sensors, in two clinic rooms. The records for 

each activity and each room are presented in the following Table 1. 

The authors' previous effort [24] performed HAR of fifteen subjects aged between 

21-55 years old, regarding eight activities (e.g. ascending/descending stairs, cycling) 

using Photoplethysmography (PPG) and Electrocardiogram (ECG) Sensors. Thus, the 

selection of this data set is ideal, as it extends the research effort to a different age group, 

with different activities (more static), using passive sensors that have sparsity and noise 

in their sampling [42]. 
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Table 1. Total Record for each activity and each room 

 Sitting on bed Lying on bed Ambulating Sitting on chair Total 

Room 1 
15162 

(25.89 %) 

30983 

(59.04 %) 

1956 

(3.73 %) 

4381 

(8.35 %) 
52,482 

Room 2 
1253 

(5.53%) 

20529 

(90.65 %) 

334 

(1.47 %) 

530 

(2.34 %) 
22,646 

 

2.1 The Sensor Platform – Hardware description 

The sensing platform used in this study consists of: 

 

 W2ISP compatible passive sensor, enabling RFID tag [32]. 

 RFID infrastructure consisting of a commercial-off-the-shelf Ultra high frequency 

(UHF) RFID reader (Impinj IPJ-REV-R420-GX11M operating in the frequency 

range 920– 926 MHz) and circularly polarized antennas (Laird S9028PCLJ) [27].  

 

The W2ISP RFID tag contains a triaxial accelerometer (ADXL330) with a flexible an-

tenna for wearability [17] and a microprocessor (MSP430F2132) [34]. W2ISP devices 

are small, battery free, can be read approximately from a distance of 4 m when worn 

by a human, weighs approximately 3g and the mass production cost per tag is estimated 

to be about $3 [8]. When a W2ISP tag is adequately powered, a data stream with an 

upper bound of 40 Hz sampling rate can be obtained. The W2ISP tag is powered by the 

energy collected from the electromagnetic field created by the RFID antennas [27].  

The RFID infrastructure is also used to collect data from the W2ISP tag where the 

communication is governed by the air interface protocol ISO 18000-6C [36]. A single 

RFID compatible sensor platform can communicate with multiple tags and individual 

W2ISP tags can be identified using the unique electronic identifier communicated by 

the W2ISP tag along with the sensor data.  

The triaxial accelerometer embedded in W2ISP tag measures the acceleration result-

ing from a participant’s motion and the component of gravity along the accelerometer’s 

axes: frontal (af), vertical (av), and lateral (al). The RFID reader provides tag activation 

and measures the strength of the wireless signal, backscattered from the W2ISP tag, 

where this information is correlated with the distance between an RFID reader antenna 

and the W2ISP tag. The power of the radio signal of an observation sent by the tag and 

received by a specific antenna and measured by an RFID reader is referred to as the 

received signal strength indicator (RSSI) [27]. It is recorded with the antenna identifier 

(aID) that captures a given observation from the W2ISP tag. Thus, a single sensor ob-

servation can be represented as the five feature vector [af, av, al, RSSI, aID]. The W2ISP 

tag is attached to silver fabric and the subjects ware it at chest height. 
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2.2 Rooms Setting 

Most falls of the elderly occur around the bed and the chair area, both in residential 

houses and clinics [42]. Thus, the developers of the data set, decided that sampling 

should be done in areas that simulate hospital rooms. These two rooms were framed 

with RFID antennas. In room 1, 4 reading antennas were used (one at ceiling level and 

three at the wall), while in rooms 2, 3 antennas were used (two at ceiling level and one 

at the wall) [38]. The antennas were strategically placed so as to cover the maximum 

space inside the room. Each subject was asked to perform a series of broadly scripted 

activity routines that were an alternation between activities (1) sitting on bed, (2) lying 

on bed, (3) sitting on chair and (4) walking from A to B, where A, B are the bed, chair 

or door [41]. Totally, 10 subjects were recorded for the first room 1, and five for the 

2nd. One subject participated in both rooms. 

2.3 Dataset Features 

The data set consists of nine features, eight of which are generated by the W2ISP sensor 

and by the RFID reader and one is the gender of the subject. The features resulting from 

the sensor and the reader are presented in Table 2. 

Table 2. Features from W2ISP Sensor and RFID reader 

Feature Abbreviation 

Record Time tID 

Antenna Identification aID 

Acceleration on X axis av 

Acceleration on Y axis al 

Acceleration on Z axis af 

Frequency Channel fCH 

Phase φ 

Received Signal Strength Indicator RSSI 

 

The three axes X, Y and Z are relative to the sensor; where vertical (v), lateral (l) and 

frontal (f) axes are relative to the subject. The tID refers to time (in seconds) of each 

record. The features RSSI, fCH, av, al, af and aID were described in Section 2.1. Phase 

refers to the magnitude that expresses the removal of an oscillating body from its equi-

librium position at a given point in time. In radio waves, the phase refers to how far the 

sensor is from the antenna that recorded the measurement. 

 The activities performed by the subjects, were observed and recorded along with the 

label of each activity by a researcher. Thus, alongside the features of the dataset, the 

label of each activity (Table 3) is included. More information about the dataset can be 

found in [41], [34], [39], [38] and [42]. 
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Table 3. Activity with the Corresponding Label 

Activity Sitting on bed Sitting on chair Lying on bed Ambulating 

Activity Label 1 2 3 4 

2.4 Dataset Pre-Processing 

The dataset provides 60 *.csv files for room 2 and 28 *.csv files for room 2. Each *.csv 

file includes the eight features from the W2ISP sensor and the RFID reader and the label 

for each record. The feature Gender of the participant is included in the last character 

*.csv name. Matlab Platform was chosen, in order to perform the pre-processing of the 

dataset. Data handling has been achieved by writing code from scratch. The following 

algorithm1 is presenting in a natural language form, the Matlab Script reading people 

data. 

 
Algorithm 1. The Read_Patiences.m Matlab Script 

Script: Read_Patiences.m 

Inputs: The 87 *.csv files 

Step 1: For i = 1, 2, …, 87: 

a. Read the ith *.csv file and convert it in Matlab_Table_i (xi rows and 9 columns) 

b. Read the title of the ith *.csv file. If the letter M (Male) is included add a column 

to Matlab_Table_i with xi rows and the value 1. Else, if the letter F (Female) is 

included add a column to Matlab_Table_i with xi rows and the value 2. 

Step 2: Append the 87 in one Matlab_Table (x1 + x2 +…+ x87 = 75,128 rows and 10 columns) 

Step 3: Shuffle the rows of the Matlab_Table (to eliminate any pattern on the original data) 

Step 4: Apply Principal Component Analysis (PCA) [43] at the 9 columns of the table (ex-

cept label column) 

Step 5: Discard the columns that PCA indicates (tID feature was selected based on the cor-

relation matrix of PCA, see Table 4) and form the Final_Table (75,128 x 9). 

Step 6: Split the Final_Table (75,128 x 9) into 2 tables: (1) Train Data (70% of Final_Ta-

ble), (2) Test Data (30% of Final_Table). 

Outputs: (1) Train Data (52,724 x 9), (2) Test Data (22,576  x 9) 

Table 4. Correlation Matrix for features 

Correlation gender tID αν αl αf aID RSSI φ fCH 

gender 1 -0,14 0,25 -0,08 0,02 -0,11 -0,1 0,04 0,01 

tID -0,14 1 -0,73 -0,63 -0,77 0,09 0,06 0,82 -0,03 

αν 0,25 -0,73 1 -0,06 0,39 0,16 -0,13 0,05 0,06 

αl -0,08 -0,63 -0,06 1 -0,13 -0,28 0,03 -0,02 -0,03 

αf 0,02 -0,77 0,39 -0,13 1 -0,04 -0,16 0,06 0,1 

aID -0,11 0,09 0,16 -0,28 -0,04 1 -0,2 0,02 0,05 

RSSI -0,1 0,06 -0,13 0,03 -0,16 -0,2 1 0,01 -0,19 

φ 0,04 0,82 0,05 -0,02 0,06 0,02 0,01 1 -0,05 

fCH 0,01 -0,03 0,06 -0,03 0,1 0,05 -0,19 -0,05 1 
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3 Classification Model 

A total of 25 classification algorithms have been employed namely: Fine Tree, Medium 

Tree, Coarse Tree, Linear Discriminant, Quadratic Discriminant, Linear SVM, Quad-

ratic SVM, Cubic SVM, Fine Gaussian SVM, Medium Gaussian SVM, Coarse Gaussian 

SVM, Cosine KNN, Coarse KNN, Cubic KNN, Weighted KNN, Fine KNN, Medium 

KNN, Gaussian Naive Bayes, Kernel Naïve Bayes, Boosted Trees, Bagged Trees, Sub-

space Discriminant, Subspace KNN, RUSBoost Trees, Ensemble Adaptive Boosting. 

However only the Bagged Trees algorithm that achieved the highest performance is 

described in the following chapter. 

3.1 Bagged Trees 

Bagging is a ML method of combining multiple predictors. It is a model’s averaging 

approach. Bagging is a technique generating multiple training sets by sampling with 

replacement from the available training data. [6] This method was introduced by Leo 

Breiman, in 1996 and it is the acronym for Bootstrap AGGregatING. [5]. Bootstrap 

aggregating improves classification and regression models in terms of stability and ac-

curacy. It also reduces variance and helps to avoid overfitting. It can be applied to any 

type of classifiers. Bagging is a popular method in estimating bias, standard errors and 

constructing confidence intervals for parameters. In the case of binary classification, 

the algorithm creates a classifier H: D{-1,1} on the base of a training set of example 

descriptions (in our case played by a document collection) D. The bagging method cre-

ates a sequence of classifiers Hm m=1,…, M in respect to the modifications of the train-

ing set. These classifiers are combined into a compound model, whose prediction is 

given as a weighted combination of particular classifier predictions according to the 

following function 1: 

 

1

( , ) ( , )
M

i j m m i j

m

H d c sign a H d c


 
  

 
  (1) 

The meaning of the above given function can be interpreted as a voting procedure. The 

research effort [33] describes the theory of classifier voting. Parameters αm, m=1,…, M 

are determined in such a way that more precise classifiers have stronger influence on 

the final prediction than less precise classifiers. The precision of base classifiers Hm can 

be only a little bit higher than the precision of a random classification. That is why these 

models Hm are called weak classifiers. Bagged Trees use the Breiman's 'Random 

Forest' (RF) algorithm. 

A RF consists of a collection of tree-structured classifiers { ( , ), 1, }bT b x  

where { b } are independent identically distributed random vectors and each tree casts 

a unit vote for the most popular class at input X [28]. The Bagged Trees Algorithm is 

described in the form of Natural Language in Algorithm 2. The total Number of Trees 
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is denoted as B. The default value of m in the classification is p the minimum num-

ber of nodes is 1 and the default value of m in regression is 
3

p
 where the minimum 

number of nodes is 5. 

 
Algorithm 2. Bagged Trees Algorithm 

Inputs: Train Data 

Step 1: For b = 1 to B: 

 Create a bootstrap sample C with size N from the training set. 

 Build a random tree 𝑇𝑏 in the bootstrap sample by following the following steps at 

each terminal node of the tree until the minimum number of nodes nmin reached: 

 Select m variables from p randomly 

 Select the optimal separation variables from m 

 Divide the node into two others 

Step 2: Give the set of Trees  
1
Β

 

 To predict a new point x: 

 Regression: 
1

1
( ) ( )

BB

b

b

f x T x
B 

   (2)  

Classification:  
1

( ) ( )
BB

rf bG x majority vote C x                     (3) 

3.2 Tuning of hyperpatameters 

It has already been said that we have chosen the combination of n-fold Cross Validation 

and Grid Search. As it is indicated in existing literature [15], this is one of the most 

widely strategies used in ML [3]. More specifically, the employed procedure is the fol-

lowing:  

 

a) The range and the step (unit of transition to the next value) of the values of the 

hyperparameters that are examined, is initially defined. 

b) Considering all possible values combinations, the best combination of hyperparam-

eters is found. For each combination, its classification accuracy (i.e. the average in 

10-folds) is calculated, and the one with the greatest accuracy is optimal  

c) After finding the best combination of hyperparameters, step a. is applied with other 

range and step. New range and new step is defined around the hitherto optimal hy-

perparameters. Step b is performed, in order to reach in a higher value of classifica-

tion accuracy. [13]. 

 

The process is repeated, shrinking the range and the hyperparameter step even further, 

until the optimal classification accuracy is achieved. 
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3.3 Evaluation of the Proposed Algorithm 

Given the fact that this is a multiclass classification problem the “One Versus All” Strat-

egy was used for the determination of the evaluation indices. Although, accuracy is the 

overall evaluation index of the developed ML models, it may be misleading. Thus, four 

more indices have been used to estimate the efficiency of the algorithms [25]. The cal-

culated validation indices are presented in the following Table 5. 

 

Table 5. Calculated indices for the evaluation of the multi-class classification approach 

Index Abbreviation Calculation 

Sensitivity  
(also known as True Positive Rate or Recall) 

SNS, REC, TPR SNS=TP/(TP+FN) 

Specificity,  
(also known as True Negative Rate) 

SPC, TNR SPC= TN/(TN+FP) 

Accuracy ACC ACC=(TP+TN)/(TP+FP+FN+TN) 

F1 Score F1 F1=2  TP/(2  TP+FP+FN) 

Precision  
(also known as Positive Predictive Value) 

PREC PREC=TP/(TP+FP)              

 

The indices TP, TN, FP and FN refer to the True Positive, True Negative, False Posi-

tive, False Negative indices respectively. SNS is the measure of the correctly identified 

positive cases from all the actual positive cases. It is important when the cost of False 

Negatives is high. In contrast, PREC is the measure of the correctly identified positive 

cases from all the predicted positive cases. Thus, it is useful when the cost of False 

Positives is high. SPC is the true negative rate or the proportion of negatives that are 

correctly identified. The F1 score can be interpreted as the harmonic mean (weighted 

average) of the Precision and Recall. As it is known from the literature, Accuracy can 

be seriously considered when the class distribution is balanced while F1 score is a better 

metric when there are imbalanced classes as in the above case [31]. 

4 Experimental Results 

The optimal number of grid divisions for the Grid Search was equal to10, and we have 

chosen to employ the typical 10-fold Cross Validation. The hyperparameters that were 

tuned by the bagged trees algorithm, are the number of trees, the maximum number of 

branches, and learning rate. Table 6 presents the name of each hyperparameter, the 

acceptable range of the optimal value (defined for the specific case), and its optimal 

value. 

Table 6. Hyperparameter’s name, range of search and optimal value 

Hyperparameter Range Optimal Value 

Number of trees 10-500 71 

Maximum number of branches 1-75319 4547 

Learning rate 0,001-0,1 0,056  
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Table 7 presents the Confusion Matrix for the Training process. A total of 52,159 ob-

servations out of 52,724 have been classified correctly, a percentage of 98.93%. The 

algorithm erroneously classified only a small particle of the observations. However, 

these cases are negligible as in total they are 565. The incorrect classifications with 

significant weight in this Confusion Matrix are those mentioned in cells (4, 1) = 251 

and (4, 2) = 58 for which the older person seems to be lying down while actually moving 

around the room. This means that if an accident occurs at that time, the consequences 

will be unpleasant as it will not have been properly predicted. But the algorithm works 

extremely well predicting almost all cases. 

 

Table 7. Confusion Matrix for the Training Data 

Predicted Class 

A
ct

u
a
l 

C
la

ss
 

Label 1 2 3 4 

1 11199 49 49 51 

2 51 3330 0 27 

3 25 1 36335 0 

4 251 58 3 1295 

 

 

Table 8. Evaluation Indices for the Training Data 

Index 1 2 3 4 

SNS 0.987 0.9777 0.999 0.806 

SPC 0.992 0.998 0.997 0.998 

ACC 0.990 0.996 0.999 0.992 

F1 0.979 0.973 0.999 0.869 

PREC 0.97 0.969 0.999 0.943 

 

In order to confirm the effectiveness of the Bagged Trees Algorithm that was developed 

during the elaboration of this dissertation, it was necessary to test the algorithm on first 

time seen data. Table 9 presents the Confusion Matrix of the Bagged Trees Algorithm 

for the Testing data. The algorithm predicts with great accuracy the activity that elders 

undertake. The correct observations were 22,336 in relation to the total 22,596 con-

tained in the testing data. This means that only 260 cases were wrongly classified with 

the percentage once again at 98.85%. However, most of the observations that were 

classified incorrectly are those of the fourth class. 

 

Table 9. Confusion Matrix for the Testing Data 

Predicted Class 

A
ct

u
a
l 

C
la

ss
 

Label 1 2 3 4 

1 4808 21 22 22 

2 29 1415 0 17 

3 9 0 15569 2 

4 117 20 1 544 

 

The very reliable performance has been verified by the indices presented in Table 10. 

The indicators are very good for almost all classes. The case of class 4 seems to have 
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slightly reduced performance although the SNS and F1-Score are high. The algorithm 

is still efficient and can predict the activities performed by elders with relatively high 

accuracy. Once again, it is clear from the indices, mainly from the SNS and F1-Score, 

that there is very efficient classification performance with a slightly reduced accuracy 

in the case of class 4, i.e. the activities of elders that are walking.  

This is mainly due to the fact that there is less data in this class and the data set is 

not completely balanced. The number of instances recorded for class 4 was the smallest 

compared to the other 3 cases. Nevertheless, the performance is excellent and the accu-

racy indicators have very high values. 

 

Table 10. Evaluation Indices for Testing Data 

Index 1 2 3 4 

SNS 0.987 0.969 0.999 0.801 

SPC 0.991 0.998 0.997 0.998 

ACC 0.990 0.996 0.998 0.992 

F1 0.978 0.970 0.999 0.861 

PREC 0.969 0.972 0.999 0.931 

 

5 Conclusion and Future Work 

A publicly available dataset was used in this research [32]. The data set includes 14 

healthy elders who perform the activities (1) sitting on bed, (2) sitting on chair, (3) 

lying on bed and (4) ambulating, wearing passive and battery-less sensors, in two clinic 

rooms. After processing the data, the tID variable was removed.  

Overall, twenty five classification algorithms were employed. The Bagged Trees al-

gorithm has achieved the optimal performance.  

The accuracy rate was high, showing a success rate of 98.93% on Train Data. The 

performance of the model is sealed by the evaluation indicators which have values very 

close to one.  

Regarding the class 4, "ambulating" it is worth saying that some indicators are 

slightly lower (SNS = 0.806 and F1-Score 0.869) though still high. This is mainly due 

to the fact that the data set is not perfectly balanced. The number of records recorded 

for class 4 was the smallest compared to the other three classes. Furthermore, class 4 is 

the only one that contains movement of the subject. Thus, it is possible for this move-

ment to affect the performance of the model. Nevertheless, even for this class, the per-

formance of the algorithms is sufficiently satisfactory. The robustness and the general-

ization ability of the developed model, is confirmed in the testing phase.  

Consequently, the model can be adopted by caregivers and hospital staff, in order to 

monitor the activity of the elderly and adjust the alarms for dangerous situations. 

Further extension of this paper could be done in order to optimize the research. A 

first thought is to develop additional data vectors for the minority class 4, with the well-

known and Mathematically Documented, Synthetic Minority Over-sampling Technique 
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(SMOTE) [10]. Finally, future research could include the development of Deep Learn-

ing models after looking for more parameters that could potentially affect the problem. 
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