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Abstract. As energy markets become more and more dynamic, the
importance of price forecasting has gained a lot of attention over the
last few years. Considering also the introduction of new business models
and roles, such as Aggregators and energy flexibility traders, in the con-
stantly evolving energy landscape which follows the general opening of
the European electricity markets, the need for anticipating energy price
trends and flows holds significant business value. On top of that, the ex-
ponential renewable energy sources penetration, adds to the challenges
introduced to this dynamic scheme of things. Given their volatile and in-
termittent nature, supply-demand imbalance can reach critical margins,
threatening the overall system stability. In the scope of reducing the
power imbalances, a forecast for the imbalance volume will be beneficial
either from the perspective of the system operator that could minimise
mitigation costs, or the market participants that could target extreme
prices for maximising their profit, while effectively managing their risks.
The development of a deep learning algorithm for the prediction of the
net imbalance volume in the UK market is proposed in this paper in
comparison with a common but widely used machine learning approach,
namely a gradient boosting trees regression model. The variables which
contributed the most on those models were mainly the historical values
of net imbalance volume. The deep neural network returns a Root mean
squared error (RMSE) and Mean Absolute Error (MAE) equal to 200
and 152 MWh in a range of values between [-1.5,2.0] GWh, respectively,
the gradient boosting trees model has an RMSE and MAE equal to 203
and 154 MWh, in contrast to an ARIMA model that has RMSE and
MAE equal to 226 and 173 MWh.

Keywords: Net Imbalance Volume · Time Series Forecasting · Long
Short-Term Memory · Gradient Boosting trees · Machine Learning · En-
ergy Forecasting · Imbalance Forecasting.
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1 Introduction

In recent years the attention of energy’s community has turned to Renewable
Energy Sources(RES) in the direction of clean energy generation and less carbon
emissions. However, the incorporation and provision of intermittent energy to the
electric grid tends to create grid stability issues or high volatility in the energy
prices. Thus, the confrontation of that kind of issues from National Grid Energy
System Operator (NGESO) or aggregator’s side, demand efficient forecasting
tools for mitigation of unexpected net imbalance deviations.

In 2020, information regarding the electricity sector’s grid supply for the
United Kingdom (UK) came from 55% low-carbon power (including 24.8 % from
wind, 17.2 % nuclear power, 4.4% solar, 1.6% hydroelectricity, 6.5% biomass),
36.1% fossil fuelled power and 8.4% imports . Fuel-based generation and in par-
ticular coal-based generation, in contrast to its former domination, nowadays
is mainly employed during winter due to pollution and high operational cost
[5]. While coal generators have a downward trajectory, renewable power takes
the lead and seems to keep constantly growing. By February 2018, UK held the
world’s sixth place of the largest producers of wind power, with 12,083 megawatts
of onshore capacity and 6,361 megawatts of offshore capacity, which leads to a
total installed capacity of over 18.4 gigawatts. Moreover, solar power consists an-
other RES growing fast in UK(the third-largest solar energy producer in Europe
in 2018)[2], providing significant generation during the day, but is considered
inadequate in terms of total energy provided.

The role of the Transmission System Operator (TSO) is entrusted with the
management and development of the grid transmission as also for maintaining
a constant balance between electricity supply from power stations and demand
from consumers.[8]. Along with TSO, market participants submit their supply
for both up-and down-regulation individually. Specifically, the producers urged
to be aware of their bids that got approved in the day-ahead market as well the
spot price (the amount of electricity the market needs at any moment). During
the bids, the participants determine the amount of power and the according
value of price it will offered for regulation in each hour of the following day. The
market actors that have caused an imbalance in the power market will charged
for the balancing reserves that have been activated, in order to restore balance
in the power system [9]. Net Imbalance Volume (NIV), which is examined in this
paper, represents the volume of balancing actions remaining after the volume of
the Buy balancing actions (“Offers”), are netted off against the volume of Sell
balancing actions (“Bids”). The NIV as a metric indicates mostly the market
participants’ response to the modifications in the balancing arrangements, rather
than the direct effect caused by the application of those modifications [24].

As dynamic energy markets are relatively new, there are very few findings
in the literature regarding imbalance market forecasting, and even more specif-
ically targeting NIV. Imbalance market’s Price Forecasting challenge has been
addressed from [13][27][20] through probabilistic forecasting models, while [7]
denoted the importance of NIV as a highly correlated feature to the price. More
specifically in [7], a statistical approach has been followed for the calculation
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of a transition state probability of NIV over historical data. Traditional time-
series algorithms’ such as ARIMA were tested in [10] over univariate data, while
also conducted autocorrelation and partial autocorrelation analysis in order to
explore association between the time periods, to conclude that Feed Forward
Networks over multivariate data can achieve higher accuracy because of the
problem’s complexity. In [3], an encoder-decoder model was designed for a short
term probabilistic forecast that was combined with an optimization algorithm
for optimal market participation. From the perspective of density forecasting
models, [4] endeavoured to predict the imbalances in Austrian energy markets
through the exploitation of historical imbalances, the historical load forecast er-
rors, the wind and the solar production. Finally, as the RES can be considered a
significant factor for increased or decreased energy reserves during the day, [11],
[15] explored the impact of Wind and Solar generation towards the markets’ be-
haviour and price, identifying high correlations between the weather with NIV
volatility ratios and prices.

The presented work aims to address the challenge of accurately forecasting
NIV in the UK market, by using AI-driven techniques and combining knowledge
acquired from historical information within related energy markets, in order to
reduce the imbalances of the market as much as possible and introduce an added
value service to market stakeholders for optimally participating in dynamic mar-
kets and potentially increasing the revenue streams. The remainder of the paper
is structured as follows: Section 2 introduces the methodology and architecture
of the deep learning model designed. Section 3 describes the details of the exper-
imental data set, while Section 4 presents the experimental setup and results for
the evaluation and validation of the implemented architecture. Finally, Section 5
concludes the manuscript with some key points and suggestions for further work
in order to expand the research in this area.

2 Methodology

Time series analysis is a statistical technique that deals with time series data, and
in particular is considered as the use of a model to predict future values based on
previously observed values. In order to determine a forecasting model a repre-
sentation and further examination of the historical patterns should be beneficial
for the analysis. While analysing historical data through time for identifying any
trends/patterns, an assumption is made that the existing trend would continue
in the future. During the before mentioned exploration the seasonal variation,
other cycle variation (i.e. The four stages of the economic cycle, expansion, peak,
contraction, and trough) and irregular fluctuations of the series values could be
distinguished. End wise, stationarity denotes that the statistical properties of a
process generating a time series is stable over time, inevitably its mean, variance
and covariance don’t have significant changes over time [21] .

Forecasts contain ambiguities that will irrevocably lead to forecast errors. In
the scope of calculating the extend of forecasting error, Mean Absolute Error
(MAE) and Mean Squared Error (MSE) are the metrics serving this objective
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and are used to evaluate the performance of the model in regression analysis. The
Mean absolute error represents the average of the absolute difference between
the actual and predicted values. Mean Squared Error represents the average of
the squared difference between the original and predicted values. Additionally,
another deterministic metric is the square root of Mean Squared error namely
the Root Mean Squared Error (RMSE).

Among the numerous methods aimed at achieving accuracy and minimizing
losses within time series forecasting, there are several machine learning algo-
rithms that induce high precision and computational efficiency [16]. One im-
portant characteristic of NIV forecasting is the structure of the time series of
both the input variables and the forecasted output. This transforms the prob-
lem of forecasting NIV into a specialized form of regression, thus the predicted
outcome matches a numerical or continuous value. Nevertheless, traditional ma-
chine learning algorithms are affected relentlessly by the missing values and are
governed by the deficiency of recognizing complex pattern. Recurrent Neural
Network’s (RNN) performance is not significantly affected from missing values,
as also RNNs can find complex patterns in the input time series. In addition
to standard RNNs, Long Short-Term Memory Networks (LSTM), introduced by
Hochreiter Schmidhuber [23], have been developed to overcome the vanishing
gradient problem by improving the gradient flow within the network. This is
achieved using a LSTM unit in place of the hidden layer [22].

The cell state into the LSTM cells acts as a highway in order for the gradient
to flow better to the earlier states, which in turn allows the model to capture
memory that are further back in the past. Information is removed or added to
the cell state, carefully regulated by structures called gates. Gates are mainly
a pointwise multiplication operation and a sigmoid neural net layer, thus the
output values are fluctuated between 0 (all of the information is removed) and
1(all of the information passes through).Three gates constitutes the LSTM, the
Forget Gate, the Input Gate and the Output Gate. Forget Gate adjusts the
amount of previous data information which will pass through, while the Input
Gate decides which values will be updated. Output Gate produces the output
that is multiplied by a tanh, in order for the output to be filtered [26]. In this
paper we compared the performance of a recurrent neural network (Figure 1) and
a gradient boosting trees (i.e. using the XGBoost implementation [6]) training
algorithm for forecasting the NIV value.

The Figure 1 depicts the architecture of the deep learning neural network
which includes 6 LSTM layers. The LSTM model in Keras from Tensorflow 1

framework is defined as a sequence of layers. The first layer in the network defines
the 2-dimensional units of the tensors and contains 128 number of neurons. The
rest of the layers are stacked by adding them to the sequential process and most
specifically the second layer contains 64 units, the third and fourth layer have
128 and 64 respectively and the last two contain 64 and 16 number of units
respectively. The activation function used in each layer is the Rectified Linear
Units (ReLU)[25], which transforms the output from each unit as the input for

1 https://pypi.org/project/Keras/
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Fig. 1. Recurrent Neural Network architecture

the next layer. The selection of ReLU is due to simpler mathematical operations,
hence less computational complexity, compared to tanh and sigmoid, as also
is widely used in cases where vanishing gradient problems need to be avoided
and rectified. Subsequently, a Dense layer is added with number of units equal
to the number of features(134). In order to avoid overfitting in such a large
network and improve performance, some type of regularization and dropout
have subjoined to the model. Regularization reduces parameters and simplifies
the model by penalizing high-valued regression coefficients and most specific L2
regularization, which is applied on the first layers of the model, adds an L2
penalty equal to the square of the magnitude of coefficient. Ridge regression
(L2 regularization) is frequently used when the independent variables are highly
correlated (multicollinearity) and the high value of variance causes the deviation
of observed values from the actual values. On the attemp of solving this particular
issue, a shrinkage parameter lambda is added [18]. L2 regularization decreases
the complexity of a model, however it never leads to a coefficient tending to
zero rather only minimizes it. On the other hand, the dropout layer randomly
sets input units to zero with a frequency of rate at each step during training
time. Several values of rates between 10% to 50% have been applied in order
to conclude to the value on which the model’s performance is optimized. The
20% value for the dropout layer emerged as the most suitable. Finally, the last
layer constitutes of a Dense layer with 1 unit and the activation function on
this particular layer is linear. As the details about the topology of the network
have been clarified, the following step concerns the optimization algorithm and
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the loss function. The MSE value is selected for the loss function and the Adam
optimizer was deemed as the most appropriate. In this implementation instead of
a fixed value for learning rate, the LearningRateScheduler of Keras is used which
reduces the learning rate according to a pre-defined schedule during training.
After the above hyper-parameters have been selected after trying different neural
networks and observing at each step the loss function performance, the number
of epochs(25) and the batch size(50) are identified.

The historical data are dating since January 2015 until June 2020. Except of
the NIV values that are processed, further features and the correlation among
them are examined. The feature correlation establish the most important pylon
in favor of feature selection. Three different techniques have been employed to
extract the most suitable features from the NIV data, namely: i) decision forest
regression, ii) gradient boosting trees, and iii) permutation importance on top of
the prediction model [14]. The Decision Forest regression is a supervised learning
method that creates a regression model consisting of an ensemble of randomly
trained decision trees. The outputs of each tree in the decision forest is a Gaussian
distribution by way of prediction. The algorithm performs an aggregation over
the ensemble of trees in order to find a Gaussian distribution closest to the
combined distribution for all trees in the model [17]. Gradient Boosting Trees is
another method which is used in machine learning in order to create ensemble
models. The algorithm constructs each regression tree step by step. Using the
predefined loss function it measures the error in each step and correct it in
the next one. The prediction model is an ensemble of the weaker prediction
models. In the regression problem, boosting creates a series of trees step-wise,
and then using an arbitrary differential loss function, selects the optimal tree [17].
Feature permutation importance measures the predictive value of a feature by
evaluating the increase of the prediction error which increases in case of feature’s
unavailability. The algorithm randomly shuffles the features adding noise, in
order to avoid the removal of features and the retraining of the regressor [19].

The scope of the paper lays on the exploration of machine and deep learning
techniques for the prediction of the NIV values for the next 30 minutes based
on the preceding values, over a large dataset of five years. Subsequently, the
examination of the various factors, which presumably have a catalytic affect
on the balancing power volume, was developed. The investigation took place in
order to distinguish the variables that can be used as explanatory variables for
the balancing power volume when developing the forecasting model. Since the
analysis concerns the behavior of the net imbalance volume through the time
field, the primary parameters which are placed under the microscope was the
date characteristics. The model predicts the target value for the next half hour,
thus factors such as price value or power consumption are unknown and cannot
be used as inputs to the model. However, the wind power production forecast,
both Onshore and Offshore as well as the Solar power production are known
when forecasting the balancing power volume, hence are included in the set of
features. The past values of the balancing power volume can also be used as a
predictor for the balancing power volume.
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3 Experimental Dataset

The Balancing Mechanism Reporting Service (BMRS) API of Elexon [1], which
constitutes of programming instructions for participants in order to retrieve
BRMS data, is suited for users seeking to access historical data or real-time
information. The historic values regarding the target data explored in this work
are ranged from January 2015 until June 2020, updated every 30 minutes. Thus,
48 measurements are counted during a day period. In Figure 2, the NIV time
series along the above mentioned period is demonstrated.

Fig. 2. Net Imbalance Volume Time Series

Evidently, NIV time series are non-stationary whereas the mean as well as
the standard deviation are not consistent through time. On the assumption of
absent of stationarity, differencing technique overtakes this issue. Nevertheless,
this paper conducts with non-stationary time series.

Taking into consideration the increasing amount of power that comes from
the renewable sources of energy such as wind and sun, uncertain power con-
sumption have lead to imbalances in the power system. Specifically, based on
the weather forecast which entails some uncertainty, wind power producers es-
timate the amount of power that will produce the following day. In addition,
there is a bottleneck regarding the fully estimation of the affect of the heating
especially in hours where the sun radiation is high compared to previous hours.
Thus, the intensity of the sun radiation is unpredictable. Hence, it is implied
that those factors should be examined whether affect the imbalancing volume.
Wind, both onshore and offshore, and sun measurements during the day are also
available through the (BMRS) API of Elexon. Furthermore, analysing the time
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series in order to locate seasonality, the daily and weekly variation of the balanc-
ing power will be processed. Firstly, the day has divided to eight groups of four
hours, separating the peculiarity of those hours. Then, the date is distinguished
to each day of the week and whether it belongs to a working day, as also it is
classified to separated months. Thereafter, mean and differencing value are used
as candidate features into the feature selection litigation.

The dataset is divided into two sets, the train set and the test set. The dataset
is divided by rows, and in order to ensure that the data that has been used for
the model training will not be used for the model testing. The first set, which is
70% of the original dataset will be used to train the model, the second set that
represents the remaining 30% of the original dataset will be used to generate
the predictions. Thus, the data from 2015 to 2019 will be used for the model
training and the data from 2019 to 2020 June will be used for the model testing.

Fig. 3. XgBoost Feature Importance

Conventionally, feature importance algorithms such as feature permutation
importance, random Forest decision tree and gradient boosting trees, which ex-
tensively described in 2, provide a score which implies the importance of each
feature for the model. Figure 3 and Figure 4 depict the outcome of the gradi-
ent boosting trees and permutation feature importance algorithms respectively,
whereas Figure 5 presents also feature importance calculation results from the
the Random Forest technique.

Comparing the images occurred from feature importance analysis, it’s clear
that both wind and solar power generation affect the forecasted NIV value.
Concerning the NIV historical values (100 past values), it seems that one and
two days ago values act on the importance estimator, although the previous value
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Fig. 4. Permutation Importance

Fig. 5. Random Forest Importance

of the forecasted influences the most. Last but not least, the difference calculated
on net imbalance volume plays a part on forecasting performance. Although, the
date characteristics are not indicated as the most influencing factors, their use
in time series analysis is an indisputable benefit.
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4 Results

The Gradient Boosting Tree regression model and the LSTM architecture pre-
sented in Section 2 are used in the experiment. Training and testing of each model
ran independently and the performance of each model was evaluated. The re-
sult from the model evaluation are used in order to compare these models and
identify the most suitable one for the given forecasting task and dataset. The ac-
curacy of the models has been evaluated by using the Mean Square Error (MSE),
Root Mean Squared Error (RMSE), Mean Absolute Error (MAE) and Symmet-
ric Mean Absolute Percentage Error (sMAPE). In addition with the comparing
results, the outcome of an Autoregressive integrated moving average (ARIMA), a
widely known statistical analysis model that mainly used in time series data, has
been added. The Table 1 shows the various parameters which examined in order
to conclude on those that produce better results on forecasting. Regarding the

Table 1. XGBoost Parameter Tuning

Table 2. Comparative Error Metrics
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Table 3. Error Metrics for Deep Learning Model in ranges

capability of the models on forecasting the NIV value for next 30 minutes, it can
be seen from Table 2 that both of the models produce similar results, although
the LSTM is slightly better compared to Gradient Boosting Trees on the same
dataset. However, it is clear that both models outperform a simplified approach,
such as an Autoregressive integrated moving average (ARIMA). The divergence
of the actual value and the forecasted value is within acceptable limits and the
models predict the right direction of the imbalance. In fact, compared with pre-
vious findings with the same metrics [10], the errors are significantly reduced.
Although, it is observed that the models are not able on synchronizing with
the peaks in the balancing power volumes for both the up-and down-regulation
because of the great influence the previous value has to the model, as already
shown in figures 3,4,5. As a result, the models fail to indicate hours where the
balancing power volume under the up-or down-regulation will have its peaks. In
hours with no regulation the models, in many cases, predict higher values for the
up-or down-regulation. This problem might be resolved after applying difference
techniques to eliminate the non-stationarity of the NIV time series.

5 Conclusion & Future Work

The aim of this paper was to examine the set of variables which affect the NIV
forecasting and design, evaluate and validate the performance of a Deep learning
algorithm for predicting short-term future values. NIV describes the necessary
energy required to be sold or purchased from the System Operator (SO) towards
maintaining the energy system in balance. An accurate forecast can significantly
reduce balancing costs, as well as define the necessary preventive mechanisms
and early corrective actions to avoid high NIV values. On the other hand, market
participants could more efficiently place their bids in the dynamic markets, like
the balancing markets, minimizing their risk while maximising their revenues.

From the side of development this paper proposes the implementation of deep
learning algorithms which results in slightly better performance than a machine
learning counterpart, with the prospect of updating the networks regularly, since
the deeper the recurrent network the more data needed in order to preserve lower
values in error metrics. The challenges that emerged during the analysis are di-
vided in two main categories. The first one was the missing values in the dataset
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Fig. 6. Actual and forecasted NIV values from LSTM model

as well as the general lack of data to create a highly reliable reference model due
to young market conditions. The second one is related to the development of
a flexible methodology that can surpass the various parameters which directly
affect the market (e.g. unusual market condition such as the incident on Septem-
ber 15,2020, which The UK’s electricity system price spiked to over £500/MWh
in response to low levels of wind generation [12]).

Despite the fact that the results of the NIV forecasting presented for the
next 30 minutes are not optimal -RMSE is equals to 200 MWh- the 63% of
the NIV values in dataset have as absolute value less than 300 MWh, which in
that case the RMSE is 164. This paper can be the basis for further work and
analysis on the balancing market area. Nevertheless, the presented work is one
of the first that cover such a long period of data, introducing a more reliable
data-driven analysis, whereas compared with previous research endeavours it
introduces significantly lower error metrics. Furthermore, the redefinition of the
forecasting approach could lead to better results. A suggested approach can be
the prediction of an upper and lower value of the balancing volume for the next
half hour or the change of the time horizon of prediction to be for the next hour or
a day ahead. Additionally, the balancing volume is immediately related with the
energy price which regards the spot and forward prices in wholesale electricity
markets. Further investigation takes place simultaneously with the forecasting
balancing volume also for the energy price, as it is the most crucial predictor
factor that needs to examined. On this ground it is suggested for future work
the use of forecasting NIV value as a feature for the energy price forecasting.
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