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Abstract. The paper discusses a novel architecture proposed within the scope 

of the ongoing MonB5G EU-funded project. Considering a multiplicity of 

challenges towards realizing an effective network slice management in modern 

5G networks, our work considers explicitly the context promoted by the Zero-

touch network and Service Management (ZSM) framework, assessed as an 

indispensable part of next-generation management systems. MonB5G focuses 

upon the provision of scalable and automated management and orchestration of 

high numbers of parallel network slices, as envisioned in 5G and beyond. 

Within this scope, we propose a detailed architecture composed of static and 

dynamically deployed components. Altogether, they support operations related 

to slicing orchestration, fault management (self-healing), self-configuration, 

performance optimization (including energy saving), and security-related opera-

tions of slices. In the paper, we identified each separate architectural layer and 

explained all involved modules and interfaces. The proposed framework is able 

to support the deployment of a massive number of slices in different 

administrative and technological domains. Furthermore, the potential exten-

sions and/or enhancements of the architecture are also proposed and assessed. 

Keywords: 5G, Artificial Intelligence (AI), Machine Learning (ML), MANO, 

network management, network slicing, Orchestration, Virtual Network 

Function (VNF), Zero-touch network and Service Management (ZSM). 
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1 Introduction 

As 5G technology is growing and very rapidly expanding in a great variety of 

applications and/or related sectors [1-3], this radically transforms the underlying 

communications market and creates a multiplicity of advantages for the participating 

actors [4] in view of new pervasive mobile services of different vertical industries. 

5G introduces the use of virtualization technology as a means to offer customized 

communication service capabilities over the same infrastructure by partitioning it into 

individualized slices [5]. In this way, it is possible to satisfy the service requirements 

of different vertical industries. The slices consist of a set of Virtual Network 

Functions (VNFs) that encapsulate specific sub-services that the slice needs to 

provide the service functionalities it was designed for [6]. VNFs are mapped to 

physical nodes of the infrastructure, while the virtual links of the slice are mapped to 

physical links. The future 5G networks are projected to support massive numbers of 

network slices with different performance requirements, functionality and timespans 

[7-9] working concurrently, which together with the already high complexity of the 

network slicing solution, makes the tasks related to management and orchestration 

problematic. 

The network slice management differs from classical network management 

schemes as it requires administrating not a single but multiple network domains and 

the complexity of architectures and the number of managed objects scale up rapidly. 

The slice-based network management concept generates a set of challenges related to 

scalability, security, automation in the management of heterogeneous resources (e.g. 

communication, computational and storage), as well as to energy efficiency without 

sacrificing performance. The elevated requirements for coverage, bandwidth and 

latency, as well as inter-domain operation, further exacerbate the complexity of 

network management [10], making already devised, standard, human-centric mana-

ging solutions insufficient and ineffective. The currently widespread centralized 

approach to network management also negatively impacts the separation and security 

of network slices as well as the complexity of the central managing entity. Moreover, 

centralisation also increases the overhead related to slice management data that has to 

be sent to the management system during the slice operation. 

2 Zero-Touch Management in the Scope of the MonB5G Project 

The Zero-touch network and Service Management (ZSM) framework [11] is envi-

saged as a next-generation management system that aims to have all operational 

processes and tasks executed automatically, ideally fully autonomous. It is based on a 

variety of distinct principles, including modularity, extensibility, scalability, model-

driven and open interfaces, closed-loop management automation, support for stateless 

management functions, resilience, separation of concerns in management, service 

composability, intent-based interfaces, functional abstraction, simplicity and automa-

tion. In this scope, Artificial Intelligence (AI) is envisioned as a “key enabler” of self-

managing capabilities, resulting in lower operational costs, accelerated time-to-value 

and reduced risk of human error [12]. 



Zero-touch management is perceived as one of the “key concepts” that can contri-

bute to and significantly simplify network slice management and orchestration tasks. 

With the extensive usage of AI-driven mechanisms, its goal is to provide self-

managed networks with little to no human interaction [13]. With the aim of facing this 

challenge and within the scope of the ongoing EU-funded MonB5G project [14], 

innovative architecture is proposed, capable of “addressing” the aforementioned 

issues by enabling distribution of functions and provision of strong separation of 

management of network slices’ runtime and orchestration domains. 

More specifically, MonB5G aims to provide a new model for the management and 

orchestration of high numbers of parallel network slices as envisioned in 5G and 

beyond. One of its core pillars is about promoting data-driven mechanisms, based on 

novel distributed machine learning algorithms, to enable self-management and self-

configuration of network slices, towards reaching the principle of scalable zero-touch 

network management, where federated Machine Learning- (ML-) aided algorithms 

will enable a proactive, energy-efficient and secure resource management and slice 

creation [15]. The main goal of the MonB5G approach is to achieve scalable and 

automated management of multiple network slices. 

The proposed architectural concept intends to facilitate self-managed slices 

composed of self-managed functions, further extended to slices that are created in 

multiple orchestration domains. In the related scope, the issue of management 

complexity is addressed by using AI at multiple levels to achieve specific manage-

ment goals and to minimize interactions between architectural entities, e.g. by means 

of hierarchical closed-loop controls and aggregated Key Performance Indicators 

(KPIs). A heavy emphasis is also on security [16], management programmability and 

energy efficiency [17] aspects of network slicing. Furthermore, the proposed concept 

is deeply rooted in the already devised network slicing management and orchestration 

solutions that have been developed by other EU-funded projects (in the 5G-PPP 

framework) or research and standardization bodies. 

The MonB5G framework uses the management system decomposition that follows 

the ITU-T [18] and the MAPE (Monitor-Analyse-Plan-Execute) paradigm [19] as the 

basis. In our case, the MAPE concept is implemented in a distributed way by means 

of multiple AI-driven operations. Moreover, the runtime management of slices is 

distributed and programmable. Additionally, the MANO approach has been slightly 

enhanced by distributing some orchestration functions [20, 21]. 

3 Architectural Framework 

The key features of the proposed MonB5G framework are the following: (i) a 

strong separation of concerns; (ii) distribution of management operations; (iii) 

hierarchical, end-to-end (E2E) slice orchestration; (iv) In-Slice Management (ISM) 

capability of driving the orchestrator; (v) scalable and programmable slice 

management; (vi) enhanced security of slices; (vii) support for Management as a 

Service (MaaS), and (viii) programmable, energy-aware infrastructure management. 

The abovementioned features are in line with several already established requirements 

of ETSI ZSM [23]. 



The MonB5G architecture is composed of static and dynamically deployed 

components. Altogether, they support operations related to slicing orchestration, fault 

management (self-healing), self-configuration, performance optimization (including 

energy-saving), and security-related operations of slices. The overall MonB5G frame-

work is presented in Fig.1. The MonB5G framework is composed of three distinct 

layers: 

 Business Layer, consisting of the business entities operating the framework, 

provides slice management services to slice tenants or own a slice (slice tenants). 

 Management and Orchestration Layer, composed of the core functions of the 

framework responsible for management and orchestration of Network Slices 

(NSs), slice Life Cycle Management (LCM), and management interfaces’ expo-

sure to specific business entities. 

 Infrastructure Layer, consisting of the infrastructure, infrastructure providers 

and functions enabling communication with Management and Orchestration Layer 

and enabling optimization of usage of infrastructural resources. 
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Fig. 1. MonB5G architectural framework. 

According to the architecture presented in Fig.1, we can distinguish static and 

dynamic components. The static components are described and discussed in the follo-

wing paragraphs. Slice Tenants use the MonB5G portal, Slice Management Providers 

and Infrastructure Providers to request operations regarding slice LCM (i.e. slice 

deployment, slice modification and slice termination). It also exposes the capabilities 

offered by the MonB5G framework (available slice templates, etc.) and partakes in 

negotiations related to the business dimension of the contract. The portal is also used 

to pass all the accounting and billing-related information and it implements three 

northbound web interfaces that expose the MonB5G framework capabilities to: 

MonB5G System Operator (Iop, allowing the operator to manage the whole MonB5G 

system), Slice Tenants (Slice Tenants and Infrastructure Providers use Itp – the inter-

face for slice LCM) and Slice Management Providers (Imp – the interface that the 

Slice Management provider uses for the communication with Slice Tenants for run-

time slice management). Slice Management Providers may use the MaaS platform, 



called MonB5G Layer as a Service (MLaaS), to offer management of multiple instan-

ces of slices based on the same template (as the slice runtime management is slice-

specific). LCM of MLaaS is done via the Imp interface. Imt is a web interface used by 

Slice Management Provider for the runtime slice management communication with 

Slice Tenants 

The Inter-Domain Manager and Orchestrator (IDMO) is at the heart of the system. 

This entity plays a crucial role in slice preparation and deployment phases by nego-

tiation of deployment policy with a slice requester (Slice Tenants, Slice Management 

Providers or Infrastructure Providers). MonB5G Portal interacts with IDMO via the 

southbound Ipi interface to perform negotiations related to the business dimension of 

the contracts. The exchanged information concerns aspects like availability of resour-

ces, existing policies, the resource demand and other data that enables allocation of a 

certain amount of resources to the requester. After the successful establishment of the 

contract, the Ipi interface is used for LCM of negotiated slices. If the infrastructure has 

multiple owners, IDMO may decide how to split the end-to-end slice template 

dynamically to a new one, which supports inter-domain interaction of slice compo-

nents located in different orchestration domains. The split may be shaped by various 

factors, e.g. price, performance or energy efficiency. 

The Domain Manager and Orchestrator (DMO) is responsible for the orchestration 

and management of each of the Slice Orchestration Domain (SOD) slices. DMO can 

be seen as a combination of resource-oriented Operations Support Systems (OSS)/ 

Business Support Systems (BSS) and an orchestrator (it can be either a MANO 

orchestrator or other). In a similar way to IDMO, all DMO operations are AI-driven. 

Therefore, the internal structure of DMO is also composed of Functional and 

MonB5G Layers. The operations related to resource management as well as the 

exchange of infrastructure-related data (e.g. about energy consumption) are done via 

the Idr interface. 

IDMO interacts with DMOs via the Iid interface by using domain handlers to 

deploy the end-to-end-slices based on the information obtained from DMOs. This 

interface can be seen as an extended MANO Os-Ma-Nfvo interface, and it may 

provide LCM abstractions and provides IDMO data and management capabilities of 

DMO. It is responsible for modification of the end-to-end slice template before its 

deployment according to the negotiated contract, and it can be seen as an E2E 

orchestrator. IDMO may also interact with IDM (via DMO) in order to decide how to 

deploy slice instance, considering the price, performance or other important factors 

such as energy efficiency. 

The proposed framework assumes that the Infrastructure may also need manage-

ment. To that end, it is proposed a separate management entity called Infrastructure 

Domain Manager (IDM). This provides the overall management of the Infrastructure. 

Its interface to DMO allows for allocating resources (Network Functions Virtualisa-

tion Infrastructure (NFVI) agent), exchanging the information related to the energy 

consumption of resources, and exchanging the information related to the cost of 

resources that can be used by IDMO for resource brokering. The framework enables 

programmable infrastructure management. DMO can dynamically deploy manage-

ment functions that cooperate with IDM to achieve infrastructure management. IDM 

has an interface to the Infrastructure Provider, who can use the MonB5G portal to ask 

for the deployment of additional infrastructure management functions, called 



Infrastructure Orchestrated Management Functions (IOMFs), which are specific for 

the virtualization technology used in the infrastructure and tools. IDMO can orchest-

rate the functions upon request of an Infrastructure Provider via the MonB5G Portal. 

The architecture’s dynamic components are slices that are defined in a different 

way than NGMN has defined them. In MonB5G, a slice is a set of functions that 

implement a specific goal (not necessarily a network), for example, network manage-

ment, implementation of services or accelerators that support certain operations of 

multiple slices. 
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Fig. 2. Generic structure of MonB5G slice. 

In MonB5G slice structure (cf. Fig.2), two separate layers can be extinguished: the 

slice management part called Slice MonB5G Layer (SML) and slice main part called 

the Slice Functional Layer (SFL). The former performs FCAPS (Fault, Configuration, 

Accounting, Performance, Security) at the slice-level and can be considered as an 

embedded slice-level OSS/BSS, with interfaces to the Element Managers (EMs) of 

the slice’s Virtual Network Functions (VNFs)/Physical Network Functions (PNFs) or 

Cloud-Native Functions (CNFs) and to DMO. SML can be a part of the slice template 

or be deployed independently. 

SFL contains a set of virtual functions that are dedicated solely to a slice and 

managed via the modified Element Manager (EM), called Embedded Element 

Manager (EEM), which contains components responsible for its VNF monitoring 

(MS-F), anomaly detection (AE-F), decision engine (DE-F) and actuating component 

(ACT-F). SFL can also use functions that are shared functions available in SOD. Such 

functions may be used by all or some slices. The functions are called Domain Shared 

Functions (DSFs), which can be implemented as PNFs/VNFs or CNFs and can be 

reused by SFLs of multiple slices. The use of DSFs provides a reduced footprint of 

the deployed slices improving that way also slices deployment time. DSFs are 

grouped for their management and are managed by the DMO. 

SML is an implementation of the ISM [23] concept having in mind the AI-based 

MAPE management and it provides direct, intent-based management to the Slice 



Tenant. The SML-based slice management approach can also be used for end-to-end 

slice management [23] when slices are implemented across multiple domains (SODs). 

In such a case, the IDSM entity is responsible for the end-to-end slice management. It 

interacts with SMLs of all domain slices that compose the end-to-end slice. IDSM is a 

part of the slice template (a set of VNFs), and in some cases, it can be generated 

automatically by IDMO (if IDMO is responsible for slice template split between 

multiple SODs). When IDSM is in use, it provides to the Slice Tenant the 

management interface. IDSM is also responsible for the calculation of slice-related 

KPIs. Its is a web interface used by Slice Tenant for runtime slice management and 

interaction with IDSM or SML. 
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Fig. 3. Monitoring System Sublayer internal components. 

It is assumed that Monitoring System Sublayer provides generic, reusable monito-

ring that is consumed by AEs, DEs and other entities of SML, as presented in Fig.3. 

MS should contain: 

 Monitoring Information Collector/Aggregator – an entity, which interacts with the 

Embedded Element Managers (EEMs), i.e. MAPE-based Element Managers 

(presented in Fig.2) of SML; 

 Monitoring Information Database – a database in which collected monitoring data 

are stored in a raw and pre-processed format; 

 Monitoring Information Processor – an entity that is responsible for filtering, 

interpolation and prediction of the monitoring data; 

 Slice KPI calculator – an entity that is used for the calculation and prediction of 

slice specific KPIs 

 Monitoring Sublayer Manager – an entity that allows remote configuration of MS 

sublayer operations. 

The MS sublayer’s output is accessible to other components of SML via a message 

bus (publish/subscribe paradigm in use). MS has to interact with EEMs that are VNF-

specific, but most of the MS operations are generic. Therefore, many of the internal 

components of MS can be reused for multiple slice templates. The protocols for 

efficient communication between EEMs and MS and the adaptability of monitoring 

(adaptive sample rate or resolution, using gossiping protocols, etc.) are out of the 

scope of the paper, but such mechanisms are allowed by the MonB5G framework. 

The Analytic Engines Sublayer includes a set of AEs and the AE Sublayer 

Manager that is used to configure AEs remotely, as depicted in Fig.4. 
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Fig. 4. Analytic Engine Sublayer internal components. 

Each of AEs has a specific goal, i.e. it may analyse the monitoring traffic for a 

specific security threat, fault or performance degradation. The internal specification of 

AE is algorithm-dependent and cannot be provided with a priori; it is, however, 

possible to create a library of AEs that, with a relatively small adaptation, can be used 

for different slice templates. In general, it is assumed that between AE and DE, there 

is a one-to-one mapping, but the architecture allows to use of multiple AEs for the 

same DE. It is worth mentioning the MS sublayer provides some kind of abstraction 

of the monitored data that positively contributes to the reusability of AEs. 

The DE Sublayer consists of the entities that are responsible for the reconfiguration 

of SFL or SML. It is assumed that the DE sublayer is composed of multiple DEs, as 

presented in Fig.5. Each of them is trying to reach a specific goal regarding 

performance optimization according to KPIs, fault handling, security, or enforcing the 

slice’s energy-efficient operations. The input to the DE sublayer is the output of AE 

and ME sublayers. Each of the FCAPS functions may require multiple DEs. The 

existence of multiple “selfish” DEs implies the need for their decisions arbitrage. For 

this problem, the DE Selector/Arbiter component is implemented in the DE sublayer. 

The component can be AI-driven as one of the implementation options is implemen-

ting several DEs that use different algorithms for the same goal. In such a case, the 

Coordinator/Arbiter is creating a ranking of DEs. As the feedback-loop-based mana-

gement’s stability can be an issue, a special entity called Stability Observer is intro-

duced in the DE sublayer. It is used in order to avoid the chaotic behaviour of the 

system or the ping-pong effect. The Stability Observer uses Reconfiguration History 

Database to restore to the last stable configuration. This database stores recent 

reconfiguration decisions together with the input values that were used by DEs to take 

the decision reconfiguration. As other sublayers of SML, the DE sublayer has a DE 

Sublayer Manager that can be used for the change of the configuration of its compo-

nents or their policies. 

The DE decision can be used for the reconfiguration of SFL or SML. In both cases, 

there are three possible reconfiguration operation types: 

 Reconfiguration of functions/nodes of SFL/SML; 

 Change of resource allocation to SFL/SML components (including transport). 

Dependent on the implementation, it can be done directly or by the interaction 

with DMO; 



 Modification of SFL/SML by the upgrade of the slice template. In this case, the 

SML will interact with DMO requesting deployment or removing a specific 

function or a node. 
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Fig. 5. DE Sublayer internal components. 

It is noteworthy that the modification of resource allocation to SFL or SML by 

SML can be proactive instead of the MANO orchestration’s reactive approach. 

Moreover, in the case of SFL, resource allocation can be driven by slice Quality of 

Experience. The modification of the SFL template, driven by SML, may be used for 

cloning some slice functions to optimize slice traffic or add additional components 

like DPIs or firewalls. The same mechanism can be used for the programmability of 

SML, providing that way programmability of the slice management plane. Using the 

mechanism during SML runtime, new components like AEs or DEs can be added. 

This feature is vital for the evaluation of different AE and DE algorithms, but the 

programmability is also important in real implementations. 

The Actuating Functions Sublayer role is to convert high-level (intent) 

reconfiguration commands obtained from the DE sublayer into a set of atomic 

reconfiguration commands, as shown in Fig.6. 
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Fig. 6. ACT-Sublayer internal components. 

Due to the existence of the ACT sublayer, the DEs do not have to deal with 

reconfiguration details. Therefore, they can be designed in a more generic way. The 

ACT sublayer can be seen as a set of device-specific (i.e. node/functions) drivers. 

ACT typically interacts with EMs/EEMs of SFL, but they may also interact with 

DMO requesting orchestration related action (adding or removing a VNF). 



Slice Manager (SM), cf. Fig.7, is an entity of SML that provides interactions with 

DMO and IDSM; it can also be used for the manual management of SFL or to 

implement Policy-Based Management. It interacts with EEMs, MS, AEs and DEs. It 

is responsible for sending to DMO and, if applicable, to IDSM, slice-related synthetic 

information (KPIs). SML provides direct, intent-based management to the Slice 

Tenant. This is a perfect way of providing slices management isolation. For that 

purpose, the Slice Manager has a tenant portal and a set of tools that enable simple 

and comfortable slice management by slice tenant. A conditio sine qua non for such 

management is the management’s embedded intelligence that is in our case provided 

by AI algorithms. 
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Fig. 7. Slice Manager internal components. 

The management interface is created after slice deployment, and the slice tenant 

can use it for the lifetime of a slice. For accounting and historical reasons, the 

accounting data combined with slice resource consumptions and KPIs are transferred 

to the IDMO Accounting database before termination of the slice. 

4 Assessment and Further Expectations 

According to our best knowledge, the proposed preliminary concept is the first one 

that addresses the scalability and robustness of network slicing management and 

orchestration by using a distributed, AI-driven and programmable management 

architecture. These features make the proposed approach effective, scalable and 

flexible, on a dynamic basis. 

The ETSI ZSM requirements list contains over 170 different topics that makes 

impossible to recall all of them in the context of the current MonB5G approach. More 

specifically, some of the requirements concern procedures like testing or software 

upgrade; therefore, they are not related directly to the actual MonB5G architecture. 

The list is “flat” and without any grouping. For the purpose of our current approach, it 

has been decided to split them into several categories related to the specific aspects of 

autonomic service management. These categories all fully satisfied by the MonB5G 

context and include: (i) Monitoring and data analytics (which is about the require-

ments associated with collection of the performance data, their aggregation and ways 

of data usage to fuel analytic engines); (ii) management actions (which consist of 

requirements in terms of network maintenance, coordination of management, reco-



very actions, etc.); (iii) management operations (which relate to access to network 

slicing management services, LCM, management data policies, etc.); (iv) control 

loops (their operation, disabling in terms of faulty operation, etc.); and (v) several 

other important requirements not belonging to previous categories. 

The use of distributed components with embedded intelligence has made it 

possible to use intent-based interfaces that also reduce the information exchange 

between management functions and subsystems. Moreover, we have used a multi-

domain orchestration and separation of each slice’s management from domain resour-

ce management. The use of the ISM concept can reduce the number of external slice 

interfaces and provides a perfect separation of the slice management plane that cannot 

be achieved in the 3GPP approach to network slicing management. The implementa-

tion of slice management as a part of a slice (i.e. a set of VNFs) provides higher 

scalability of slice performance and allows for the programmability of slice manage-

ment services on-the-fly. 

In addition, AI-enabled management operations can be adopted at different levels 

of the management hierarchy. In this scope, AI-driven slice management functionali-

ties can be embedded as a part of a slice, providing, in that way, the higher elasticity 

in the creation and the deployment of diverse slice types. This framework also 

provides a strong separation of concerns which contributes significantly to complexity 

reduction and easier administration of slices, especially in multi-domain slices 

deployed over different infrastructure domains belonging to several owners. Altoge-

ther the abovementioned features enable making a significant step towards self-

managed network slices. 
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