Fast High-Resolution Drawing of Algebraic Curves
Nuwan Herath Mudiyanselage, Guillaume Moroz, Marc Pouget

To cite this version:

HAL Id: hal-03788409
https://inria.hal.science/hal-03788409
Submitted on 26 Sep 2022

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Fast High-Resolution Drawing of Algebraic Curves

Nuwan Herath Mudiyanselage
nuwan.herath-mudiyanselage@inria.fr
Université
de Lorraine, CNRS, Inria, LORIA
Nancy, France

Guillaume Moroz
guillaume.moroz@inria.fr
Université
de Lorraine, CNRS, Inria, LORIA
Nancy, France

Marc Pouget
marc.pouget@inria.fr
Université
de Lorraine, CNRS, Inria, LORIA
Nancy, France

ABSTRACT

We address the problem of computing a drawing of high resolution of a plane curve defined by a bivariate polynomial equation \( P(x, y) = 0 \). Given a grid of fixed resolution, a drawing is a subset of pixels. Our goal is to compute an approximate drawing that (i) contains all the parts of the curve that intersect the pixel edges, (ii) excludes a pixel when the evaluation of \( P \) with interval arithmetic on each of its four edges is far from zero.

One of the challenges for computing drawings on a high-resolution grid is to minimize the complexity due to the evaluation of the input polynomial. Most state-of-the-art approaches focus on bounding the number of independent evaluations. Using state-of-the-art Computer Algebra techniques, we design new algorithms that amortize the evaluations and improve the complexity for computing such drawings.

Our main contribution is to use a non-uniform grid based on the Chebyshev nodes to take advantage of multipoint evaluation techniques via the Discrete Cosine Transform. We propose two new algorithms that compute drawings and compare them experimentally on several classes of high degree polynomials. Notably, one of those approaches is faster than state-of-the-art drawing software.
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• Theory of computation → Computational geometry.
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1 INTRODUCTION

In several engineering applications such as mechanism design or control theory, it is important to visualize curves given by implicit equations of the form \( P(x, y) = 0 \). Being able to draw them quickly with a good resolution is also an advantage in an interactive interface when the designer of a robotic mechanism wants to visualize different implicit curves associated to different design parameters.

In most state-of-the-art approaches computing the implicit curve solution of \( P(x, y) = 0 \) [3, 32, 38], the authors analyze and optimize their algorithms while assuming that the cost of evaluating the function \( P \) is constant. On the other hand, in some applications, the function \( P \) can be a polynomial of degree 20 for example, with more than 200 terms, and evaluating it is not a negligible constant. When \( P \) is a polynomial, we will present two methods to speed up the computation of the drawing of the implicit curve \( P(x, y) = 0 \), notably by amortizing the cost of the evaluations of \( P \). Experimentally, we show that one of those methods computes the drawing an order of magnitude faster than state-of-the-art implicit-plot software. Moreover, our approach provides guarantees on the output drawing.

State of the art. The first efficient algorithm to visualize such an object was the marching cube [26], and was enhanced with variants such as surface nets [12] and dual contouring [20]. These algorithms are based on the evaluation of the function \( P \) on a regular grid. When the curve is smooth and the grid resolution is not fixed, interval analysis can be used with a recursive subdivision of the input domain to guarantee a topologically correct reconstruction of the curve [3, 8, 10, 25, 32, 38]. Another approach [40] uses subdivision to exclude large parts of the domain and reduce the number of evaluations. When the resolution of the grid is fixed, one can still be used to determine an enclosure: a set of pixels whose union contains the curve [40]. Another approach is the so-called predictor-corrector continuation that follows the curve by stepping in the tangent direction and correcting by projecting back to the curve via a Newton operator [13, Chapter 6]. The main problems are then to find starting points on the curve and make sure not to jump between different branches of the curve. For a singular curve, the topology can be computed when \( P \) is a polynomial, using symbolic approaches based notably on Cylindrical Algebraic Decomposition ([1, 2, 9, 11, 22] and references therein). The complexity of these methods is high with respect to the degree of \( P \) [22], and in practice it cannot handle random bivariate polynomials of degree 100. Since we work within a grid of fixed resolution and with a fixed precision, our approach does not compute the topology of the curve. We instead focus on reducing the cost of the evaluations of the polynomial \( P \) when the resolution is high and the precision is fixed.

Contribution. Our contribution focuses on the case where \( P \) is a polynomial of degree \( d \) and the input grid is of high resolution \( N \). The main idea to speed up the implicit drawing computation is to take advantage of fast multipoint evaluation from computer algebra.
Indeed, a polynomial of degree $d$ can be evaluated at one value in linear arithmetic complexity using the Horner algorithm. The naive evaluation at $d$ values is thus quadratic in $d$. The fast multipoint evaluation algorithm improves the complexity of these $d$ evaluations to soft-linear in $d$ (that is $O(d \log(d))$) [44, chapter 10]. On the other hand, fast multipoint evaluation algorithms have a bit complexity quadratic in $d$ if we work with a fixed constant precision lower than $d$ [23, 41]. If we restrict our multipoint evaluation on a set of Chebyshev nodes (see Section 2.1), we can then use the Discrete Cosine Transform (DCT), in the same way as the Discrete Fourier Transform (DFT) can be used for multipoint evaluation on the roots of unity in the complex field [44, §8.2]. In this case, the bit complexity is linear in $d$, even with a precision lower than $d$ [36, §3]. This special multipoint evaluation inherits the numerical stability of the DCT and we extend the error analysis already known for the DFT [5].

We derive this idea with two algorithm variants. First, in Section 4.1, we design an algorithm that evaluates the input polynomial $P$ on all nodes of a grid using the DCT both in $x$ and in $y$. This constrains us to use a non-uniform grid aligned on Chebyshev nodes. Although this grid is non-uniform, the distance between two consecutive nodes of such a grid of size $N \times N$ is always less than $\pi/N$, which makes it sufficiently dense for plotting. Then, writing $P(X, Y) = \sum_{i, j} P_{i, j} X^i Y^j$, we can use the DCT on each $p_i$, which leads to $N$ univariate polynomials $q_j(Y)$ of degree $d$, that can also be evaluated using the DCT again. This can be done in a quasi-quadratic number of arithmetic operations in $N$ if $N \gg d$.

The second variant comes by mixing in an idea coming from interval arithmetic. For the computation of implicit curves, interval arithmetic combined with quad-tree subdivision approaches can discard large parts of the plane with few evaluations and reduce the number of evaluations required to plot the considered curve [32, 38]. In our case, we further improve this approach in Section 4.2 by first evaluating all the $p_i$ using the DCT, and then we solve each polynomial $q_j(Y)$ with a subdivision approach based on interval arithmetic. If $N \gg d$, this leads to a complexity in $O(dN)$. We then show that this approach performs well in practice.

Finally, even though we use fast evaluation techniques for drawing implicit curves, the drawing returned by our algorithms are crossing-edge approximations as defined in Definition 4.3. In particular, we guarantee that we don’t miss any intersection point of the curve with the underlying grid and that we exclude pixels when the evaluation of $P$ on their edges is far from zero. Such guarantees are obtained using a combination of interval arithmetic and a careful analysis of the numerical error of the DCT algorithm in Section 3. One of the difficulties we encountered is that even though this analysis of the DCT allows us to bound the values of a polynomial on the Chebyshev nodes, it cannot bound its values on small intervals around the Chebyshev nodes. We solve this problem by using Taylor approximations of order $m$ with a bound on the remainder, where $m$ is a small constant, say 2 or 3. The Taylor approximations at all the Chebyshev nodes can be efficiently computed using the DCT algorithm $m$ times.

We implemented our two approaches in Python. In Section 5, we remark that the timings match the complexity analysis. We also compare our implementations with state-of-the-art software, and show that for high resolutions, the approach based on a mixed strategy using fast multipoint evaluations and subdivision proves to be the fastest.

## 2 FAST MULTIPOLYNOMIAL EVALUATION OF POLYNOMIALS ON CHEBYSHEV NODES

We first recall the definitions of Chebyshev polynomials and nodes, and the Inverse Discrete Cosine Transform (IDCT). We then show that the IDCT enables a fast multipoint evaluation of a polynomial at the Chebyshev nodes. Section 2.3 introduces notation for interval arithmetic.

### 2.1 Chebyshev nodes, Chebyshev basis and IDCT

Chebyshev polynomials can be defined as the unique sequence of polynomials $(T_n)_{n \geq 0}$ satisfying

$$T_n(\cos \theta) = \cos(n \theta).$$

For $N \in \mathbb{N}$, the Chebyshev nodes $(c_k)_{k \in [0, N - 1]}$ are the roots of $T_N$:

$$c_k = \cos\left(\frac{2k + 1}{2N} \pi\right)$$

for $k \in [0, N - 1]$.

The Chebyshev polynomials $T_d$ for $d \leq d$ form a basis of the polynomials of degree at most $d$. The relation between the monomial and the Chebyshev bases is given by [28, section 2.3.1]:

$$x^k = 2^{-k} \sum_{i=0}^{\lfloor k/2 \rfloor} \binom{k}{i} T_{k-2i}(x),$$

where the prime symbol denotes that the term $T_0(x)$, if there is one, is to be halved.

**Lemma 2.1.** For a polynomial of degree $d$, the change-of-basis matrix from the monomial basis to the Chebyshev basis is $B = (B_{i,j}) \in \mathbb{R}^{(d+1) \times (d+1)}$ where

$$B_{i,j} = \begin{cases} 2^{-j} \binom{j}{i} & \text{if } i = 0 \text{ and } j \text{ is even}, \\ 2^{1-j} \binom{j}{i} & \text{if } \exists k, i = j - 2k \text{ and } i, j \leq d, \\ 0 & \text{otherwise}. \end{cases}$$

Performing a change of basis is a multiplication of a $(d+1) \times (d+1)$-matrix by a $(d+1)$-vector. Thus, given a polynomial of degree $d$ in the monomial basis, computing its coefficients in the Chebyshev basis can be done in $O(d^2 \log(p))$ bit-operations in precision-$p$ arithmetic. Remark that it is also possible to do the change of basis in $O(d \log(d))$ arithmetic operations [4, 31], however those methods are based on Taylor shift operations that requires a number of bit operations quadratic in $d$ [43].

**Definition 2.2.** Given $d, N \in \mathbb{N}^+$ with $d + 1 \leq N$ and $(X_i)_{i \in [0, d]}$ a sequence of real numbers, the Inverse Discrete Cosine Transform IDCT($(X_i)_{i \in [0, d]} : N$) is the sequence $(x_k)_{k \in [0, N - 1]}$ defined by

$$x_k = \frac{1}{N} \sum_{i=0}^{d} X_i \cos\left(\frac{i(2k + 1)}{2N} \pi\right).$$

When input and output sizes match, it is omitted: IDCT($(X_i)_{i \in [0, d]}$) denotes IDCT($(X_i)_{i \in [0, d]} : d + 1$).
2.2 Fast multipoint evaluation FME

Let $P$ be a polynomial of degree $d$ given in the Chebychev basis $P(x) = \sum_{i=0}^{d} a_i T_i(x)$. Using Eq. (1), the evaluation of $P$ at a Chebychev node $c_k$ of $T_N$ for $N > d$ satisfies $\forall k \in [0, N-1]$

$$P(c_k) = \sum_{i=0}^{d} a_i T_i \left( \cos \left( \frac{2k+1}{2N} \pi \right) \right) = \sum_{i=0}^{d} a_i \cos \left( \frac{i(2k+1)}{2N} \pi \right).$$

All the evaluations can thus be expressed using the IDCT as

$$(P(c_k))_{k \in [0, N-1]} = N^{-1} \text{IDCT}((a_i)_{i \in [0, d]} N) + \frac{1}{2}(a_0, ..., a_0).$$

When the polynomial $P$ is given in the monomial basis, one has to first perform a change of basis to take advantage of the multipoint evaluation via the IDCT. The Fast Multipoint Evaluation operator FME is the composition of these operations.

Definition 2.3. For a polynomial $P = \sum_{i=0}^{d} a_i x^i$, let us define FME$((a_i)_{i \in [0, d]} N)$ the Fast Multipoint Evaluation of $P$ at the Chebychev nodes $(c_k)_{k \in [0, N-1]}$ computed by a change of basis and Eq. (5).

Using the Fast Fourier Transform, the complexity of the FME is $O(n \log_2(n))$.

Lemma 2.4. The computation of the FME has complexity $O(d^2 + n \log_2(n))$.

2.3 Interval arithmetic

We use interval representations for all data in our algorithms and use interval arithmetic for the computations. We denote the set of intervals of $\mathbb{R}$ by $\mathbb{I}$. Given a function $f : \mathbb{R} \to \mathbb{R}$, we call inclusion of $f$, a function $\incl(f) : \mathbb{I} \to \mathbb{I}$ such that the set $f(I) = \{f(x) | x \in I\}$ is contained in $\incl(f)(I)$, for all $I \in \mathbb{I}$. These definitions naturally extend to the multivariate setting and we refer to [29] for details. In particular, the arithmetic operations have natural extensions to intervals. Using such interval operations to evaluate a polynomial $P$ with a given scheme gives an inclusion function $\incl(f)$ for $P$. Several techniques exist to enclose the evaluation of a function on an interval, such as the Horner scheme, the compensated Horner scheme, the centered form, the extended Horner scheme ([30, Chapter 2], [39, Chapter 3], [14]), or more recently using recursive Lagrange interpolation when the evaluations are done within a dichotomic algorithm [17]. In our work, for a given integer $m$, we use the Taylor form of order $m$ ([33, Definition 3.3], [17]) and we recall the error bounds based on Taylor-Lagrange inequality in Section 3.4.

3 NUMERICAL ERROR BOUNDS

In this section, we derive numerical error bounds for the fast multipoint evaluation used in Algorithms 1 and 3, and for the Taylor approximation used in Algorithm 1. In Section 3.1, we recall how the IDCT is computed via the Inverse Discrete Fourier Transform (IDFT). In Section 3.1.3, we recall previous work on the IFFT error where the FFT is an algorithm computing the IDFT in quasi-linear number of operations. In Section 3.1.4, we derive an error bound for the IDCT when performing operations in precision-$p$ arithmetic.
3.1.3 *IFFT error bound.* Based on the error bound given in Brisebarre et al. [5, Theorem 3.3 and 3.4] on the FFT, we can write a bound on the Inverse FFT in Corollary 3.1.

**Corollary 3.1.** Assume radix-2, precision-\( p \) arithmetic, with rounding unit \( u = 2^{-p} \). Let \( \mathcal{Z} \) be the computed 2\(^n\)-point IFFT of \( Z \in \mathbb{C}^{2^n} \) and let \( z \) be the exact value. Then

\[
\|z - z\|_2 \leq \|z\|_2 \left[ (1+u)^n (1+g)^{n^2} - 1 \right]
\]

with

\[
g = \frac{\sqrt{2}}{2u + \rho_x} \left(1 + \frac{\sqrt{2}}{2u} \right)
\]

\[
\rho_x = \begin{cases} 
  u \sqrt{5} & \text{naive multiplication}, \\
  2u & \text{multiplication with fused multiply-add instruction}.
\end{cases}
\]

For our application, we actually want to bound \( \|z - z\|_\infty \). Using classical results on the equivalence between norms, and the equality \( \|Z\|_2 = \sqrt{N}\|z\|_2 \), we deduce Corollary 3.2, where

\[
\|Z\|_\infty = \max_{i \in [0,N-1]} \left( |\text{Re}(Z_i)|, |\text{Im}(Z_i)| \right).
\]

**Corollary 3.2.** Assume radix-2, precision-\( p \) arithmetic, with rounding unit \( u = 2^{-p} \). Let \( \mathcal{Z} \) be then computed 2\(^n\)-point IFFT of \( Z \in \mathbb{C}^{2^n} \) and let \( z \) be the exact value. Then

\[
\|z - z\|_\infty \leq \|z\|_\infty \sqrt{2} \left((1+u)^n (1+g)^{n^2} - 1 \right).
\]

3.1.4 *Fast IDCT error bound.* Using the notation of Section 3.1, Theorem 3.3 shows that the absolute error \( \|\mathcal{Z} - x\|_\infty \) on the output of the fast IDCT can be bounded with respect to \( u, g \) (defined in Corollary 3.1) and \( \|X\|_\infty \).

**Theorem 3.3.** Assume radix-2, precision-\( p \) arithmetic, with rounding unit \( u = 2^{-p} \). Let \( \mathcal{X} \) be the computed 2\(^n\)-point fast IDCT of \( X \in \mathbb{C}^{2^n} \) and let \( x \) be the exact value. Then

\[
\|\mathcal{X} - x\|_\infty \leq \sqrt{2n} \sqrt{2} \left((1+u)^n (1+g)^{n^2} - 1 \right).
\]

**Proof.** The computation of the IDCT corresponds to the operations from \( X_k \) to \( x_k \) in Table 1 where the relative error for the norm \( \|\cdot\|_\infty \) is bounded for each step in the last column.

Let \( \mathcal{T} \) (resp. \( \mathcal{T}^* \)) be the computed value of the first two (resp. three) steps in Table 1, assuming precision-\( p \) arithmetic. Let us define \( t^* = \text{IDFT} (\mathcal{T}^*) \) and \( t = \text{IDFT} (\mathcal{T}) \) the exact values. Taking into account the relative error at each step and using Cor. 3.2, we have

\[
\|\mathcal{X} - x\|_\infty = \|\hat{\mathcal{T}} - t\|_\infty \leq \|\mathcal{T}^* - t^*\|_\infty + \|\mathcal{T} - t\|_\infty
\]

\[
\leq \|\mathcal{T}\|_\infty \sqrt{2} \left((1+u)^n (1+g)^{n^2} - 1 \right) + \|\mathcal{T} - T\|_\infty.
\]

Moreover,

\[
\|\mathcal{T}\|_\infty \leq \|\mathcal{T}\|_\infty (1+u)^3 (1+g)^2
\]

and

\[
\|\mathcal{T} - T\|_\infty \leq \|\mathcal{T}\|_\infty (1+u)^3 (1+g)^2 - 1.
\]

We can also prove that \( \|\mathcal{T}\|_\infty \leq \sqrt{2}\|X\|_\infty \), so

\[
\|\mathcal{X} - x\|_\infty \leq \sqrt{2}\|X\|_\infty \left(\sqrt{2} \sqrt{2} \left((1+u)^n (1+g)^{n^2} - 1 \right) + (1+u)^3 (1+g)^2 - 1 \right).
\]

\[
\square
\]

The ratio \( \|\mathcal{X} - x\|_\infty /\|X\|_\infty \) is computed for high resolutions in Table 2 and it does not exceed \( 10^{-13} \).

3.2 FME error bound

For the fast multipoint evaluation, the polynomial is written in the Chebyshev basis and then the IDCT is applied on these coefficients. The change of basis introduces an error which has to be added to the error from the IDCT to get a bound for the FME in Theorem 3.4.

**Theorem 3.4.** Assume radix-2, precision-\( p \) arithmetic, with rounding unit \( u = 2^{-p} \). Let \( \mathcal{Z} \) be the computed 2\(^n\)-point fast evaluation on Chebyshev nodes of the polynomial whose coefficients are \( a \in \mathbb{R}^{d+1} \) and let \( z \) be the exact value. Then

\[
\|z - z\|_\infty \leq (d+1)\|a\|_\infty \left((d+1)\gamma + (1+\gamma) \left(N\beta (1+u) + \left(1 + \frac{3}{2} \right) \gamma \right) \right)
\]

where

\[
\gamma = \frac{(d+1)u}{1 - (d+1)u},
\]

\[
\beta = \sqrt{2} \sqrt{2} \sqrt{2} \sqrt{2} \left((1+u)^n (1+g)^{n^2} - 1 \right) + (1+u)^3 (1+g)^2 - 1.
\]

**Proof.** The FME computation consists essentially in writing the input polynomial in the Chebyshev basis using Eq. (3), and then computing an IDCT. For the error bound on the change of basis, we use a classical bound on the inner product [16, §3.1]. For the IDCT we use the bound in Theorem 3.3.

\[
\square
\]

3.3 FME with interval coefficients

In the case where the input polynomial has interval coefficients, we need to compute the interval enclosure of its evaluation on the Chebyshev nodes. This leads to a function denoted by \( \square \text{FME} \) that takes as input a polynomial with interval coefficients, and returns a list of intervals that each contain the evaluation of the input polynomial on a Chebyshev node. The function \( \square \text{FME} \) is computed in two steps. First we compute the change of basis through a multiplication with the matrix given in Equation 3. Then we compute the IDCT on
Floating point relative errors

\[
\begin{array}{cccc}
X_k \rightarrow V_k & V_k = \frac{1}{2} \omega^{-k}_N (X_k - j Y_{N-k}) \\
V_k \rightarrow T_k & T_k = \frac{1}{2} (V_k + j \omega^k - 1) (V_k - j \omega^k - 1) \\
T_k \rightarrow t_k & t_k = \text{IFFT}(T_k) \\
t_k \rightarrow v_k & v_k = \text{Re}(t_k) \\
& v_k+1 = \text{Im}(t_k) \\
& x_k = v_k \\
& x_{k+1} = v_{N-k-1} \\
\end{array}
\]

Table 1: Summary of the operations for the IDCT and their relative errors.

<table>
<thead>
<tr>
<th>N</th>
<th>1024</th>
<th>2048</th>
<th>4096</th>
<th>8192</th>
<th>16384</th>
<th>32768</th>
</tr>
</thead>
<tbody>
<tr>
<td>|x-x_0</td>
<td></td>
<td></td>
<td>x-x_0</td>
<td></td>
<td></td>
<td>7.97e-15</td>
</tr>
</tbody>
</table>

Table 2: IDCT error bounds for \( p = 53 \) (double precision) using Theorem 3.3.

A challenge is to keep a tight inclusion and a complexity quasi-linear in \( N \).

**Definition 3.5.** Let \( A \in \mathbb{R}^{d+1} \) be the interval coefficients of a polynomial of degree \( d \) and let \( X = (X_0, \ldots, X_d) = \mathcal{A} \) where \( \mathcal{A} \) is defined in Equation (3). Let \( x \in \mathbb{R}^{d+1} \) be the vector of the centers of the intervals of \( X \) and \( r \) be the maximum of the radii of these intervals. Let \( \tilde{x} \) be the result of the fast IDCT computation applied on \( x \) and \( e \) be the bound on the error given in Theorem 3.3. We also let \( E \in \mathbb{R}^N \) be a vector where all the entries are \( |e - \frac{d+1}{2} r, e + \frac{d+1}{2} r \). Finally, we define

\[
\Box \text{FME}(A) = N \cdot (\tilde{x} + E) + \frac{1}{2} (X_0, \ldots, X_0).
\]

As a corollary of Theorem 3.3 on the error bound on the IDCT, we deduce a bound on the error of the FME function.

**Corollary 3.6.** The function \( \Box \text{FME} \) is an inclusion of the function \( \text{FME} \) and requires \( O(N \log_2(N) (d+2)^2) \) arithmetic operations.

**Proof.** First, let \( A \in \mathbb{R}^N \) be the vector of the interval ranges of \( \text{IDCT}(X) \). Using interval arithmetic, we have \( \text{FME}(A) \subseteq N \cdot Y + \frac{1}{2} (X_0, \ldots, X_0) \) by definition of the FME operator in Section 2.2. Then, since the IDCT is linear, we have \( \text{IDCT}(X) = \text{IDCT}(x) + \text{IDCT}(X-x) \). From Theorem 3.3, we have \( \text{IDCT}(x) \subseteq \tilde{x} + E \). And since all the entries of \( X-x \) are bounded by \( r \), using the explicit formula for the IDCT given in Definition 2.2, we bound the absolute value of each entry of \( \text{IDCT}(X-x) \) by \( \frac{d+1}{2} r \). With the notation of Definition 3.5, this implies \( \text{IDCT}(x) + \text{IDCT}(X-x) \subseteq \tilde{x} + E \), which concludes the proof for the bound. For the complexity, the dominating parts are the computation of the fast IDCT in \( O(N \log_2(N)) \) arithmetic operations and the change of basis in \( O(d^2) \) operations.

3.4 Bound with Taylor approximation

The Taylor-Lagrange inequality states that for a function \( f \) and two reals \( a, b \in \mathbb{I} \),

\[
|f(b) - \sum_{k=0}^{m} \frac{b-a}{k!} f^{(k)}(a)| \leq \max_{l} \left| f^{(m+1)} \right| \frac{|b-a|^{m+1}}{(m+1)!}.
\]

Figure 4: Chebyshev grid for \( N = 10 \), vertical segment \( (c_3, [c_6, c_3]) \) and pixel \( [c_4, c_3] \times [c_3, c_2] \).

In Algorithm 1, the derivatives are evaluated using the \( \Box \text{FME} \) operator at the Chebyshev nodes. It then remains to use the Taylor-Lagrange inequality to bound the values in a neighborhood of each Chebyshev node. Theorem 3.7 provides two bounds, the second one is better for points close to \( -1 \) or \( 1 \).

**Theorem 3.7.** For a polynomial \( P = \sum_{i=0}^{d} a_i x^i \), \( c \in [-1, 1] \) and \( r \in [-R, R] \),

\[
|P(c+r) - \sum_{k=0}^{m} \frac{1}{k!} p^{(k)}(c)| \leq \max_{i \in [0, d]} \left| a_i \right| \frac{R^{m+1}}{(m+1)!}.
\]

and if \( |c| \leq R \)

\[
|P(c+r) - \sum_{k=0}^{m} \frac{1}{k!} p^{(k)}(c)| \leq \max_{i \in [0, d]} \left| a_i \right| \frac{R^{m+1}}{(1-|c|-R^2)^{m+1}}.
\]

4 FAST CURVE ENCLOSURE

This section details our two algorithms for computing drawings of a polynomial curve \( P(X, Y) = 0 \). Both algorithms take advantage of the fast multipoint evaluation (\( \Box \text{FME} \) of Definition 3.5) with guaranteed error to partially evaluate the polynomial \( P(X, Y) \) with respect to the \( X \) variable. Then the fibers \( X = e_i \), that is the vertical lines, are processed either using the fast multipoint evaluation again together with a Taylor approximation (Algorithm 1 in Section 4.1), or using a classical subdivision algorithm (Algorithm 3 in Section 4.2). The input of our algorithms is a bivariate polynomial given in the monomial basis \( P(X, Y) = \sum_{i=0}^{d} \sum_{j=0}^{d} a_{ij} X^i Y^j \), and a Chebyshev grid of
size $N \times N$ illustrated in Figure 4. Note that the Chebyshev nodes (Eq. (2)) are naturally increasing in degree order, so that the domain covered by the grid is the square $[c_{i-1}, c_i]^2 \subseteq [-1,1]^2$. To describe the output, we define segments on the Chebyshev grid.

**Definition 4.1.** A vertical, resp. horizontal, segment is defined by a scalar and an interval, resp. by an interval and a scalar. For instance, Figure 4 displays the vertical segment $(c_5, [c_6, c_7])$.

**Definition 4.2.** Let $E=6(d+1)e(\|P\| \cdot d, N, p)$, with $e(\|P\| \cdot d, N, p)$ the bound given in Theorem 3.4. A segment $S$ between two consecutive nodes of the grid is called:

- crossed segment if the curves intersects $S$,
- candidate segment if $0 \in \Delta P(S) + [-E, E]$.

**Definition 4.3.** A set of pixels is a crossing-edge approximation if the set of edges of its pixels contains all the crossed segments and is contained in the set of candidate segments.

1-pass version algorithms. The output of Algorithms 1 and 3 is a set of vertical segments with end points on the grid, that contains all the vertical crossed segments, and is contained in the set of vertical candidate segments, according to Lemma 4.4 and 4.6.

2-pass version algorithms. We define the 2-pass versions of Algorithm 1 or 3 as the procedure running this algorithm as originally specified and then running it again switching the roles of $X$ and $Y$. One then obtains vertical and horizontal segments enclosing the intersections between the curve and all the lines of the grid. We call a pixel of the grid a rectangle defined by successive Chebyshev nodes, that is of the form $[c_{i-1}, c_i] \times [c_{j+1}, c_j]$ for $i, j \in \{0, \ldots, N-2\}$, see Figure 4. The output of the 2-pass algorithms is the set of pixels that have (at least) a side covered by the above-mentioned set of vertical and horizontal segments. Our drawing thus is a crossing-edge approximation defined in Definition 4.3 that ensures the 2-pass versions only miss small parts of the curve included in the interior of a pixel.

4.1 Multipoint partial evaluation and fast Taylor approximation

Algorithm 1 first uses the FME (Definition 3.5) to partially evaluate the polynomial $P(X,Y)$ with respect to the $X$ variable at all Chebyshev nodes $(c_i)$ (for loop of Line 3). The resulting univariate interval polynomials $P(c_i, Y)$ take the error generated by the finite precision arithmetic into account. Each vertical fiber $X = c_i$ is then processed separately. The univariate polynomial $P(c_i, Y)$ and its derivatives up to order $m$ are evaluated at all Chebyshev nodes $(c_j)$ using again the FME operator (for loop of Line 9). These data thus define a Taylor approximation of $P(c_i, Y)$ in a vertical neighborhood of each Chebyshev node $c_i$ (Line 15). Finally, a bound on the values of $P$ in this neighborhood is computed by the interval evaluation of this Taylor approximation together with Theorem 3.7 (Lines 16 to 18). When this interval evaluation contains the value 0, the algorithm outputs a vertical segment that may contain a true 0 value of $P$, that is an intersection with the curve $P(X, Y) = 0$ (Line 19).

**Lemma 4.4.** The set of vertical segments returned by Algorithm 1 contains all the vertical crossed segments, and is contained in the set of candidate segments.

**Proof.** The correctness of Algorithm 1 follows from the error analysis in Theorem 3.4 of the FME operator and the use of interval arithmetic in all the computations.

**Theorem 4.5.** The number of operations of Algorithm 1 is $O(Nd^2 + N^2 \log_2(N) + d^3)$.

**Proof.** The partial evaluation of $P(X, Y) = \sum_{j=0}^{d} \left( \sum_{i=0}^{d} a_{i,j} X^i \right) Y^j$ in $X$ is the evaluation of the $d+1$ polynomials $\sum_{i=0}^{d} a_{i,j} X^i$. In Line 4, each of these polynomials is evaluated via the FME at all Chebyshev nodes. The cost is $d+1$ times the cost of one FME of size $N$, that is $O(d(d^2 + N \log_2(N)))$ according to Lemma 2.4. In the for loop of Line 9, for each of the $N$ vertical fibers, the data for the degree $m$ Taylor approximations are computed at all Chebyshev nodes using the FME again for a complexity of $O(Nm(d^2 + N \log_2(N))) = O(N(d^2 + N \log_2(N)))$ assuming $m$ constant. In Line 13, the computation of the maximum absolute value of the coefficients of $P(c_i, Y)$ is in $O(d)$ and thus $O(dN)$ for all fibers. In the for loop of Line 14, for each $c_i$ and each $c_j$, the degree $m$ Taylor approximation is evaluated by interval arithmetic on the corresponding vertical neighborhood and the error from Theorem 3.7 is added. All these operations are linear in $m$, this gives a total complexity of $O(mN^2) = O(N^2)$. The total complexity of Algorithm 1 is thus $O(Nd^2 + N^2 \log_2(N) + d^3)$ since we assume $d < N$.

**4.2 Multipoint partial evaluation and subdivision**

The first part of Algorithm 3 is the same as Algorithm 1. The FME is used for partial evaluations. In each vertical fiber $X = c_i$, we need to identify the vertical segments that enclose the intersection of the curve $P(X, Y) = 0$ with the fiber. This is done using Algorithm 2, which is one variant of the different root isolation algorithms in the literature that can handle polynomials with interval coefficients [6, 7, 21, 34, 35].

**Lemma 4.6.** The set of vertical segments returned by Algorithm 3 contains all the vertical crossed segments, and is contained in the set of candidate segments.

**Proof.** The correctness of Algorithm 3 follows from the error analysis in Theorem 3.4 of the FME operator and the use of interval arithmetic in all the computations.

The complexity of the subdivision in Algorithm 2 depends on the size of its subdivision tree, whose depth is bounded in our variant by $\log_2(N)$. We are thus aiming at a complexity for Algorithm 3 that is output sensitive in $T$, the total number of nodes for the largest subdivision tree during the execution of the algorithm, that is over all the vertical fibers. In practice, one can expect that a curve crosses each fiber a constant number of times. If there is not many false positive segments in the output, $T = O(\log_2(N))$. In the worst case, one may have $T = O(N)$.

**Theorem 4.7.** The number of operations of Algorithm 3 is $O(d^3 + dN \log_2(N) + dNT)$, where $T$ is the maximum number of nodes of the subdivision trees over all vertical fibers.

**Proof.** As in the proof of Theorem 4.5, the partial evaluations of for loop of Line 3) has complexity $O(d^3 + dN \log_2(N))$. In Line 8, in each vertical fiber, the subdivision Algorithm 2 performs $O(T)$ interval evaluations of the partially evaluated univariate polynomial
5 EXPERIMENTS

We present experiments for the 2-pass versions of our two algorithms for the drawing of algebraic curves (Section 5.1) and compare them to state-of-the-art software (Section 5.2).

Our algorithms are implemented in Python and use the interval arithmetic of Arb [19] for Python. We fix $m = 3$ in Algorithm 1. Among the state-of-the-art implementations for drawing implicit curves, we have selected ImplicitEquations [18], the marching squares procedure.

of degree $d$. Using a classical Horner evaluation, each evaluation is in $O(d)$. The complexity for all the fibers is thus $O(NdT)$. $\square$

Algorithm 1: Multipoint partial evaluation with Taylor approximation

**Input:** A bivariate polynomial $P(X, Y) = \sum a_{ij}X^iY^j$ with $a \in \mathbb{R}^{(d+1) \times (d+1)}$, a Chebyshev grid resolution integer $N > 4d > 0$ and the order $m$ of the Taylor approximation.

**Output:** A set of vertical segments containing all the vertical crossed segments and contained in the set of candidate segments (Definition 4.2).

```
1: procedure TAYLOR(P, N, m)
2: d ∈ \mathbb{R}^{d \times (d+1)}
3: for j ← 0 to d do → Partial evaluations $\sum_{j=0}^d a_{ij}Y^j = P(c_i, Y)$
4: $d_0, ..., d_{N-1}, j ← \square$FME((a_0, ..., a_d, j), N)
5: N-point evaluation (Def. 3.5)
6: S ← ∅
7: q ∈ \mathbb{R}^{(m+1) \times N}
8: for i ← 0 to N−1 do → Processing vertical fiber $X = c_i$
9: for k ← 0 to m do
10: $q_{j=0}^d j Y^j = \text{diff}(\sum_{j=0}^d a_{ij}Y^j, k)$
11: $\sum_{j=0}^d q_{j} Y^j = \frac{dP(c_i, Y)}{dY}$
12: $\mathcal{P}(c_i, c_j)$
13: end for
14: $a_{i, \max} ← \max_{0 \leq j \leq d}|a_{ij}|$
15: for j ← 0 to N−1 do
16: $T ← \sum_{i=0}^{m} P_i Y^j$
17: Degree m Taylor approximation at $(c_i, c_j)$
18: if $j < N/2$ then $R ← \frac{c_i - c_j}{2}$, else $R ← \frac{c_j - c_i}{2}$
19: $β ← \frac{d_{i, \max} R^{m+1}}{1 - (1 - |c_i - c_j|R)^m}$
20: see Thm. 3.7
21: $T ← \frac{R^2}{2}$
22: if $0 ≤ β$ then
23: Add $(c_i, [c_j, c_j - 1])$ to $S$
24: end if
25: end for
26: end for
27: return $S$
28: end procedure
```
uniformly distributed in $[-100,100]$ and the weights are $w_{i,j} = 1$ for Kac polynomials, $w_{i,j} = \frac{d!}{i!(d-i-j)!}$ for the Kostlan-Shub-Smale (KSS) polynomials [37]. Our input polynomials are named $\text{random}_d$ _weight_ where $d$ is the total degree and weight is either “kac” or “kss” depending on the family of the polynomial.

### 5.1 Comparison of our two approaches

Figure 5 experimentally verifies the relevance of the FME, it displays the computation times of the certified partial evaluation of our polynomials using FME, with a complexity of $O(d^3 + dN \log_2(N))$, and using Horner’s method, with a complexity of $O(d^2 N)$. For the range of values we are interested in, specifically $10 \leq d \leq 100$ and $500 < N$ the FME is always faster. This justifies the use of the FME despite the preliminary costly change of basis.

Figures 6 show log-log graphs for different input polynomials for Algorithm 1 with Taylor approximation and Algorithm 3 with subdivision that both share a common partial evaluation step. The slopes of these plots give the power in the complexities with respect to $N$. In these examples, the subdivision is faster than the Taylor approximation. Moreover, the slopes are around 2 for Algorithm 1 and around 1 for Algorithm 3. This confirms the expected result from the complexity analysis of Theorems 4.5 and 4.7, indeed with $d^2 < N \log_2(N)$ and $T = O(\log_2(N))$, the complexities are respectively $O(d^3 \log_2(N))$ and $O(d N \log_2(N))$.

### 5.2 Comparison to state-of-the-art implementations

For our measures we choose to compute and save the results in PNG files. In Tables 6 and 7, all the implementations are tested on $\text{random}_20$ _kac_ and $\text{random}_100$ _kac_. The methods ImplicitEquations, Taylor and Subdivision, which provide some guarantees are highlighted in orange. For ImplicitEquations and MATLAB, we stopped the computation after 900 seconds. As we already saw, Algorithm 1 is slower than Algorithm 3. Moreover, in these tables, the subdivision is slightly faster than scikit up to a resolution of 1024, despite the fact that our code may be slowed by Python limitations. Tables 8, 9 and 10, for $\text{random}_20$ _kss_, $\text{random}_40$ _kac_ and $\text{random}_40$ _kss_ lead to the same conclusions.

Figure 8 presents the plots of $\text{random}_20$ _kac_ with Algorithm 3 and ImplicitEquations. Our algorithm returns a tighter enclosure. Figure 7 presents the plots of the KSS polynomial $\text{random}_20$ _kss_ for all implementations, except ImplicitEquations, at a higher resolution of $N = 1024$. Compared to the plots of Figure 8, the non-uniformity of the Chebyshev grid is no longer visible at this resolution and the outputs look similar.

The marching squares from scikit and Algorithm 3 are the fastest for all the resolutions that we have tested. So, we test them for even higher resolutions in Tables 3 and 4. For Kac polynomials, the two methods are comparable up to a resolution of 8162 and our method becomes faster for higher resolutions. On the other hand, our method faces stability issues for KSS polynomials when the resolution and the degree increase: degree 20 and 30 polynomials are computed faster, but not the degree 40 one. This is explained by the sensitivity of the IDCT to the size of the input coefficients. The error bound presented in Table 2 becomes insufficient to control the drawing. Indeed, for $\text{random}_40$ _kss_ with $N = 8192$, Theorem 3.4 yields $\|x - \tilde{x}\|_\infty \leq 1$, because the magnitude of the coefficients ranges from 1 to $10^{19}$ due to the KSS weights. For completeness, we also included in Table 5 the timings for Isotop, a state-of-the-art software based on CAD [9], that computes a drawing with a guaranteed topology and a low-resolution. We have also tested the curve $d\delta d_{1,1}$ from Challenge 13 from Oliver Labs [24]. It contains an 8-fold singularity and has high tangencies between branches. For this curve, Isotop takes about one second while our subdivision method takes 10s, 39s and 193s for respective resolutions of 1024, 4096 and 16384, in particular, it fails to discard pixels around the singularity.

Our approach combining FME and subdivision proves to be competitive in our experiments. Even though our guarantee is a weaker than the one provided by ImplicitEquations, our algorithm is faster. For all polynomials but $\text{random}_40$ _kss_, it is also significantly faster than the marching squares from scikit for high resolutions ($N \geq 16384$), and has similar timings for the lower resolutions. The speed limitation of our implementation could be due to the Python language. We also think that the techniques that we presented could be used to speed-up existing algorithms such as marching squares or subdivision approaches.

---

1https://isotop.gamble.loria.fr
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Table 5: Computation times of Isotop for different families of polynomials.

<table>
<thead>
<tr>
<th>Family</th>
<th>2.3</th>
<th>random_100_kac</th>
<th>&gt;2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>random_20_kac</td>
<td>18</td>
<td>random_20_kss</td>
<td>12</td>
</tr>
<tr>
<td>random_40_kac</td>
<td>81</td>
<td>random_30_kss</td>
<td>183</td>
</tr>
<tr>
<td>random_50_kac</td>
<td>1603</td>
<td>random_40_kss</td>
<td>688</td>
</tr>
</tbody>
</table>

Figure 7: random_20_kss, $N = 1024$

Table 3: Computation times of our subdivision algorithm for different families of polynomials with respect to the resolution.

<table>
<thead>
<tr>
<th>N</th>
<th>128</th>
<th>256</th>
<th>512</th>
<th>1024</th>
<th>2048</th>
<th>4096</th>
<th>8192</th>
<th>16384</th>
<th>32768</th>
</tr>
</thead>
<tbody>
<tr>
<td>random_20_kac</td>
<td>3.9</td>
<td>4.2</td>
<td>4.4</td>
<td>4.9</td>
<td>6.0</td>
<td>8.1</td>
<td>13</td>
<td>21</td>
<td>40</td>
</tr>
<tr>
<td>random_30_kac</td>
<td>4.1</td>
<td>4.1</td>
<td>4.3</td>
<td>4.7</td>
<td>5.5</td>
<td>7.3</td>
<td>11</td>
<td>18</td>
<td>33</td>
</tr>
<tr>
<td>random_40_kac</td>
<td>4.1</td>
<td>4.2</td>
<td>4.5</td>
<td>5.0</td>
<td>6.0</td>
<td>8.3</td>
<td>13</td>
<td>22</td>
<td>42</td>
</tr>
<tr>
<td>random_50_kac</td>
<td>5.3</td>
<td>4.2</td>
<td>4.4</td>
<td>5.1</td>
<td>6.2</td>
<td>8.5</td>
<td>13</td>
<td>23</td>
<td>44</td>
</tr>
<tr>
<td>random_100_kac</td>
<td>4.6</td>
<td>4.8</td>
<td>5.0</td>
<td>5.7</td>
<td>7.1</td>
<td>9.7</td>
<td>16</td>
<td>28</td>
<td>53</td>
</tr>
<tr>
<td>random_20_kss</td>
<td>4.1</td>
<td>4.3</td>
<td>4.4</td>
<td>5.2</td>
<td>6.1</td>
<td>9.2</td>
<td>15</td>
<td>26</td>
<td>48</td>
</tr>
<tr>
<td>random_30_kss</td>
<td>4.2</td>
<td>4.4</td>
<td>4.7</td>
<td>5.5</td>
<td>7.2</td>
<td>11</td>
<td>18</td>
<td>33</td>
<td>67</td>
</tr>
<tr>
<td>random_40_kss</td>
<td>4.2</td>
<td>4.5</td>
<td>5.1</td>
<td>6.2</td>
<td>8.7</td>
<td>15</td>
<td>36</td>
<td>145</td>
<td>718</td>
</tr>
</tbody>
</table>

Table 4: Computation times of scikit for different families of polynomials with respect to the resolution.

<table>
<thead>
<tr>
<th>N</th>
<th>128</th>
<th>256</th>
<th>512</th>
<th>1024</th>
<th>2048</th>
<th>4096</th>
<th>8192</th>
<th>16384</th>
<th>32768</th>
</tr>
</thead>
<tbody>
<tr>
<td>random_20_kac</td>
<td>5.9</td>
<td>5.8</td>
<td>5.8</td>
<td>5.9</td>
<td>6.2</td>
<td>7.2</td>
<td>11</td>
<td>29</td>
<td>83</td>
</tr>
<tr>
<td>random_30_kac</td>
<td>6.6</td>
<td>5.8</td>
<td>5.8</td>
<td>5.9</td>
<td>6.2</td>
<td>7.4</td>
<td>12</td>
<td>32</td>
<td>108</td>
</tr>
<tr>
<td>random_40_kac</td>
<td>6.5</td>
<td>5.9</td>
<td>5.8</td>
<td>5.8</td>
<td>6.3</td>
<td>7.6</td>
<td>12</td>
<td>35</td>
<td>116</td>
</tr>
<tr>
<td>random_50_kac</td>
<td>6.5</td>
<td>5.7</td>
<td>5.7</td>
<td>5.9</td>
<td>6.2</td>
<td>7.8</td>
<td>13</td>
<td>36</td>
<td>132</td>
</tr>
<tr>
<td>random_100_kac</td>
<td>6.4</td>
<td>5.7</td>
<td>5.8</td>
<td>6.0</td>
<td>6.5</td>
<td>8.5</td>
<td>17</td>
<td>49</td>
<td>232</td>
</tr>
<tr>
<td>random_20_kss</td>
<td>6.6</td>
<td>5.8</td>
<td>5.9</td>
<td>5.8</td>
<td>6.2</td>
<td>7.3</td>
<td>11</td>
<td>29</td>
<td>78</td>
</tr>
<tr>
<td>random_30_kss</td>
<td>6.7</td>
<td>5.9</td>
<td>5.8</td>
<td>5.8</td>
<td>6.3</td>
<td>7.4</td>
<td>12</td>
<td>32</td>
<td>102</td>
</tr>
<tr>
<td>random_40_kss</td>
<td>6.6</td>
<td>5.9</td>
<td>5.9</td>
<td>5.6</td>
<td>6.3</td>
<td>7.7</td>
<td>12</td>
<td>35</td>
<td>114</td>
</tr>
</tbody>
</table>

Table 6: Computation times for random_20_kac (in seconds), with our implementations highlighted in orange.

<table>
<thead>
<tr>
<th>Method</th>
<th>scikit</th>
<th>MATLAB</th>
<th>ImplicitEquations</th>
<th>taylor</th>
<th>subdivision</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>128</td>
<td>256</td>
<td>512</td>
<td>1024</td>
<td>2048</td>
</tr>
<tr>
<td>scikit</td>
<td>5.8</td>
<td>5.7</td>
<td>5.8</td>
<td>5.9</td>
<td>6.3</td>
</tr>
<tr>
<td>MATLAB</td>
<td>12</td>
<td>19</td>
<td>49</td>
<td>167</td>
<td>636</td>
</tr>
<tr>
<td>ImplicitEquations</td>
<td>281</td>
<td>599</td>
<td>&gt;900</td>
<td>&gt;900</td>
<td>&gt;900</td>
</tr>
<tr>
<td>taylor</td>
<td>4.5</td>
<td>5.8</td>
<td>11</td>
<td>26</td>
<td>87</td>
</tr>
<tr>
<td>subdivision</td>
<td>3.7</td>
<td>4.2</td>
<td>4.4</td>
<td>4.9</td>
<td>5.9</td>
</tr>
</tbody>
</table>

Table 7: Computation times for random_100_kac (in seconds), with our implementations highlighted in orange.

<table>
<thead>
<tr>
<th>Method</th>
<th>scikit</th>
<th>MATLAB</th>
<th>ImplicitEquations</th>
<th>taylor</th>
<th>subdivision</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>128</td>
<td>256</td>
<td>512</td>
<td>1024</td>
<td>2048</td>
</tr>
<tr>
<td>scikit</td>
<td>5.8</td>
<td>5.8</td>
<td>5.8</td>
<td>5.9</td>
<td>6.2</td>
</tr>
<tr>
<td>MATLAB</td>
<td>79</td>
<td>283</td>
<td>&gt;900</td>
<td>&gt;900</td>
<td>&gt;900</td>
</tr>
<tr>
<td>ImplicitEquations</td>
<td>&gt;900</td>
<td>&gt;900</td>
<td>&gt;900</td>
<td>&gt;900</td>
<td>&gt;900</td>
</tr>
<tr>
<td>taylor</td>
<td>7.4</td>
<td>11</td>
<td>20</td>
<td>46</td>
<td>128</td>
</tr>
<tr>
<td>subdivision</td>
<td>6.1</td>
<td>4.7</td>
<td>5.1</td>
<td>5.7</td>
<td>6.5</td>
</tr>
</tbody>
</table>

Table 8: Computation times for random_20_kss (in seconds), with our implementations highlighted in orange.

<table>
<thead>
<tr>
<th>Method</th>
<th>scikit</th>
<th>MATLAB</th>
<th>ImplicitEquations</th>
<th>taylor</th>
<th>subdivision</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>128</td>
<td>256</td>
<td>512</td>
<td>1024</td>
<td>2048</td>
</tr>
<tr>
<td>scikit</td>
<td>5.8</td>
<td>5.8</td>
<td>5.8</td>
<td>5.9</td>
<td>6.2</td>
</tr>
<tr>
<td>MATLAB</td>
<td>11</td>
<td>18</td>
<td>48</td>
<td>165</td>
<td>638</td>
</tr>
<tr>
<td>ImplicitEquations</td>
<td>&gt;900</td>
<td>&gt;900</td>
<td>&gt;900</td>
<td>&gt;900</td>
<td>&gt;900</td>
</tr>
<tr>
<td>taylor</td>
<td>4.5</td>
<td>5.8</td>
<td>10</td>
<td>26</td>
<td>86</td>
</tr>
<tr>
<td>subdivision</td>
<td>4.1</td>
<td>4.2</td>
<td>4.4</td>
<td>5.1</td>
<td>6.5</td>
</tr>
</tbody>
</table>

Table 9: Computation times for random_40_kac (in seconds), with our implementations highlighted in orange.

<table>
<thead>
<tr>
<th>Method</th>
<th>scikit</th>
<th>MATLAB</th>
<th>ImplicitEquations</th>
<th>taylor</th>
<th>subdivision</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>128</td>
<td>256</td>
<td>512</td>
<td>1024</td>
<td>2048</td>
</tr>
<tr>
<td>scikit</td>
<td>5.8</td>
<td>6.0</td>
<td>6.0</td>
<td>6.1</td>
<td>6.3</td>
</tr>
<tr>
<td>MATLAB</td>
<td>20.3</td>
<td>48.7</td>
<td>169</td>
<td>651</td>
<td>&gt;900</td>
</tr>
<tr>
<td>ImplicitEquations</td>
<td>&gt;900</td>
<td>&gt;900</td>
<td>&gt;900</td>
<td>&gt;900</td>
<td>&gt;900</td>
</tr>
<tr>
<td>taylor</td>
<td>5.0</td>
<td>6.6</td>
<td>12</td>
<td>30</td>
<td>94</td>
</tr>
<tr>
<td>subdivision</td>
<td>4.0</td>
<td>4.2</td>
<td>4.5</td>
<td>5.0</td>
<td>6.1</td>
</tr>
</tbody>
</table>

Table 10: Computation times for random_40_kss (in seconds), with our implementations highlighted in orange.

<table>
<thead>
<tr>
<th>Method</th>
<th>scikit</th>
<th>MATLAB</th>
<th>ImplicitEquations</th>
<th>taylor</th>
<th>subdivision</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>128</td>
<td>256</td>
<td>512</td>
<td>1024</td>
<td>2048</td>
</tr>
<tr>
<td>scikit</td>
<td>5.8</td>
<td>5.8</td>
<td>5.8</td>
<td>6.0</td>
<td>6.3</td>
</tr>
<tr>
<td>MATLAB</td>
<td>19</td>
<td>50</td>
<td>171</td>
<td>656</td>
<td>&gt;900</td>
</tr>
<tr>
<td>ImplicitEquations</td>
<td>&gt;900</td>
<td>&gt;900</td>
<td>&gt;900</td>
<td>&gt;900</td>
<td>&gt;900</td>
</tr>
<tr>
<td>taylor</td>
<td>5.0</td>
<td>6.7</td>
<td>12</td>
<td>30</td>
<td>96</td>
</tr>
<tr>
<td>subdivision</td>
<td>4.2</td>
<td>4.4</td>
<td>5.0</td>
<td>6.2</td>
<td>8.7</td>
</tr>
</tbody>
</table>

Figure 8: random_20_kac, $N = 128$