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Abstract. This article introduces multityped abstract categorial gram-
mars and show that a suitable composition operation can be defined.
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1 Introduction

Abstract categorial grammars (ACGs, [4]) is an expressive compositional frame-
work for both syntax and semantics. It is known to deeply encode several context-
free formalisms, such as context-free grammars (CFGs) or tree-adjoining gram-
mars (TAGs, [7]). However, just as for these symbolic grammatical formalisms,
large-scale grammars exhibit a combinatorial explosion of parsing ambiguity.
A widespread method to tackle this issue is to use statistics and probabilities,
leading for instance to probabilistic CFGs (pCFGs, [11,2]) and probabilistic TAGs
(pTAGs, [10,3]). An important goal would then be to also extend ACGs with
probabilities or weights.

Yet, ACGs come with features that make this extension non-trivial. In par-
ticular, as Figure 1a illustrates with the main ACGs given as examples in this
article, ACGs can be composed by making the parse structures of a grammar Gt2s
the surface structures of another ACG Gder2t, simply by function composition.
The resulting composition G = Gt2s ◦ Gder2t is an ACG.

Introducing preferences to some specific structures at a given level, eventually
expressed by weights, requires to be able to distinguish between the structures
at this level. For instance, distinguishing between left or right branching trees
from other binary trees in Λ(Σtree) (done in Example 4), distinguishing between
derivation trees of Λ(Σderivation) where adjunctions occur high or deep, distin-
guishing between strings containing some specific sequences in Λ(Σstr), etc. Such
distinctions, exemplified with dotted arrows in Figure 1 and informally called
distinguishing schemas, typically rely on defining an additional ACG to control
the generated structures, such as Glr-tree that maps Λ(Σlr-tree) to Λ(Σtree) in
Figure 1b, pretty much in the same way as adding states in an automaton allows
for more fine-grained distinction between accepted inputs. This highlights an
important new grammatical object: the composition of an ACG (plain arrows on
Figure 1) with another ACG (dotted arrows) allowing for distinguishing between
parse structures of the former ACG, e.g., Gt2s ◦ Glr-tree.
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We then expect to have a well-behaved composition of these new grammatical
objects as well. In particular the result should indeed be one of these new gram-
matical objects, as Figure 1c illustrates (also see its formally defined couterpart
in Figure 5). We will see that the dotted arrows of Figure 1 correspond to specific
ACGs, namely relabelings. The difficulty we address here is then to combine these
new grammatical objects into equivalent ones that also make use of relabelings.

To this end, this article introduces multityped ACGs (mACGs). Multityped
ACG are the underlying discrete mathematical structures that will support
weighting extension (not presented here). It also shows that a suitable notion of
composition can be defined for multityped ACGs.

Λ(Σtree)
(binary trees)

Λ(Σderivation)
(derivation trees)

Gder2t

Λ(Σstr)
(strings)

Gt2s

(a) Standard ACG
composition

Λ(Σtree)
(binary trees)

Distinguishing
schema for

left and right-
branching trees
Λ(Σlr-tree)

Glr-tree

Λ(Σderivation)
(derivation trees)

Distinguishing
schema for some

derivations

Gder2t

Λ(Σstr)
(strings)

Gt2s

(b) Addition of distinguishing schemas

Λ(Σderivation)
(derivation trees)

Integrated distin-
guishing schema

Λ(Σstr)
(strings)

Gt2s ◦ Gder2t

(c) Composition taking distinguishing
schemas into account

Fig. 1: Composition of ACGs

Section 2 sets the main mathematical notions used in the article and introduces
examples to be used through the different sections. It then briefly but formally
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introduces ACGs. Using these notions, Section 2.2 develops the motivations
and the directions for extending ACGs. Section 3 defines overloaded signatures
and multityped ACGs, and Section 4 addresses the problem of multityped ACG
composition.

2 Abstract Categorial Grammars
ACGs were introduced by [4]. With respect to other grammatical formalisms
(e.g., CFGs, TAGs, or combinatory categorial grammar, [13]), ACGs have the
following discriminating key features:

– An ACG actually defines two languages: an abstract and an object one. The
former can generally be seen as the set of admissible parse structures, while
the latter can be seen as the set of corresponding surface structures in a
broad sense: strings, for instance, but also logical formulas.

– The languages are sets of (linear) λ-terms, that generalize both strings and
trees.

– A lexicon defines the relation between the abstract and the object language.
It is a homomorphism that interprets abstract structures as object ones.

– Because both abstract and object languages are sets of λ-terms, ACGs have
built-in support for grammar composition.

2.1 Definitions
Definition 1 (Linear Implicative Type). Let A be a set of atomic types. The
set TA of linear implicative types built upon A is inductively defined as follows:

– if a ∈ A, then a ∈ TA;
– if α, β ∈ TA, then (α( β) ∈ TA.

In order to save parentheses, we use the usual convention of right association,
i.e., we write α1 ( α2 ( · · ·αn( α for (α1 ( (α2 ( · · · (αn( α) · · · )).

Definition 2 (Type Morphism and Relabeling). Given two sets of atomic
types, A and B, a mapping h : TA → TB is called a type homomorphism (or a
type substitution) if it satisfies the following condition: ∀α, β ∈ TA, h(α( β) =
h(α)( h(β).

A type substitution mapping atomic types to atomic types is called a type
relabeling.

Thus, a type morphism is fully defined by how it maps atomic types to linear
implicative types.

Definition 3 (Skeleton of a Type). Let A be a set of atomic types and let
A = {�}. The skeleton of a type α ∈ TA is skelA(α) where skelA : TA → TA
is the relabeling mapping atomic types of TA, i.e., elements of A, to the unique
atomic type �.

For instance, skel((NP ( S)( NP) = (� ( �)( �.
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Definition 4 (Higher-Order Linear Signature). A higher-order linear sig-
nature is a triple Σ = 〈A,C, τ〉, where:

– A is a finite set of atomic types;
– C is a finite set of constants;
– τ : C → TA is a function that assigns to each constant in C a linear
implicative type in TA.

Given, a higher-order linear signature Σ, we write AΣ, CΣ, and τΣ for its
respective components.

Definition 5 (Linear λ-Term). Let X be an infinite countable set of variables
and Σ be a higher-order linear signature (X and CΣ disjoint). The set Λ(Σ) of
linear λ-terms built upon Σ is inductively defined as follows:

– if c ∈ CΣ, then c ∈ Λ(Σ);
– if x ∈ X, then x ∈ Λ(Σ);
– if x ∈ X, t ∈ Λ(Σ), and x occurs free in t exactly once, then (λx. t) ∈ Λ(Σ);
– if t, u ∈ Λ(Σ), and the sets of free variables of t and u are disjoint, then

(t u) ∈ Λ(Σ).

Λ(Σ) is provided with the usual notions of α-conversion, β-reduction, and η-
reduction [1]. In this paper, all linear λ-terms are identified up to α-conversion.
Let t and u be linear λ-terms. We write t→β u and t =β u for the relations of
β-reduction and β-equivalence, respectively.

Definition 6 (λ-Term Homomorphism and Relabeling). Let Σ1 and Σ2
be two signatures. We say that a mapping h : Λ(Σ1)→ Λ(Σ2) is a λ-term homo-
morphism if it satisfies the following conditions: ∀t, u ∈ Λ(Σ1), x ∈ X,h(x) = x,
h(λx. t) = λx. h(t), and h(t u) = h(t) (h(u)).

A λ-term homomorphism that maps constants of Σ1, i.e., elements of CΣ1 ,
to constants of Σ2, i.e., elements of CΣ2 , is called a term relabeling.

Thus, a λ-term homomorphism is fully defined by how it maps constants to
linear λ-terms.

Definition 7 (Typing Context and Judgment). Let Σ be a higher-order
linear signature Σ. A typing context Γ is a finite multiset of pairs x : α such
that x is a variable and α ∈ TAΣ .

A typing judgment Γ `Σ t : α assigns the type α ∈ TAΣ to the term t ∈ Λ(Σ)
in the context Γ if Γ `Σ t : α is the root of a derivation tree obeying the rules of
Table 1.

We note t :Σ α (or simply t : α when Σ is explicit from the context) for `Σ t :
α, i.e., when the typing context is empty. We also note Γ ` u : α =β ∆ ` v : β
for u =β v, α = β and Γ = ∆.
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(var)
x : α `Σ x : α

Γ, x : α `Σ t : β
(abs)

Γ `Σ λx. t : α( β

(cst)
`Σ c : τΣ(c)

Γ1 `Σ t : α( β Γ2 `Σ u : α
(app)

Γ1, Γ2 `Σ t u : β
Table 1: Inference rules, given a signature Σ

Example 1 (Tree Signature). We can define a signature Σtree for binary trees
with a binary symbol c and two nullary symbols a and b as follows: Σtree =
〈AΣtree , CΣtree , τΣtree〉 where: AΣtree = {T}; CΣtree = {a, b, c}; and τΣtree(a) = T ,
τΣtree(b) = T , τΣtree(c) = T ( T ( T .

Terms of Λ(Σtree) of type T include, for instance, the ones defined in Equa-
tions (1a–1d) and which correspond to the trees of Figure 2.

t2a = c (c a b) (c a b) (1a)
t2b = c a (c (c b a) b) (1b)

t2c = c (c (c a b) a) b (1c)
t2d = c a (c b (c a b)) (1d)

c

c

a b

c

a b

(a) Balanced
tree

c

a c

c

b a

b

(b)
Mixed
tree

c

c

c

a b

a

b

(c) Left-
branching
tree

c

a c

b c

a b

(d) Right-
branching
tree

Fig. 2: Terms of Λ(Σtree)

Example 2 (String Signature). We define a signature Σstr for strings using the a
and b string symbols as follows: Σstr = 〈AΣstr , CΣstr , τΣstr〉 where:

– AΣstr = {o} will allow us to define the complex type of strings σ = o( o for
which concatenation is functional composition (the λ-term + = λf g. λz. f (g z) :
σ( σ( σ) and the empty string is the identity (λx. x : σ)

– CΣstr = {a, b}
– τΣstr(a) = τΣstr(b) = σ

For instance, the string ab corresponds to the term λz. a (b z) of Λ(Σstr); and it
duplication abab is λz. a (b z) + λz. a (b z) = λz. a (b (a (b z)))(= a+ b+ a+ b).

Definition 8 (Simple Lexicon and Relabeling). Let Σ1 = 〈A1, C1, τ1〉 and
Σ2 = 〈A2, C2, τ2〉 be two higher-order signatures. A lexicon L : Σ1 → Σ2 is a
pair 〈F,G〉 such that:
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– F : A1 → TA2 is a type homomorphism that interprets linear implicative
types built upon Σ1 as linear implicative types built upon Σ2;

– G : C1 → Λ(Σ2) is a term homomorphism that interprets linear λ-terms built
upon Σ1 as linear λ-terms built upon Σ2;

– the interpretation functions are compatible with the typing relation, i.e., for
any c ∈ C1, `Σ2 G(c) : F (τ1(c)) is derivable.

When F and G are respectively type and term relabelings, the lexicon is called a
relabeling.

In the sequel, given such a lexicon L = 〈F,G〉, L(a) will stand for either
F (a) or G(a), according to the context and a := b will stand for L(a) = b. We
also write L(x1 : α1, . . . , xn : αn) for the context x1 : L(α1), . . . , xn : L(αn),
and L(Γ `Σ1 u : α) for L(Γ ) `Σ2 L(u) : L(α).

Lemma 1. Let R be a relabeling from Σ1 to Σ2. Let t ∈ Λ(Σ2) and N ∈ Λ(Σ1)
such that R(N) =β t. There exists a unique M =β N such that R(M) = t.

Proof. The β-equivalence boils down to the two cases where either R(N) or t is
a redex and reduction is performed in one step.

The first case is R(N) = (λx.u)v →β t. Since relabelings preserve structures,
N has the form (λx.N0)N1. Thus M = N0[x := N1].

The second case is t = (λx.u)v →β R(N). Since relabelings preserve struc-
tures, N has the form N0[x := N1]. Thus M = (λx.N0)N1.

Definition 9 (Abstract Categorial Grammar). An abstract categorial gram-
mar is a quadruple, G = 〈Σ1, Σ2,L, S〉, where:

– Σ1 and Σ2 are two higher-order linear signatures. They are called the abstract
vocabulary and the object vocabulary, respectively. Terms of Λ(Σ1) (resp.
Λ(Σ2)) are called abstract terms (resp. object terms).

– L : Σ1 → Σ2 is a lexicon from the abstract vocabulary to the object vocabulary.
– S is a set of distinguished abstract types of the abstract vocabulary.

Example 3 (Tree Interpretation). Using the signatures defined in Examples 1
and 2, we can now define an ACG Gt2s = 〈Σtree, Σstr,Lt2s, {T}〉 where

– Lt2s(T ) = σ, i.e., a tree (a term of Λ(Σtree)) is interpreted as string.
– Lt2s(a) = a and Lt2s(b) = b.
– Lt2s(c) = λl r. l + r, where + is the concatenation of strings.

We then check that Lt2s(t2a) = Lt2s(t2b) = Lt2s(t2c) = Lt2s(t2d) = a+ b+ a+ b.

Definition 10 (Abstract and Object Languages). Let G = 〈Σ1, Σ2,L, S〉
be an ACG. The abstract language of G is A(G) = {t ∈ Λ(Σ1)|∃α ∈ S,`Σ1 t : α}.
The object language of G is O(G) = {u ∈ Λ(Σ2)|∃t ∈ A(G), u = L(t)}.

Given an ACG G = 〈Σ1, Σ2,L, S〉, the ACG parsing of a term u of Λ(Σ2)
amounts to finding t ∈ A(G) such that L(t) = u.
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Example 4 (ACG Composition). The ACG Gt2s of Example 3 defines the object
language O(Gt2s) = (a|b)+.

Regarding the abstract language O(Gt2s), it contains any binary tree, such as
the ones exemplified in Figure 2. For instance, a+ b+ a+ b has five antecedents
by Lt2s (among which the terms corresponding to the trees of Figure 2).

Let us now assume we are only interested in left or right-branching trees. We
are going to define an ACG Glr-tree = 〈Σlr-tree, Σtree,Llr-tree, S〉 in which terms
of the abstract language are left or right-branching trees, and compose it with
Gt2s so that we do not need to redefine the string interpretation.

We define a signature Σlr-tree with AΣlr-tree = {Tu, Tl, Tr} and CΣlr-tree =
{au, bu, al, bl, ar, br, cl, cr}. The type assigment τΣlr-tree is such that: τΣlr-tree(vw) =
Tw for v ∈ {a, b} and w ∈ {u, l, r}, while τΣlr-tree(cl) = Tl ( Tu ( Tl and
τΣlr-tree(cr) = Tu( Tr ( Tr.

The definition of Llr-tree : AΣlr-tree → Λ(Σtree) is straightforward: Llr-tree(Tv) =
T for any v ∈ {u, l, r} and Llr-tree(xv) = x for any x ∈ {a, b, c} and v ∈ {u, l, r}.
Terms of A(Glr-tree) (when S = {Tl, Tr}) then only consists of left-branching or
right-branching trees, and they can be interpreted as strings by Lt2s ◦Llr-tree.
For instance, a+ b+ a+ b now only has two antecedents by Lt2s ◦Llr-tree: the
terms of A(GΣlr-tree) that are interpreted by Llr-tree as terms corresponding to
the trees of Figures 2c and 2d.

2.2 Distinguishing between Structures
Albeit through quite a simple lexicon, Example 4 illustrates the composition
ability of ACGs. The lexicon Llr-tree is actually an example of a relabeling. From
the Σtree point of view, it means that c is not considered with the full generality
of the T ( T ( T type, but either with the more specific type Tl( Tu( Tl
or the more specific type Tu( Tr ( Tr. On the other hand, its interpretation
by Lt2s remains unchanged.

We decided to restrict the admissible parse structures to left-branching
and right-branching trees. However, we eventually are interested in preferences
and ranking, not only in membership. So we want to distinguish left and right
branching trees (and possibly give them preference), but we don’t want to exclude
some other tree structures. For instance, we could add a constant c′l with type
Tr ( Tu( Tl, and a constant c′r with type Tu( Tl( Tr. This is reminiscent
to adding states in tree automata to distinguish transitions triggered by a same
symbol. Because all these constants are interpreted as c, we could equivalently
assign c this set of types and possibly add a weight to each of its typings, pretty
much as weights can be added to transition of tree automata [6,9].

Note that, although ACGs in the examples feature abstract constants with
parameters of atomic type, the approach also extends to higher-order signatures
where abstract constants may have functions as parameters.

However, we first have to precisely define multityped ACGs, and check what
the implications on ACG operations such as composition are. In particular,
the relabelings can introduce distinction between structures at any level when
composing ACGs. We therefore expect them to combine in order to define an
equivalent distinction for the resulting composed ACG.
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3 Multityped Abstract Categorial Grammars
3.1 Overloaded Signatures
The main differences between simple signatures and overloaded ones is the rela-
tional nature of the type assignment, and the addition of the skeleton constraint.

Definition 11 (Overloaded Signature). An overloaded signature is a triple
Π = 〈A,C, τ+〉, where:

– A is a finite set of atomic types;
– C is a finite set of constants;
– τ+ : C → Pf (TA) is a function that assigns to each constant in C a non-
empty finite set of linear implicative types in TA;

– a constant’s types share a skeleton: ∀c ∈ C,∀α, β ∈ τ+(c), skel(α) = skel(β)

Given a signature Π = 〈A,C, τ+〉, we write TΠ for TA and Λ(Π) for Λ(C).

Example 5. We can now formally define the overloaded signature Π mentioned in
Section 2.2 as a follow up to Example 4. Π = 〈A,C, τ+〉 where: A = {Tu, Tl, Tr};
C = {a, b, c}; τ+ is given by Table 2.

Note that Π satisfies the skeleton constraint. It would not be the case, for
instance, if a was additionally given an implicative type such as Tl( Tr.

a :

{
Tu,
Tl,
Tr

}
b :

{
Tu,
Tl,
Tr

}
c :
{
Tl ( Tu ( Tl,
Tu ( Tr ( Tr

}
Table 2: The overloaded signature Π

Typing judgments are still defined by induction on the typing rules featured
in Table 1, but for the typing rule of constants which is slightly amended as

follows:
α ∈ τΠ(c)

(cst+)
`Π c : α

.

It can be shown (see Section 3.3) that to any overloaded signature Π corre-
sponds a triple (ΣT

Π , Σ
Λ
Π ,RΠ) where ΣT

Π (the type carrier of Π) and ΣΛ
Π (the

term carrier of Π) are simple signatures and RΠ : ΣT
Π → ΣΛ

Π is a relabeling,
such that Γ `Π M : α iff there exists t ∈ Λ(ΣT

Π) such that RΠ(t) = M and
Γ `ΣT

Π
t : α (see Lemma 2). The reverse also holds (see Lemma 3).

3.2 Lexicons and Multityped ACGs
We now want to define a lexicon L + between an overloaded signature Π and
a simple signature Σ. A guiding principle is to refer to the carriers of Π and
to the relabeling RΠ : ΣT

Π → ΣΛ
Π that simulates Π (see Lemma 2). We can
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then consider the simple lexicons L T : ΣT
Π → Σ and L Λ : ΣΛ

Π → Σ. These
two lexicons respectively act on the linear implicative types, and on the linear
λ-terms built upon Π.

To preserve typing judgments, we require L T and L Λ to comply with the
diagram in Figure 3a: for any Γ `ΣT

Π
t : α, L T(Γ `ΣT

Π
t : α) =β L Λ◦RΠ(Γ `ΣT

Π

t : α). From Section 3.3, this is equivalent to requiring that for any Γ `Π M :
α, there exists t ∈ Λ(ΣT

Π) such that RΠ(t) = M and L T(Γ ) `Σ L T(t) :
L T(α) =β L Λ([Γ ]∼Π ) `Σ L Λ(M) : L Λ([α]∼Π ) where Γ = x1 : α1, . . . , xn : αn
and [Γ ]∼Π = x1 : [α1]∼Π , . . . , xn : [αn]∼Π .

ΣT
Π ΣΛ

Π

Σ

L T

RΠ

LΛ

(a) Diagram of a lexicon L + : Π → Σ

ΣT
Π0

ΣΛ
Π0

ΣT
Π1

ΣΛ
Π1

Σ1

RΠ0

L T
0 LΛ

0RΠ1

L T
1 LΛ

1

(b) Maps defined by two ACGs with a shared
vocabulary

Fig. 3: Diagrams describing mACGs

Thus, we define the lexicon L + from Π to Σ such that ∀α ∈ TΠ ,L +(α) =
L T(α) and ∀M ∈ Λ(Π),L +(M) = L Λ(M). In particular, L + maps Π-
equivalent (atomic) types to the same type.

Definition 12 (Lexicon). Let Π = 〈A,C, τ+〉 be an overloaded signature and
Σ a simple signature. A lexicon from Π to Σ is a pair L + = 〈F,G〉 such that:

– F : TΠ → TΣ is a type homomorphism that interprets linear implicative
types built upon Π as linear implicative types built upon Σ;

– G : Λ(Π) → Λ(Σ) is a term homomorphism that interprets linear λ-terms
built upon Π as linear λ-terms built upon Σ;

– the interpretation homomorphisms are compatible with the typing relation:
∀c ∈ C,∀α ∈ τ+(c),`Π G(c) : F (α)

– the type homomorphism maps the skeleton equivalence to the equality: ∀a, b ∈
A, a ∼Π b⇒ F (a) = F (b)

We write L +(α) for F (α), L +(M) for G(M), L +(Γ ) for F (Γ ), and L +(Γ `Π
M : α) for L +(Γ ) `Σ L +(M) : L +(α).

As for simple lexicons (see Definition 8), it is sufficient to define a lexicon on
the domain signature.
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Conversely, given a lexicon L + : Π → Σ, one defines L T : ΣT
Π → Σ the

type lexicon of L + and L Λ : ΣΛ
Π → Σ the term lexicon of L + as follows:

L T(t) = L + ◦RΠ(t) if t ∈ Λ(ΣT
Π) L T(α) = L +(α) if α ∈ TΣT

Π

L Λ(M) = L +(M) if M ∈ Λ(ΣΛ
Π) L Λ([α]∼Π ) = L +(α) if [α]∼Π ∈ TΣΛ

Π

Then: L + and L T act the same on linear implicative types; L + and L Λ

act the same on linear λ-terms; and L T and L Λ comply with the Figure 3a.

Example 6 (Lexicon from an Overloaded Signature). Using the overloaded sig-
nature of Table 2 and the simple signature Σstr defined in Example 2, we can
define the lexicon:

Tu, Tl, Tr := σ a := a b := b c := λl r. l + r

Because a is assigned the three atomic types Tu, Tl, and Tr these types are
skeleton equivalent and are required to be interpreted by the same type of TAΣstr

.

Definition 13 (Multityped ACG). A multityped abstract categorial grammar
(mACG) is a quadruple G + = 〈Π,Σ,L +, S〉 where:

– Π is an overloaded signature;
– Σ is a simple signature;
– L + : Π → Σ is a lexicon from Π to Σ;
– S is a set of distinguished abstract types of TΠ .

Definition 14 (Abstract and Object Languages of a Multityped ACG).
Let G + = 〈Π,Σ,L +, S〉 be an ACG. The abstract language of G + is A(G +),
where A(G +) = {t ∈ Λ(Π)|∃α ∈ S,`Π t : α}.

The object language of G + is O(G +) = {u ∈ Λ(Σ)|∃t ∈ A(G +), u = L +(t)}.

Example 7 (Multityped ACG). We can now define the multityped ACG G + =
〈Π,Σstr,L +, {Tl, Tr}〉 from the lexicon of Example 6. As in Example 3, L +(t2a) =
L +(t2b) = L +(t2c) = L +(t2d) = a + b + a + b (the ti are defined in Equa-
tions 1a–1d). However, only t2c = c (c (c a b) a) b and t2d = c a (c b (c a b)) can be
given a type in Π (Tl and Tr, resp.). They both belong to A(G +).

3.3 Multityped ACGs as Commutative Diagrams
This section shows that overloaded signatures are actually as expressive as simple
signatures. Indeed, as illustrated in Figure 3a, an overloaded signature Π can be
simulated with two simple ones linked with a relabeling RΠ : ΣT

Π → ΣΛ
Π . As a

result, overloading preserves properties of simple higher-order linear signatures.
We identify types that can occur at the same position in terms of Λ(Π).

Definition 15 (Skeleton Equivalence). Let Π be an overloaded signature.
Then ∼Π is the smallest equivalence relation such that:

– if there exists a constant c ∈ Π such that α, β ∈ τ+(c), then α ∼Π β;
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– if α0 ( α1 ∼Π β0 ( β1, then α0 ∼Π β0 and α1 ∼Π β1;
– if α0 ∼Π β0 and α1 ∼Π β1, then α0 ( α1 ∼Π β0 ( β1;

We say α and β are Π-equivalent for α ∼Π β.

Note that skeleton equivalence implies skeleton equality. Then, we define the
relabeling, its domain and its codomain.

Definition 16 (Carriers). Let Π = 〈A,C, τ+〉 be an overloaded signature.

– The type carrier ΣT
Π = 〈A,C ′, τ0〉 of Π is the simple signature where C ′ =⊎

c∈C
{cα | α ∈ τ+(c)} and τ0 : cα 7→ α.

– The term carrier ΣΛ
Π = 〈A/∼Π , C, τ1〉 of Π is the simple signature where

τ1 : c 7→ [α]∼Π and α ∈ τ+
c is any type of c;

– The carrier relabeling RΠ : ΣT
Π → ΣΛ

Π of Π is the relabeling such that
∀cα ∈ C ′,RΠ(cα) = c and ∀a ∈ A,RΠ(a) = [a]∼Π .

The domain ΣT
Π of RΠ is called the type carrier of Π, for it builds the same

linear implicative types as Π. Moreover, to each constant c of Π corresponds
|τ+(c)| constants cα : α in ΣT

Π , one for each α ∈ τ+(c). Therefore, type-checking
a term u : β ∈ Λ(Π) corresponds to checking whether there is some t : β ∈ Λ(ΣT

Π)
such that RΠ(t) = u, as Lemma 2 shows.

The codomain ΣΛ
Π of RΠ is called the term carrier of Π, for it builds the

same linear λ-terms as Π. So that ΣΛ
Π is a simple signature, its set of linear

implicative types is the quotient of TΠ by the skeleton equivalence ∼Π .
As for the carrier relabeling RΠ , it maps the duplicated constants cα to their

generators c and the types α to their equivalence classes [α]∼Π .

Lemma 2 (Carriers). Let Π = 〈A,C, τ+〉 be an overloaded signature. Let
ΣT
Π = 〈A,C ′, τ0〉 be its type carrier, ΣΛ

Π = 〈A/∼Π , C, τ1〉 be its term carrier and
RΠ : ΣT

Π → ΣΛ
Π be its carrier relabeling.

Then Γ `Π M : α iff there exists t ∈ Λ(C ′) such that RΠ(t) = M and
Γ `ΣT

Π
t : α.

Lemma 3 proves that, in turn, any relabeling defines an overloaded signature
satisfying a similar property.

Lemma 3 (R-Overloaded Signature). Let Σ0 = 〈A0, C0, τ0〉 and Σ1 =
〈A1, C1, τ1〉 be simple signatures and R : Σ0 → Σ1 a relabeling. Define the
signature overloaded with R (or R-overloaded signature) as ΠR = 〈A0, C1, τ

+〉
the overloaded signature with τ+ : c 7→ τ0(R−1(c)).

Then Γ `ΠR M : α iff there exists t ∈ Λ(C0) such that R(t) = M and
Γ `Σ0 t : α.

Notice the signature overloaded with the carrier relabeling of Π is Π, i.e., for
any overloaded signature Π, ΠRΠ

= Π. Conversely, given the simple signature
Σ0 and Σ1, and the relabeling R : Σ0 → Σ1, we have that Σ0 and ΣT

ΠR
are

isomorphic, Σ1 and ΣΛ
ΠR

are isomorphic, and R and RΠR are isomorphic.
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4 The Composition Problem

Lexicons of multityped ACGs map overloaded signatures to simple signatures.
Therefore, composition of ACGs cannot be as simple as lexicon composition since
their domains and codomains are of different kinds. We show that a well-behaved
composition for mACGs can be defined using a pullback in a specific construction.
This pullback turns out to be the construction provided by [8] to show ACGs
are closed by intersection with regular languages. This section reminds this
construction and shows that it is indeed a pullback.

4.1 Composition as Pullback

In this section, consider two mACGs: G +
0 = 〈Π0, Σ0,L

+
0 , S0〉 on the one hand

and G +
1 = 〈Π1, Σ1,L

+
1 , S1〉 on the other hand. We aim to provide a well-behaved

definition of their composition G +
1 ◦ G +

0 .
Figure 3b illustrates the composition problem. We look to extract a triangle

defining a lexicon, like in Figure 4a, from this diagram. The term lexicon of this
triangle should be L Λ

1 ◦L Λ
0 .

Σ∗ ΣT
Π0

ΣΛ
Π0

ΣT
Π1

ΣΛ
Π1

Σ1

R∗

L∗

RΠ0

L T
0 LΛ

0RΠ1

L T
1 LΛ

1

(a) A solution to the composition problem
with Σ∗, the lexicon L T = L T

1 ◦L∗, and
the relabeling R = RΠ0 ◦R∗

Σ0
∗

Σ1
∗ ΣT

Π0

ΣT
Π1

ΣΛ
Π1

L 0
∗

R0
∗

L

L 1
∗

R1
∗

L T
0

RΠ1

(b) A solution 〈Σ1
∗ ,L

1
∗ ,R

1
∗〉 is better than

a solution 〈Σ0
∗ ,L

0
∗ ,R

0
∗〉 if there exists a

unique L : Σ0
∗ → Σ1

∗

Fig. 4: Solutions to the composition problem

A possibility is to find a simple signature Σ∗ which is mapped to both type
carriers ΣT

Π0
and ΣT

Π1
. A lexicon L∗ : Σ∗ → ΣT

Π1
means the overloading of Π1 is

accounted for in Σ∗. And, with a relabeling R∗ : Σ∗ → ΣT
Π0

, Σ∗ is a finer type
carrier than ΣT

Π0
. For Σ∗, L∗, and R∗ are not given but to be found, Figure 4a

depicts them with dotted arrows. Thus, we obtain a new lexicon L + from the
(RΠ0 ◦R∗)-overloaded signature (see Lemma 3) to the simple signature Σ1: the
type lexicon of L + is L T

1 ◦L∗, and the term lexicon of L + is L Λ
1 ◦L Λ

0 .
Now, a given situation of our composition problem may lead to several

solutions for Σ∗, L∗, and R∗. To discriminate them, we say the solution triple
〈Σ1
∗ ,L

1
∗ ,R

1
∗〉 is a better solution than the solution triple 〈Σ0

∗ ,L
0
∗ ,R

0
∗〉 if there

exists a unique simple lexicon L : Σ0
∗ → Σ1

∗ such that L 0
∗ =β L 1

∗ ◦ L and
R0
∗ =β R1

∗ ◦L. See Figure 4b for the corresponding diagram.
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The best solution of the composition problem in Figure 4a with respect to
the order in Figure 4b is actually called the pullback. Pullbacks are universal
constructions in category theory [12]. The category at hand here is the one where
objects are the (simple) signatures and arrows are the lexicons.

However, the pullback as the best solution to the composition problem in
Figure 4a comes with two issues. First, the pullback may not exist in some
situations. Second, the pullback is actually the minimum for the order in Figure 4b
when the Ri

∗ are not restricted to relabelings (the arrows of our category are
simple lexicons). As such, there is no reason a priori for R∗ to be a relabeling in
the pullback triple 〈Σ∗,L∗,R∗〉.

In Section 4.2, we revisit a signature construction by [8]. We name it fiber
product signature, for this construction is built upon the fiber product of atomic
types and linear implicative types, and the fiber product of constants and linear
λ-terms. We show the fiber product signature is not only a solution to Figure 4a
but, furthermore, the pullback Σ∗, and the associated R∗ is indeed a relabeling.

Moreover, [8] shows the associated L∗ generates the object language of G +
0 ,

up to the relabeling RΠ1 : O(〈Σ∗, ΣT
Π1
,L∗,R−1

∗ (S0)〉) = R−1
Π1

(O(G +
0 ))

Thus, defining the lexicon L + = 〈L T
1 ◦L∗,L Λ

1 ◦L Λ
0 〉, the multityped ACGs

G +
0 and G +

1 compose into the multityped ACG G +
1 ◦G

+
0 = 〈Σ∗, Σ1,L +,R−1

∗ (S0)〉
(here Σ∗ is seen as the (RΠ0 ◦R∗)-overloaded signature; see Lemma 3).

Notice that, similarly to simple ACGs, the object language of the composition
is the image of the abstract language under the composition:

O(G +
1 ◦ G +

0 ) = L +
1 (O(G +

0 )) = L +
1 ◦L +

0 (A(G +
0 ))

Example 8 (Composition of Multityped ACGs). Example 7 introduced a multi-
typed ACG for which admissible abstract structures are left and right-branching
trees. We now want to enforce these trees to be the derived trees of a tree-
adjoining grammar. To this end, we follow the construction provided by [5] (not
detailed here) and define Σderivation with the atomic types {Ta, T} (Ta stands for
the place where adjunction is possible) and the constants of Table 3.

We then define the ACG Gder2t = 〈Σderivation, Σtree,Lder2t, {T}〉 where Lder2t
is the lexicon of Table 3 (with the corresponding initial and auxiliary trees of
the equivalent tree-adjoining grammar on the right-hand side). The (usual)
composition of ACGs Gt2s ◦ Gder2t generates binary trees that are, in addition,
the derived tree of a given tree-adjoining grammar.

For instance, the term t2c = c (c (c a b) a) b corresponding to the tree of
Figure 2c has two antecedents by Gder2t: bl I (ar (a I) bu) and bl I (bl (a I) au).
Both are, of course, antecedents of a+ b+ a+ b by Gt2s ◦ Gder2t.

The construction of Section 4.2 will allow us to define the composition of the
multityped ACG G + and Gder2t (see Example 9 for the resulting lexicon), where,
in order to avoid even more types and constants, Σderivation can be considered
as a trivial multityped ACG with the identity as relabeling. The admissible
parse structures are derivation trees that are furthermore interpreted as left and
right-branching derived trees.
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ar, bl : Ta ( T ( T au, bu : T a, b : Ta ( Ta I : Ta

T := T Ta := T ( T au := a bu := b I := λx. x

ar := λr t. r (c a t) bl := λr t. r (c t b) a := λr t. r (c t a) b := λr t. r (c b t)
c

a c↓

c

c↓ b

c

c? a

c

b c?

Table 3: The signature Σderivation and the lexicon Lder2t

4.2 Kanazawa’s Construction
[8] defines the construction of a simple ACG to demonstrate the closure of string-
encoding (resp. tree-encoding) ACGs under intersection with regular languages
(resp. regular tree languages). The construction actually generalizes to any simple
signature that is the codomain of both a lexicon and a relabeling. In this paper,
we name this construction the fiber product and introduce a dedicated notation.

Definition 17 (Fiber Product, [8]). Let Σ, Σ1, and Σ0 = 〈A0, C0, τ0〉 be
simple signatures. Let L : Σ0 → Σ be a simple lexicon and R : Σ1 → Σ a
relabeling. Their fiber product signature is the signature Σ0 ×Σ Σ1 = 〈A,C, τ〉
with the lexicon L∗ : Σ0 ×Σ Σ1 → Σ1 and the relabeling R∗ : Σ0 ×Σ Σ1 → Σ0
such that:

– the set of atomic types of the fiber product Σ0 ×Σ Σ1 is the fiber product of
the atomic types of Σ0 and the linear implicative types built upon Σ1 over L
and R: A = {aβ | a ∈ A0, β ∈ TΣ1 ,L(a) = R(β)}

– the set of constants of the fiber product Σ0 ×Σ Σ1 is the fiber product of
the constants of Σ0 and the linear λ-terms built upon Σ1 over L and R:
C = {cN :β | c ∈ C0,`Σ1 N : β such that L(`Σ0 c : τ0(c)) = R(`Σ1 N : β)}

– τ assigns a constant cN :β to anti(τ0(c), β), a most specific common anti-
instance of τ0(c) and β, with anti(α0 ( α1, β0 ( β1) = anti(α0, β0) (
anti(α1, β1) and anti(a, β) = aβ for a ∈ A0

– L∗ forgets the baseline: ∀aβ ∈ A,L∗(aβ) = β; ∀cN :β ∈ C,L∗(cN :β) = N
– R∗ forgets the adornement: ∀aβ ∈ A,R∗(aβ) = a; ∀cN :β ∈ C,R∗(cN :β) = c

Example 9 (Fiber Product Signature Resulting from the Composition of mACGs
in Example 8). Table 4 provides the signature Σderivation×Σtree as in Example 8.
It follows the construction given in Definition 17 above with Σ0 = Σderivation,
Σ1 = Σlr-tree, and Σ = Σtree. It corresponds to the diagram of Figure 5. Note
that, in order to avoid having even more types and constants, we are in the
special case where the top most signature Π0 = Σderivation is simple, i.e. the
relabeling is the identity on Σderivation.

[8] showed that the fiber product signature makes the square diagram in
Figure 6 commute: L ◦ R∗ = R ◦ L∗. Thus, Σ0 ×Σ Σ1 is a solution to our
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auau:Tu , bubu:Tu : anti(T, Tu) = TTu

aual:Tl , bubl:Tl : TTl

auar :Tr , bubr :Tr : TTr

arλr t. r (cl al t):(Tl(Tu)(Tu(Tu : TTl(Tu
a ( TTu ( TTu

arλr t. r (cl al t):(Tl(Tl)(Tu(Tl : TTl(Tl
a ( TTu ( TTl

arλr t. r (cl al t):(Tl(Tr)(Tu(Tr : TTl(Tr
a ( TTu ( TTr

arλr t. r (cr au t):(Tr(Tu)(Tr(Tu : TTr(Tu
a ( TTr ( TTu

arλr t. r (cr au t):(Tr(Tl)(Tr(Tl : TTr(Tl
a ( TTr ( TTl

arλr t. r (cr au t):(Tr(Tr)(Tr(Tr : TTr(Tr
a ( TTr ( TTr

blλr t. r (cl t bu):(Tl(Tu)(Tl(Tu : TTl(Tu
a ( TTl ( TTu

blλr t. r (cl t bu):(Tl(Tl)(Tl(Tl : TTl(Tl
a ( TTl ( TTl

blλr t. r (cl t bu):(Tl(Tr)(Tl(Tr : TTl(Tr
a ( TTl ( TTr

blλr t. r (cr t br):(Tr(Tu)(Tu(Tu : TTr(Tu
a ( TTu ( TTu

blλr t. r (cr t br):(Tr(Tl)(Tu(Tl : TTr(Tl
a ( TTu ( TTl

blλr t. r (cr t br):(Tr(Tr)(Tu(Tr : TTr(Tr
a ( TTu ( TTr

aλr t. r (cl t au):(Tl(Tu)(Tl(Tu : TTl(Tu
a ( TTl(Tu

a

aλr t. r (cl t au):(Tl(Tl)(Tl(Tl : TTl(Tl
a ( TTl(Tl

a

aλr t. r (cl t au):(Tl(Tr)(Tl(Tr : TTl(Tr
a ( TTl(Tr

a

aλr t. r (cr t ar):(Tr(Tu)(Tu(Tu : TTr(Tu
a ( TTu(Tu

a

aλr t. r (cr t ar):(Tr(Tl)(Tu(Tl : TTr(Tl
a ( TTu(Tl

a

aλr t. r (cr t ar):(Tr(Tr)(Tu(Tr : TTr(Tr
a ( TTu(Tr

a

bλr t. r (cl bl t):(Tl(Tu)(Tu(Tu : TTl(Tu
a ( TTu(Tu

a

bλr t. r (cl bl t):(Tl(Tl)(Tu(Tl : TTl(Tl
a ( TTu(Tl

a

bλr t. r (cl bl t):(Tl(Tr)(Tu(Tr : TTl(Tr
a ( TTu(Tr

a

bλr t. r (cr bu t):(Tr(Tu)(Tr(Tu : TTr(Tu
a ( TTr(Tu

a

bλr t. r (cr bu t):(Tr(Tl)(Tr(Tl : TTr(Tl
a ( TTr(Tl

a

bλr t. r (cr bu t):(Tr(Tr)(Tr(Tr : TTr(Tr
a ( TTr(Tr

a

Iλx. x:Tu(Tu : TTu(Tu
a

Iλx. x:Tl(Tl : TTl(Tl
a

Iλx. x:Tr(Tr : TTr(Tr
a

Table 4: Constants of Σderivation ×Σtree
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Σderivation ×Σtree Σderivation Σderivation

Σlr-tree Σtree

Σstr

R∗

L∗

1Σderivation

Lder2t
Lder2t

Llr-tree

Lt2s◦Llr-tree
Lt2s

Fig. 5: Solution to the composition problem for Example 8

composition problem pictured in Figure 4a. For the reminder of this section, let
consider an arbitrary fiber product signature as depicted in Figure 6.

Σ0 ×Σ Σ1 Σ0

Σ1 Σ

L∗

R∗

L

R

Fig. 6: The fiber product signature Σ0 ×Σ Σ1

To prove the fiber product signature is the pullback, we prove the stronger
property that, for any pair of Σ0 and Σ1-judgments mapped to the same Σ-
judgment under L and R, there exists a unique typing judgment built upon
Σ0 ×Σ Σ1 which is mapped to that pair under R∗ and L∗.

First, we prove this property for types. The unique type built upon the fiber
product is the most specific common anti-instance built for the fiber product.

Lemma 4. Let α ∈ TΣ0 and β ∈ TΣ1 such that L(α) = R(β). Then γ =
anti(α, β) is the unique γ ∈ TΣ0×ΣΣ1 such that R∗(γ) = α and L∗(γ) = β.

Proof. For the proof legibility, we will write anti(Γ,∆) for the context x1 :
anti(α1, β1), . . . , xn : anti(αn, βn) when Γ = x1 : α1, . . . , xn : αn and ∆ = x1 :
β1, . . . , xn : βn. In particular, anti(∅,∅) = ∅.

By induction over α.
When α is atomic, so is γ. By construction of the fiber product, γ = αβ =

anti(α, β).
When α is an arrow type, so is R(β). Since inverse relabelings preserve

syntactic structures, so is β, and the induction hypothesis applies twice.

On typing judgments, the property actually has more interest when formulated
up to β-equivalence.

Lemma 5. Let π0 = Γ `Σ0 t : α and π1 = ∆ `Σ1 N : β such that L(π0) =β

R(π1). Then π∗ = anti(Γ,∆) `Σ0×ΣΣ1 M : anti(α, β) is the unique π∗ up to
β-equivalence such that R∗(π∗) =β π0 and L∗(π∗) =β π1.
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Proof. By induction over the Σ0-judgment.
When t is a constant, Γ is an empty context. Since R∗ preserves structures,

suitable judgments feature terms β-equivalent to a constant. By construction of
the fiber product, `Π0 cN :β : αβ is the unique solution.

When t is a variable x, then N = x, Γ = x : α and ∆ = x : β. Necessarily,
M = x and Lemma 4 applies.

When t = λx. u, then α = α0 ( α1 by inversion lemma. Since R∗ preserves
structures, M is β-equivalent to an abstraction over x. Since R preserves struc-
tures, N =β λx. P . By subject equivalence, Γ `Σ1 λx. P : β. By inversion lemma,
β = β0 ( β1. The induction hypothesis applies to Γ, x : α0 `Σ0 u : α1 with
∆,x : β0 `Σ1 P : β1 and yields Θ, x : γ0 `Σ0×ΣΣ1 Q : γ1. By construction of
anti, γ0 ( γ1 = anti(α, β).

When t = u v, then Lemma 1 yields N =β NuNv. Since N is linear, subject
equivalence applies: ∆ `Σ1 NuNv : β. Thus, the last rule in this judgment is
an application and the induction hypothesis applies to both premises. It yields
Θu `Σ0×ΣΣ1 Mu : anti(α′ ( α, β′ ( β) and Θv `Σ0×ΣΣ1 Mv : anti(α′, β′). By
construction of anti, the typing judgment Θu, Θv `Π0 MuMv : anti(α, β) holds.

This property on typing judgments also holds for syntactic equality. One
could even drop the linearity of the λ-terms, for this version does not need subject
expansion.

Theorem 1. The fiber product signature is the pullback.

Proof. Let Σ′ be a simple signature with two lexicons F and G such that
F ◦R =β G ◦L. From Lemma 5, we build the lexicon (F,G) (see Figure 4b).
Given a Σ′-judgment Γ `Σ′ t : α, we define the lexicon (F,G)(Γ `Σ′ t : α) as the
unique Σ0 ×Σ Σ1-judgment Lemma 5 builds from the premises F (Γ `Σ′ t : α)
and G(Γ `Σ′ t : α). The lexicon (F,G) can take no other value, for it would go
against the uniqueness proven in Lemma 5.

5 Conclusion

We have introduced multityped ACGs and showed how to compose them. The
need to address the issue of the combinatorial explosion of parsing ambiguity
by means of probabilistic or weighted ACGs motivated this extension. The
proposed construction, as a fiber product, shows how the resulting ACG uses
the overloadings of each of the ACG. For instance, in Figure 4a, Σ∗ and the
relabeling R∗ depend both on RΠ1 and RΠ0 . Since, as discussed in Section 2.2,
the overloaded signatures seem to be the relevant place to introduce weights, it
shows that the weights of a parse structure of an ACG G +

1 , when considered as
an object structure of an ACG G +

0 , should be able to play a role in the parse
structure of the resulting ACG G + = G +

1 ◦G +
0 . Further work will take advantage

of this feature, which fully apply to higher-order ACGs as well, to explore ways
towards weighted ACGs.
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