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Dynamic Scheduling Strategies
for Firm Semi-Periodic Real-Time Tasks

Yiqin Gao, Guillaume Pallez, Yves Robert and Frédéric Vivien

F

Abstract—This paper introduces and assesses novel strategies to
schedule firm semi-periodic real-time tasks. Jobs are released period-
ically and have the same relative deadline. Job execution times obey
an arbitrary probability distribution and can take either bounded or
unbounded values. We investigate several optimization criteria, the most
prominent being the Deadline Miss Ratio (DMR). All previous work uses
some admission policies but never interrupt the execution of an admitted
job before its deadline. On the contrary, we introduce three new control
parameters to dynamically decide whether to interrupt a job at any given
time. We derive a Markov model and use its stationary distribution to de-
termine the best value of each control parameter. Finally we conduct an
extensive simulation campaign with 16 different probability distributions.
The results nicely demonstrate how the new strategies help improve
system performance compared with traditional approaches. In partic-
ular, we show that (i) compared to pre-execution admission rules, the
control parameters make significantly better decisions; (ii) specifically,
the key control parameter is to upper bound the waiting time of each
job; (iii) the best scheduling strategy decreases the DMR by up to 0.35
over traditional competitors.

Index Terms—real-time system, firm tasks, semi-periodic tasks, admis-
sion policy, job interruption, Markov model, scheduling strategy.

1 INTRODUCTION

This work focuses on scheduling techniques for firm semi-
periodic real-time systems. Semi-periodic tasks [2], [3], [4],
[5] have a variable execution time modeled by a Probability
Distribution Function (PDF) and constant inter-arrival time.
Firm tasks correspond to weakly-hard systems where some
job deadlines can be missed [6]. Contrarily to soft tasks
where all jobs must be completed eventually, there is no
value to complete a firm job after its deadline. The main
objective for firm tasks is then to minimize the Deadline Miss
Ratio (DMR), i.e., the fraction of jobs that fail to complete
execution before their deadline.

Firm real-time systems have many important applica-
tions, including multimedia, satellite-based tracking, finan-
cial forecast, and robotic assembly lines [7], [8]. A customary
example is a video stream that requires frames to be played
periodically, but the decoding/playing time of each frame is
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not constant. If the incoming rate of the frames is too high,
or if their average processing time is too large, the server
cannot successfully process all frames before their deadline,
and the objective is indeed to decode as many frames as
possible in due time, so as to maximize the quality of the
output video.

To the best of our knowledge, few mechanisms have
been proposed to minimize the DMR for firm tasks. All
previous work relies on some admission policy, e.g., ran-
dom, periodic, or with a bounded-size queue, but never
interrupts a job once admitted, before it reaches its deadline.
In other words, dynamic parameters that characterize the
current load of the system are not taken into account. To give
examples, at any given time, such parameters may include
the duration of the current job so far, or the waiting time
of the next job to execute. This work provides the design
and evaluation of the first dynamic scheduling strategies
for firm semi-periodic tasks. These new strategies apply to
all execution scenarios but are shown particularly relevant
when the system is saturated, meaning that many jobs
cannot be processed successfully before their deadlines. In
the case of a saturated system, we significantly decrease the
DMR when compared to previous approaches.

The key novelty of our scheduler is the ability to inter-
rupt the job currently executing on the server at any time
before its deadline, in order to launch another job instead.
This is a natural idea because a long-running job may put
the following jobs at risk. However, when interrupting a
job to launch a new one, the time already spent by the
server to execute that job has been wasted, and there is
no guarantee that the new job will complete faster than
the interrupted one. Therefore, the decision to start exe-
cuting a job but to interrupt it later before its deadline
must be guided by sophisticated strategies. We investigate
the impact of imposing constraints on three key control
parameters: (i) the maximum completion time dmax before
triggering interruption (e.g., which can be smaller than the
deadline δ to favor next jobs); (ii) the maximal execution
time lmax allotted to the job (e.g., which can depend upon
the PDF of job execution times); and (iii) the maximum
time elapsed between release and start-up smax (e.g., which
can be tuned according to system pressure). These control
parameters provide much more flexibility than classic ad-
mission policies: in our framework, a job may be admitted
but interrupted later, or even be never launched, while in
previous approaches, it would proceed until completion or
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reaching its deadline, whichever comes first.
Our work focuses on a single periodic task and encom-

passes several new contributions:
• We deal with job execution times which obey an arbi-

trary probability distribution, with either bounded or
unbounded support. As stated in the survey paper [9],
a realistic model considers the jobs having varying exe-
cution times with given probability distributions. But
most previous work assume a Worst-Case Execution
Time (WCET) for jobs, while our dynamic scheduling
mechanisms allow us to leverage this limitation;

• We consider several optimization objectives, some user-
oriented, some platform-oriented: DMR, system uti-
lization, mean response time for successful jobs, mean
rejection time (see Section 3.1);

• We consider several job admission policies: all jobs,
periodic, random, bounded-size queue (see Section 4.1);

• We introduce three new parameters to dynamically
control scheduling strategies that take decisions on the
fly, and that decide to execute a job, or not, based upon
the current system state (see Section 4.2);

• We derive a Markov model and establish the existence
of a unique stationary distribution for all scenarios,
which we use to analytically determine the best value
of the parameters and to express their performance (see
Section 5);

• We conduct an extensive simulation campaign with 16
different probability distributions (and 12 out of 16
with several variants, either with unbounded support
or truncated with a WCET) that lead to distinct system
behaviors (see Sections 6 and 7).

Our main conclusions are: (i) compared to pre-execution ad-
mission rules, the control parameters make better decisions,
however in some scenarios a well selected admission policy
can improve some other objectives (such as response time)
at almost no cost for the DMR; (ii) the key control parameter
is to upper bound the waiting time of each job; (iii) the best
scheduling strategy decreases the DMR by up to 0.35 over
traditional competitors.

The rest of the paper is organized as follows. We survey
related work in Section 2. We formally state the model and
optimization criteria in Section 3. Section 4 is devoted to
a description of the scheduling strategies. We introduce
the Markov model and use its stationary distribution to
compute the optimal values of the scheduling parameters in
Section 5. We detail the experimental framework in Section 6
and present all results in Section 7. Finally, Section 8 gives
concluding remarks and hints for future work.

2 RELATED WORK

We survey related work in this section. For the presen-
tation, we distinguish real-time applications (Section 2.1)
from queuing networks (Section 2.2). This distinction is
somewhat arbitrary, since similar ideas and techniques are
used in both frameworks.

2.1 Real-Time Applications

The specification of real-time systems relies on their cyclic
nature, and is expressed in terms of operations called jobs

that have to be performed repetitively. Real-time jobs are
released periodically and must complete successfully before
a fixed time called the deadline. As already mentioned,
semi-periodic tasks [2], [3], [4], [5] have a variable execution
time which can be modeled by a PDF and constant inter-
arrival time. When execution times cannot be assumed to
be independent and identically distributed, some authors
have proposed to model them via a Markov Chain [10].
See the survey by Davis and Cucu-Grosjean [11] for a more
thorough overview.

In the literature, real-time systems are classified as hard
and weakly hard [6]. For hard real-time tasks, no deadline
should be missed: it is mandatory that each job completes
before its deadline. On the contrary, for weakly-hard tasks,
some deadlines can be missed. There are two sub-categories
then: either a job that missed its deadline must still be com-
pleted (soft tasks), or it can be ignored (firm tasks). For soft
tasks, it is acceptable to miss some deadlines occasionally,
but all jobs must be completed eventually. For firm tasks,
there is no value to complete a job after its deadline.

When a real-time system is saturated, it is unavoidable
that some deadlines are missed. For firm tasks, the widely
used (m, k) approach is to guarantee that at least m dead-
lines are satisfied out of every window of k consecutive jobs
(and to have a ratio m/k as high as possible) [12], [13], [14],
[15], [16]1. For some applications, additional constraints,
such as equally spacing the jobs matching their deadlines,
may be enforced [17]. For instance, consider a video appli-
cation where jobs are frames to process; the (m, k) approach
with, say, m = 10 and k = 20, ensures that at least half
the frames are delivered in time; but one might request
that the good frames (those matching their deadlines) are
more or less equally spaced in the window: receiving the
first half of every window of 20 consecutive frames would
damage the quality of the video! An interesting approach is
explored in [18]: instead of aiming at DMR minimization,
the goal is to derive the minimal server cost that guarantees
a prescribed DMR value.

For soft tasks, the approach is different. All jobs have to
be completed eventually. When the system is saturated, an
approach is either to increase the deadline, or to decrease
the release period, or both [19], [20]. Another approach
is to accumulate a backlog of jobs that are waiting for
completion and to analyze the expected response time of the
system [21]. The system of [21] is analyzed using a Markov
chain. We follow a similar Markov-based approach but
focus on the job waiting times rather than on the backlog,
because the backlog does not take job killing mechanisms
into account (see the web supplementary material (WebSM)
for details on the differences).

In addition, some work study a mixed firm/soft setting
where late jobs (that miss their deadlines) still have some
value. For instance three decisions (abort current job, skip
next job, queue next job) are available to the scheduler
in [22], [23], with the objective to minimize the DMR (see
Section 3 for a definition). Finally, a variant of the problem

1. In this work, we do not assume that jobs always admit a finite
worst-case execution time (WCET), or even that the duration of a job
is always shorter than its relative deadline, which makes it impossible
to guarantee any (m, k) constraint because some jobs can last for an
arbitrary duration.
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is dealt with in [24]: the i-th job Ji needs the output of job
Ji−1 to start, but can use that of job Ji−2 if job Ji−1 is late.

So far we have described systems where it was up to
the scheduler to abort or skip some jobs. There are many
variations: for instance, some jobs may have two different
types, skippable or not [25], [26], and only skippable jobs
(blue jobs in [25]) are allowed to miss their deadline.

2.2 Queuing Networks
In this work, we deal with the list of waiting jobs via a
queue: while the machine is occupied, all submitted jobs are
waiting for their turn (or waiting to be killed) in a queue.
This strongly differs from what is done in queueing theory
systems [27] where the typical constraint is to select in which
order jobs should be executed; so as to optimize an objective
such as response time. Furthermore, job execution times
obey the same probability distribution; to select which jobs
we execute next we use a simple First-Come-First-Served
strategy amongst the jobs that have not been rejected.

The closer to our work is the job dropping model [28],
where upon arrival of a job, the system selects, at admission,
whether the job should be dropped (i.e., should be rejected).
The decision to drop a job often depends on a function of
queue parameters (number of jobs in the queue, average
load of the queue): linear function (average queue size) [29]
or other more complicated functions [30], [31]. Then, all jobs
from the queue are executed (for example following a FCFS
strategy). Contrarily to the job dropping model, we propose
to drop jobs dynamically.

In a series of publications [32], [33], [34], [35], [36], job
pruning techniques have been investigated. The authors
consider an oversubscribed system to which jobs are sub-
mitted at random times. When a job is released, it is at
first stored in a batch queue, and then can be allocated to the
machine queue of a server by the mapping process. At each
mapping event (completion or arrival of a job), the success
probability of all jobs in the machine queue is recomputed,
via a costly convolution over all possible durations of the
jobs in the queue weighted by their respective probabilities.
Jobs in the batch queue are also considered when there
remains a server with available positions after the previous
computation. Jobs with low probability to meet their dead-
line are dropped from the machine queue and deferred in
the batch queue. Deferring jobs means that their assignment
to a server is postponed. In contrast, a job dropped from the
machine queue is definitely removed from the system. Con-
trarily to our problem, there are several job types, several
server types, and job arrival dates are random rather than
periodic. This calls for a very costly solution where a whole
convolution over a large time window must be recomputed
at each mapping event. Some jobs can be dropped after
some duration, a strategy also investigated in this work. The
striking difference is that with a single job type, and with
periodic releases, we are able to determine the optimal value
of the key scheduling parameters once and for all and to
apply them on the fly, thereby providing a schedule whose
cost is constant and independent of the number of jobs.

Finally, we note that saturated, or oversubscribed, sys-
tems become the norm in scientific computing. High-
Performance Computing (HPC) systems run with a utiliza-
tion of almost 100% and a job waiting time may span over

several days [37]. In Cloud computing, the typical approach
is dynamic pricing, with prices increasing as resources be-
come more scarce [38]. In HPC, high waiting times are usu-
ally a deterrent with negative consequences, such as limiting
the number of very large jobs on HPC platforms [37]. This
work focuses on real-time systems, but borrows scheduling
techniques from HPC and Cloud computing.

3 MODEL AND OPTIMIZATION CRITERIA

This section details the model and states all optimization
criteria studied in this work.

3.1 Model and Optimization Criteria

We consider a single semi-periodic task [2], [3], [4], [5]. This
task consists of jobs periodically input to the system. The
execution time of each job follows a probability distribution
C. C can have either bounded support [a, b] where 0 ≤ a < b
or unbounded support [a,∞] with 0 ≤ a.

The ith job of the task, called job Ji, i ≥ 1, is released at
time ri = τ × (i − 1) and placed into the waiting queue; it
must complete not later than time δi = ri+δ, where τ is the
period and δ the relative deadline. If job Ji is not completed
by its deadline δi, it is considered as failed, its execution
is interrupted, and any time spent to execute part of it has
been wasted.

Without loss of generality, we assume that the arbitrary
deadline is such that δ > τ . Indeed, if δ ≤ τ , the (trivial)
solution with a single task is to never interrupt a job.

The problem becomes challenging when the system gets
saturated: when we have, say, δ = 5τ : some jobs might
execute for a time longer than τ , thereby delaying the
beginning of the execution of the following jobs if they are
not interrupted before reaching their deadline.

The main objective is to optimize the Deadline Miss Ra-
tio (DMR) [21], [39]. This is the most frequently used metric
in weakly-hard real-time systems, where one is looking for
probabilistic guarantee that the deadline miss ratio of a job
is below a threshold. Formally, the DMR when m jobs have
been processed is the ratio n(m)

m , where n(m) is the number
of thesem jobs that have completed successfully before their
deadline. The asymptotic value of the DMR is defined as
limm→∞

n(m)
m if this limit exists. In Section 5.5, we show that

this limit does exist for all the strategies that are considered
in this work, and show how to compute its value using the
Markov model.

In addition to the deadline miss ratio, we study the
following three relevant criteria:
• Utilization [37]. This platform-oriented criterion corre-
sponds to the proportion of time spent doing computation
that ends up with a success (i.e., the completion of a job
before its deadline). Note that the highest utilization does
not guarantee the lowest deadline miss ratio, because the
scheduler could decide to execute fewer longer jobs rather
than more shorter ones.
• Mean response time of successfully completed jobs [21], [37].
This corresponds to the delay between the release of the
job and its completion. When deadlines are enforced, this
criterion is less important but does provide additional qual-
itative information about the various solutions.
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• Mean rejection time. This new criterion is important for a
saturated system. Intuitively, it corresponds to the time it
takes for the system to inform a user that its job will not
be executed. Of course, this criterion must be coupled with
another, otherwise the best strategy would be to reject all
jobs at submission time.

4 SCHEDULING

Our scheduling strategies rely on both admission/rejection
policies, and on termination/interruption policies. An ad-
mission policy is the answer to the question: which jobs
to admit into the system? Indeed, whenever a new job is
released, the scheduler must decide right away whether the
job is admitted into the system and granted the possibility to
execute later. Alternatively, a job can be immediately rejected
(without the possibility of later execution). Among the ad-
vantages of job rejection, one can envision: (i) a decrease of
the load on the system; (ii) a decrease of the number of jobs
that must be queued before execution; and (iii) a decrease of
the time-to-failure for unsuccessful jobs.

The scheduler must then decide in which order to exe-
cute admitted jobs, whether to launch the execution of an
admitted job or to cancel it, and when to interrupt a running
job. In this last case, the job is considered failed (without the
possibility of later execution). This is interesting when jobs
are likely not to finish before their deadlines, in order to free
the server for other jobs.

Because all jobs have the same relative deadline, we only
consider policies which execute jobs in their order of arrival:
these policies obey both the first come first served (FCFS)
and the earliest deadline first (EDF) priority rules. We first
cover possible admission policies (Section 4.1). Then, we
describe a set of parameters controlling the launching and
interrupting (killing) of jobs (Section 4.2). Finally, we define
all the strategies under study (Section 4.3).

4.1 Admission Policies

We consider four types of admission policies:

1) The simplest admission policy is to admit all jobs sub-
mitted to the system. When needed, we tag variables
describing the behavior under this admission policy
with the tag AA, which stands for All (jobs) Admitted.

2) A classical admission policy is to use a bounded queue
of a fixed sizem. If, at the release time of job Ji there are
already m jobs in the queue, job Ji is rejected. Strategies
using a queue of size m will be tagged by the prefix
QUEUE(m) and variables with the tag queue .

3) Random admission policy: each job submitted to the
system will be admitted with probability α and rejected
with probability 1 − α (regardless of the state of the
system at the release time of the job). We mark variables
with the tag rand .

4) Periodic admission policy. The admission policy is de-
fined by a pattern (i.e., a boolean array) A of length τA.
The job Ji submitted to the system will be admitted
(regardless of the state of the system) if and only if
A[i mod τA] is equal to TRUE. We mark variables with
the tag per .

4.2 Control Parameters
Launching and interrupting jobs are controlled through the
following three parameters (illustrated in Figure 1):

Upper bound on completion time: dmax. All jobs have a
relative deadline δ. Hence, a job released at time r will
have its execution stopped at time r + δ if its execution has
not successfully completed by that time. One can envision
that for some distributions of job execution times, when
nearing the absolute deadline r + δ, the probability of the
job completing successfully drops so much that it may not
be worth to continue executing it until the deadline. To
study this hypothesis, we introduce the upper bound dmax

on the completion time of a job. Any job, released at time r,
will then have its execution stopped at time r + dmax if it
has not completed by that time. By definition of deadlines,
any value for dmax greater than or equal to δ will have no
influence on the system. Furthermore, if the value of dmax

is (strictly) smaller than the period τ , one can prove by
induction that the execution of any job will be completed
or interrupted before the next job is released, and the server
will be left idle. Hence, the range of meaningful values for
dmax is: τ ≤ dmax ≤ δ.

Upper bound on execution time: lmax. One can envision
long-tail distributions of job execution times for which long
running jobs have very little probability to be successful
while they waste a significant portion of the server time.
Hence, the idea to have an upper bound lmax on the allowed
execution time of jobs. Obviously, if lmax ≥ dmax, this is
equivalent to not having any upper bound on job execution
times. On the other hand, if the value of lmax is (strictly)
smaller than τ , the execution of any job will be completed
or interrupted before the next job is released and the server
will be left idle. Hence, the range of meaningful values for
lmax is: τ ≤ lmax ≤ dmax.

Upper bound on waiting time: smax. The longer a job
has waited before its execution could start, the lower its
probability of success. If a job has waited “too long” it may
no longer be worth to launch it. Hence, the idea to set a
relative upper bound smax on the waiting time of jobs. With
such a bound, any job J released at a time r will not be
allowed to start its execution later than at time r + smax.
Hence, if the server becomes available for job J only at
time r + s > r + smax, then the job, although admitted
to the system, will not be launched but discarded. The latest
time at which the execution of the job preceding job J could
complete or be interrupted is (r−τ)+dmax = r+(dmax−τ).
Therefore, any value for smax greater than or equal to
dmax − τ will have no influence on the system. Hence, the
range of meaningful values for smax is: 0 ≤ smax ≤ dmax−τ .

Time

r r + s e r +D

≤ smax ≤ lmax ≤ D − dmax

Fig. 1. A successful job released at time r whose relative dead-
line is δ, which starts its execution after s units of time, and that
finishes at time e satisfies the constraints smax, lmax, dmax.

4.3 Scheduling Strategies
A scheduling strategy can now be defined entirely by an
admission policy AP, and a triplet (dmax, lmax, smax). In



5

the following, we will denote by dmax = 4 (for instance),
a policy for which the value of dmax is set to 4 (with, of
course, the same convention for lmax and smax).

AP-NEVERKILL. The simplest possible strategy is to let
each job admitted with AP run until either its comple-
tion or it is killed by its deadline. We call this strategy
NEVERKILL. It corresponds to AP, (dmax, lmax, smax) =
(δ, δ, δ − τ).

BUFFER(m). In this policy with a bounded queue, we only
keep the most recent available jobs in the queue (i.e.,
when a new job arrives in the system, if the queue is
full, then the oldest job from the queue is rejected).
The intuition is that rather than rejecting the new job,
it may seem wiser to reject the oldest one, because
it has the smallest probability of success. This corre-
sponds to the admission policy AA, along with the
triplet (dmax, lmax, smax) = (δ, δ,mτ −1): indeed, when
smax = mτ − 1, any job waiting at least a time mτ
between its release time and the (potential) start of its
execution is never launched. If a job has waited at least
a time mτ , it means that there are at least m other jobs
waiting in the system.

AP-BESTDMAX, AP-BESTLMAX, and AP-BESTSMAX.
A natural idea is to pick the value for dmax (resp. lmax,
smax) that minimizes the objective function when the
other two parameters are non limiting. Non-limiting
parameters are defined as dmax = δ, lmax = dmax,
smax = dmax − τ . We discuss the complexity of these
algorithms and their combination (optimizing for two
or three parameters simultaneously) in Section 5.6.

In the following, when referring to a policy without men-
tioning the admission policy AP, we assume that AP = AA.
The default objective is to minimize the DMR.

5 MARKOV MODEL

If the probability distribution C of job execution times is
discrete, one can use a Markov chain to describe the evo-
lution of the system under the NEVERKILL policy. Then
one can compute its stationary distribution and evaluate its
performance for the different objective functions expressed
in Section 3. This is for instance what is done in [21] for an
underloaded system.

In this section, we show how this approach can be
applied to the continuous case, by using discretization,
and how it can be extended to model all the admission
policies listed in Section 4.1 and all the control parameters
listed in Section 4.2. In Section 5.1, we start by describing
the discretization (if C is initially continuous rather than
discrete) and by setting notations. Then, in Section 5.2, we
construct the Markov chain when all jobs are admitted into
the system, before generalizing these Markov chains to other
admission policies in Section 5.3. In Section 5.4, we prove
that all these Markov chains admit a unique stationary
distribution. In Section 5.5 we show how to express the
four optimization criteria discussed in Section 3 in terms
of the Markov model. Finally, in Section 5.6 we establish
the complexity of using the Markov chains to compute the
optimal values for the parameters dmax, lmax, and smax.

5.1 Discretization and Notations
We define a quantum duration q, and we use it to discretize
all durations. We assume that the period τ and the relative
deadline δ both last an integral number of quanta. In other
words, we have τ = b τq cq and δ = b δq cq.

To ease the writing of the equations, and up to the
complexity analysis excluded (Section 5.6), we set that q
lasts one arbitrary unit of time (q = 1 with the right choice
of time unit), and that all durations are expressed in this
arbitrary unit. Hence, the period now lasts τ quanta, and so
on. The only assumption is that τ and δ are integers.

We approximate the probability distribution C of job
execution times via discretization. Let f be the probability
density function of C. Let pl be the probability that a job
execution time is equal to l (quanta) in the discretized
version of C. We conservatively compute pl by rounding
up each job execution time to the nearest quantum multiple:
pl =

∫ lq
(l−1)q f(x)dx.

We study the evolution of the system due to the
execution of a job J released at a time r. Let s be the
time job J has to wait after its arrival in the system until
the server is available. Then the server will be available
for job J at the time r + s. From Section 4.2, we have
0 ≤ s ≤ dmax − τ . Also, the latest start time for a job is
smax, and its execution can last at most a time lmax. Hence,
we also have s ≤ lmax + smax − τ . Altogether, this gives
us 0 ≤ s ≤ σ with σ = min{smax + lmax, dmax} − τ . Job
J is followed by a job J ′ which is released at time r + τ .
We will compute the probability Ps,t that the server is
available at time (r + τ) + t for job J ′ if it was available
at time r + s for job J .

5.2 When All Jobs Are Admitted
In this section, we study systems in which all jobs are
admitted (AA policy). Still, the execution of some jobs may
be aborted because of the lmax and dmax parameters, and the
execution of some jobs may not be launched at all because
of the smax parameter.

Let l denote the execution time of job J in the absence
of any constraint (δ, smax, lmax, and dmax), and Pt,t′ denote
the probability that job J is available at t time units after
release and is finished at t′ time units after release. Without
those constraints, the execution of job J starts at time r + s
and completes at time r + s + l = (r + τ) + (s + l − τ).
Therefore, t = s + l − τ (resp. t = 0 if s + l − τ ≤ 0: job J
finished before the release time of job J ′). Then, Ps,t = pl
(resp. Ps,0 =

∑
l≤τ−s pl).

We now compute the value of Ps,t when taking smax,
lmax, and dmax into account. We first consider the case where
the server is available too late for the job to be launched.
Then we focus on the subcase t = 0.
• Case s > smax.

In this case job J is not launched by definition of smax.
Therefore the server becomes available for job J ′ at the
time it became available for job J . Therefore, for any s
and t such that smax + 1 ≤ s ≤ σ and 0 ≤ t ≤ σ:{ Ps,max{0,s−τ} = 1

Ps,t = 0 if t 6= max{0, s− τ}.
• Case 0 ≤ s ≤ smax and t = 0.
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The server is available at time t = 0 for job J ′ if the
execution of job J lasted for a duration l′ (after which it
either completed or interrupted) such that s+l′−τ ≤ 0,
that is, lasted for a duration l′ such that l′ ≤ τ − s.
We first consider the subcase where the job execution
completes. Then, the job execution length l must satisfy
the two constraints: l ≤ lmax and s + l ≤ dmax. Hence,
l ≤ min{lmax, dmax − s}. Let g(s) = min{lmax, dmax −
s}. Then the job execution completes and leads to t = 0
if and only if: 1 ≤ l ≤ min{g(s), τ − s} (because in this
case l′ = l).
Moreover, the job execution is stopped and leads to t =
0 if and only if: g(s)+1 ≤ l and l′ ≤ τ−swith l′ = g(s).
Altogether, we have:

Ps,0 =

min{g(s),τ−s}∑
l=1

pl +
∑

l≥g(s)+1
g(s)≤τ−s

pl

The second sum is null except when the only state is
s = 0 (lmax = τ or dmax = τ ), in which case P0,0 = 1.

• Case 0 ≤ s ≤ smax and t ≥ 1.
The constraint t ≥ 1 can be fulfilled except if
min{smax + lmax, dmax} − τ ≤ 0, that is, except if
the only possible state is s = 0. We first consider the
subcase where the job execution completes. Then, the
job execution length l must satisfy two constraints the
two constraints: l ≤ lmax and s+ l ≤ dmax.
Hence, l ≤ g(s) which is equivalent to t ≤ s− τ + g(s).
The case t = s−τ+g(s) contains both situations where
the job execution completes and situations where the
job execution is stopped. Hence, the following decom-
position into subcases:
– Case 1 ≤ t ≤ s− τ + g(s)− 1. We always have l ≥ 1

which gives us the additional constraint: t ≥ 1+s−τ .
In this subcase, the job completes after an execution
which lasts t− s+ τ : Ps,t = pt−s+τ .

– Case 1 ≤ t and t = s − τ + g(s). This corresponds to
all remaining possible cases. Hence,
Ps,t = 1−∑g(s)−1

l=1 pl.
– Case t > s−τ+g(s). None of these cases can happen.

Hence, Ps,t = 0.

To illustrate the construction of the matrix Ps,t, here is
its value for a toy example where τ = 3, δ = 8, dmax = δ,
lmax = 5, and smax = 4:

3∑
i=1

pi p4 1−
4∑
i=1

pi 0 0 0

2∑
i=1

pi p3 p4 1−
4∑
i=1

pi 0 0

p1 p2 p3 p4 1−
4∑
i=1

pi 0

0 p1 p2 p3 p4 1−
4∑
i=1

pi

0 0 p1 p2 p3 1−
3∑
i=1

pi

0 1 0 0 0 0
0 0 1 0 0 0


The last two rows correspond to cases where s > smax; in

these cases job S is not launched and the processor becomes

immediately available to job T . The first four rows contain
the sum 1−∑4

i=1 pi because lmax = 5: if the execution time
of S is strictly greater than 4 it uses the processor for 5 units
of time after which either S successfully completes or it is
killed because of lmax. In the fifth row, job S waits for 4
units of time and, because δ = 8, it uses the processor for
at most 4 units of time; hence, the summation 1 −∑3

i=1 pi.
(The WebSM includes an example which shows the impact
of the size of of the quantum on matrix Ps,t.)

5.3 Other Admission Policies

Random admission policy. If the job J is not admitted,
which happens with probability 1-α, then the server is
available for job J ′ at time max{0, s − τ}. If the job J is
admitted, which happens with probability α, the probability
that the server is available for job J ′ at time t is the same
as previously (under the condition that job J is admitted).
Therefore, letting Prand

s,t be the probability Ps,t for the ran-
dom admission policy, we have:

Prand
s,t =

{
αPs,t + (1− α) if t = max{0, s− τ},
αPs,t otherwise.

Periodic admission policy. This case is quite close to
the previous one. The main difference is that we need to
record where we are within the period. Let Pper

(i−1)σ+s,t, with
1 ≤ i ≤ τA, 0 ≤ s, t ≤ σ, denote the probability that, if the
server was available at time s for job J and if job J was the
n-th job released in the system such that 1+(nmod τA) = i,
then the server will be available at time t for job J ′. Then
we have:
• Case A[i] = TRUE (job J is admitted).

Pper
(i−1)σ+s,t = Ps,t.

• Case A[i] = FALSE.

Pper
(i−1)σ+s,t =

{
1 if t = max{0, s− τ},
0 otherwise.

Queues of size m. When all jobs were admitted, we
were able to fully characterize the system for job J by solely
relying on the time r + s at which its processing would
start. For queues, we need both this time and a vector ~Q of
size γ (determined later) describing the state of the queue.
For 0 ≤ l ≤ γ, ~Q[l] is the number of jobs released prior to J
which are still present in the system at the time r+l×τ , that
is, the number of prior jobs which are either in the queue or
being processed. Hence, components of ~Q takes value in
{0, ...,m + 1}. Note that, because the execution of J starts
at time r + s, the system does not contain any jobs released
prior to J at least starting at time r+s. Therefore, ~Q[l] = 0 if
l×τ ≥ s. By definition of σ, we have s ≤ σ. Hence, γ ≤ bστ c.

We need to compute the probability Pqueue

s, ~Q,t, ~R
that the

server is available at time (r+ τ)+ t for job J ′ with a queue
state ~R if it was available at time r + s for job J with queue
state ~Q. We start by characterizing the queue state if the
server is available at time r + t for job J ′. We denote this
queue state by ~Q∗. We have two cases to consider:

• Case ~Q[0] = m + 1. Then the queue is full and job J
is not admitted. The only jobs released prior to J ′ that
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may be present in the system are jobs released prior to
J . Their presence is recorded in ~Q. Hence:

~Q∗[l] =

{
0 if lτ ≥ t,
~Q[l + 1] otherwise.

The shift from l + 1 to l is due to the fact that the
reference point for job J ′ is one period (of length τ )
later than for job J .

• Case ~Q[0] < m+1. Then job J is admitted and is present
in the system up to time t if t > 0. Hence:

~Q∗[l] =

{
0 if lτ ≥ t,
1 + ~Q[l + 1] otherwise.

If job J is admitted into the system, the probability that
the server is available at time r+ t for job J ′ is Ps,t. Indeed,
once a job is admitted the behavior of the system is the same
as when all jobs are admitted. If job J is not admitted, then
the server is available for job J ′ at time r+s. Altogether, we
obtain:

Pqueue

s, ~Q,t, ~R
=


Ps,t if ~Q[0] < m+ 1 and ~R = ~Q∗,

1 if ~Q[0] = m+ 1, t = max{0, s− τ},
and ~R = ~Q∗,

0 otherwise.

5.4 Asymptotic Behavior
In this section we prove that the Markov chains that we
consider are both irreducible and aperiodic. Since their
number of states is always finite, this is equivalent to say
that these Markov chains are regular, hence, admit a unique
stationary distribution [40].

Theorem 1. The Markov chains of Sections 5.2 and 5.3 are
all both irreducible and aperiodic, and they all admit a unique
stationary distribution.

Due to lack of space, the proof is available in the WebSM.
A direct and important consequence of Theorem 1 is the
following:

Corollary 1. For any admission policy defined in Section 4.1 and
any choice of the parameters dmax, lmax, and smax, the system
converges to a unique asymptotic behavior.

5.5 Optimization Criteria
This section explains how to express the four optimization
criteria discussed in Section 3 in terms of the stationary
distribution of Markov model. In the following let π∞(s)
denote the limit probability of occurrence of a state s,
0 ≤ s ≤ σ (we also have the limit probability π∞(s, i) of
state s at rank i in the pattern for the admission pattern
policy, and π∞(s, ~Q) for state s with queue state ~Q when
admission is defined by a queue). We give the formula for
all criteria with the AA policy, and refer to the WebSM for
other admission policies.
• Deadline miss ratio. When admitting all jobs, we have

PAA
succ =

σ∑
s=0

π∞(s)

g(s)∑
l=1

pl

and the DMR is equal to DMRAA = 1− PAA
succ .

• Utilization. The expectation of the time spent process-
ing a successfully completed job is

EAA
succ =

σ∑
s=0

π∞(s)

g(s)∑
l=1

pll

and the utilization is the ratio Esucc/τ .
• Mean response time of a successfully completed job.

This quantity is computed as

σ∑
s=0

π∞(s)

g(s)∑
l=1

pl(s+ l)

• Rejection time. The expectation of the time spent pro-
cessing an unsuccessful job is

EAA
1 =

σ∑
s=0

π∞(s)

 ∑
l≥1+g(s)

pl

 × g(s)

while the expectation of the time spent waiting to start
executing an unsuccessful job is

EAA
2 =

σ∑
s=1+smax

π∞(s)smax

The average rejection time is therefore EAA
1 + EAA

2 .

5.6 Complexity

In this section, we establish the complexity of using the
Markov chains to compute the optimal values of dmax, lmax

and smax which minimize the deadline miss ratio (DMR).

Theorem 2. The optimal value of p ≤ 3 parameters (chosen
from dmax, lmax, and smax) can be computed in time O(β3( δq )

p),
where β is the number of states of the Markov chain. This holds
both for the DMR and utilization criteria.

See the WebSM for a proof of Theorem 2. We have
β ≤ δ−τ

q when all jobs are admitted or when the admission
is random, β ≤ τA

δ−τ
q when jobs are admitted following a

pattern of size τA and β ≤ δ−τ
q (1 + m)γ = δ−τ

q (1 + m)
δ
τ

when jobs are admitted through a queue of size m. For
instance, with the AA policy, the complexity becomes O( δq )

6

if we optimize for the three parameters simultaneously. In
Section 7, we show that optimizing only for smax, and using
a binary search instead of an exhaustive search, leads to
very good results while reducing the complexity down to
O(( δq )

3 log( δq )).

6 EVALUATION METHODOLOGY

In this section, we first discuss the evaluation protocol
in Section 6.1. The analysis and computation of the so-
lution with the Markov model relies on a discretization
of time. The complicated problem to find a quantum size
that ensures an accurate evaluation, while maintaining an
acceptable complexity, is addressed in Section 6.2. Our code
is publicly available at https://perso.ens-lyon.fr/ frederic.vivien/
firm-semi-periodic so that the interested reader can experi-
ment with their favorite distribution.
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6.1 Evaluation Protocol
In this section, we detail the experimental framework. As
seen in Section 3.1, a periodic task is characterized by:
• the distribution C of job execution times.
• the period τ , which has direct impact on the system

load. We consider τ ∈ [0.1E(C); 2E(C)] by steps of 0.1;
hence, 19 different values.

• the relative deadline δ. We select δ ∈
{2τ, 4τ, 6τ, 8τ, 10τ}. Intuitively, the ratio δ/τ is the
number of consecutive jobs that can be simultaneously
present in the system.

We use 12 standard probability distributions to generate
job execution times (see the complete list and parameters
in Table 1). In addition, multimodal distributions have been
advocated to model jobs, file and object sizes [41]. Therefore,
we also consider two types of bimodal distributions, either
based upon truncated normal distributions or upon expo-
nential distributions. For all these bimodal distributions, the
two modes are equiprobable. Finally, for four distributions
(gamma, log-normal, bimodal exponential, and bimodal
truncated normal), we consider two different values for the
standard deviation, in order to illustrate different potential
behaviors. Altogether, we have 16 distributions. To enable a
direct comparison, we choose their parameters so that they
all achieve an expectation E(C) = 1.

TABLE 1
Parameters for the distributions used in the simulations. The parameter

nomenclature follows the habitual definitions (for instance, µ is the
mean, σ the standard deviation, except for truncated and half-normal

distributions where µ and σ are the mean and standard deviation of the
original normal distribution).

Distribution Parametrization

Bimodal exponential µ1 = 1.005, µ2 = 0.995
µ1 = 0.1, µ2 = 1.9

Bimodal truncated normal µ1 = 0.5, σ1 ≈ 0.534, µ2 = 1, σ2 ≈ 1.068
µ1 = 0.01, σ1 ≈ 0.178, µ2 = 1, σ2 ≈ 1.782

Exponential µ = 1
Gamma k = 1

3
≈ 0.333, θ = 3

Half-normal σ =
√

π
2
≈ 1.253

Inverse Gamma α = 7
3
≈ 2.333, β = 4

3
≈ 1.333

Log-normal µ = 1, σ = 0.5
µ = 1, σ = 3

Truncated normal µ = 0.8, σ ≈ 0.754
Uniform a = 0, b = 2
Weibull k ≈ 0.411, λ = 1

Γ(1+ 1
k )

≈ 0.324

k = 1.5, λ = 1
Γ(1+ 1

k )
≈ 1.108

Gumbel scale ≈ 0.0945, location = 10× scale
Beta α = 1.5, β = 4

Reduced evaluation set
In the experiments, we observed that many distributions
had similar behaviors. Similarly, the behavior was quite
consistent when the ratio N = δ/τ changed. For readability
and interpretability of the results, in the rest of this paper,
we report only a subset of the results: (i) we only present
N ∈ {2, 6, 10}; (ii) we only keep five distributions, those of
the first column of Table 2 which categorizes the 16 distribu-
tions (we keep two distributions per generic behavior and
the Gumbel distribution whose behavior is quite unique).
Complete results for all distributions and values of N are
available in the WebSM.

TABLE 2
Categorizing the behavior of the 16 distributions.

Representative dis-
tribution

Distributions with similar behavior

LogNormal σ = 3
(LN(3));

Bimodal Exponential (both); Weibull k < 1;
Bimodal truncated normal (µ1 = µ2/100)

Exponential (EXP)
LogNormal σ = 0.5
(LN(0.5));

Uniform; Half-normal; Weibull k > 1; Bi-
modal truncated normal (µ1 = µ2/2);

Truncated Normal
(TRUNCNORM)

Gamma; Inverse Gamma; Beta

Gumbel Gumbel

smax = D (aka NEVERKILL) smax = 0.25 D
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Fig. 2. Evolution of the standard deviation of a set of 100 simulations
for different smax heuristics, as a function of the number of simulated
jobs. For each number of jobs, we report percentiles on the standard
deviation of the DMR for different periods, deadlines, and distributions.

6.2 Accuracy

In order to evaluate the different scheduling algorithms, we
have created an event-based simulator. This simulator takes
as input the application model (probability distribution,
period, deadline) and a number of events N . It starts from
an empty queue and simulates an execution until N jobs
have been submitted into the system. The objectives are then
evaluated over the complete execution.

Instantiation of the event-based simulator
The first question is how many events N should be chosen
for the evaluation? In order to answer it, we perform the
following experiments. Consider the algorithm S-MAX :
s 7→ (AA, (dmax, lmax, smax) = (δ, δ, s)) (using the notations
from the Section 4.3, this means that we accept all jobs,
dmax and lmax are not constraining, and smax is the input
of the algorithm): by construction s belongs necessarily to
the set [0, δ]. We consider four variants of it: S-MAX(xδ) for
x ∈ {0.25, 0.5, 0.75, 1} to cover the whole scope of values.

When N varies in {101, 102, 103, . . . , 106}:
• We repeat all experiments proposed in Section 6.1 (16×
19× 5 = 1520 experiments), 100 times.

• We measure the standard deviation of all scenarios
(1520 data points).

• We plot some quantiles of these standard deviations as
a function of N . These results are partially presented in
Figure 2 (the other results are in Figure 1 of the WebSM).

In all instance, the standard deviation with 106 jobs is
lower than 0.0011. This indicates that we can rely with
high confidence on a single experimental evaluation with
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Fig. 3. Absolute value of deviation from the performance simulated with
106 jobs predicted for heuristic BESTSMAX whose parameter smax was
defined by a Markov chain using a quantum q = 0.01. For each quantum
size, many different periods, deadlines, and distributions are evaluated
whose percentiles (and worst-case) are presented.

N = 106 events. The time to execute a single evaluation
with 106 jobs is 0.01 second on a laptop.

Discretization quantum

In Section 4.3, we presented algorithms which are defined
by the optimal choice for the parameters dmax, lmax and/or
smax (e.g., AP-BESTDMAX). All these algorithms rely on
computing the stationary distribution of a Markov Chain,
based on a model that discretizes time into quanta of size q
(minimum time unit). The smaller the quantum, the more
accurate the solution and evaluation. However, the com-
plexity of the algorithms increases with the quantum size
(Theorem 2). The next question is the maximum size of q for
which the performance of the algorithms remains close to
optimality in real and continuous settings

In order to find this value, we consider the BESTSMAX
algorithm for AA policy. For a quantum size q, we denote
by BESTSMAX(q) this algorithm. We study the performance
of q 7→ BESTSMAX(q) when q ∈ [0.01, 0.1] for all scenarios
detailed in Section 6.1. Then, in Figure 3, we plot the
absolute value of the deviation from the most precise model:

q 7→ |DMR(BESTSMAX(q))− DMR(BESTSMAX(0.01))|

that we evaluate with N = 106 events.
From Figure 3, we see that the deviation is quite stable.

The performance of the model is accurate with q = 0.1.
Indeed, for the case where q = 0.1, the deviation from the
solution with q = 0.01 is always smaller than 0.015. Hence,
in the following, we use q = 0.1 for the evaluations.

7 EVALUATION RESULTS

In this section, we evaluate the performance of the schedul-
ing strategies. In Section 7.1, we focus on admission policy
AA (all jobs are admitted) and study the impact of the three
parameters dmax, lmax, and smax on the DMR. Then, in
Section 7.2 we compare the performance achieved for AA
with the other admission policies. Finally, in Section 7.3,
we discuss the impact of the different admission policies
on objectives other than DMR (see Section 3.1).

7.1 When All Jobs Are Admitted

In Section 4.2 we have introduced three execution control
parameters, namely dmax, lmax and smax. The first question
to answer is: what is the relative impact of these param-
eters on the deadline miss ratio? To answer this question,
we compare on Figure 4 absolute performance in terms of
DMR of different heuristics.
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(a) BESTSMAX vs. BESTDMAXLMAXSMAX
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(b) BESTDMAXLMAX vs. NEVERKILL

Fig. 4. Absolute difference in the simulated performance between the
named heuristics. For each value of the period τ , the main percentiles
(and worst-case) are presented.

The most complete heuristic is the BESTDMAXLMAXS-
MAX heuristic which chooses the combination minimizing
the DMR for a given period τ , a given distribution C,
and a given relative deadline δ, among all the possible
values for the three parameters. Hence, we use BESTD-
MAXLMAXSMAX as a reference. On Figure 4(a) we compare
the performance of BESTSMAX and BESTDMAXLMAXSMAX.
We observe that the difference of their absolute performance
over all distributions is minimal: the worst case is reached
with an absolute difference of 0.021. This means that using
the parameters dmax and lmax on top of parameter smax in
the most favorable case only leads to a decrease of 0.021 of
the DMR, which is not significant.

We confirm this observation in Figure 4(b), where we
compare the performance of BESTDMAXLMAX and NEV-
ERKILL. In other words, we compare the strategy that
optimizes dmax and lmax, while smax is not constraining,
with the strategy where none of the parameters are con-
straining, i.e., that let each job run until either completion
or interruption at deadline. Again, the absolute difference
of performance is always below 0.021.
This further confirms that parameters dmax and lmax play
no significant role in optimizing the DMR.

Therefore, in the remainder of this study of the AA
admission policy, we focus on the BESTSMAX heuristic and
the impact of the smax parameter. We compare it to the NEV-
ERKILL algorithm which corresponds to setting smax = δ−τ
(not constraining).

The second question to answer is: when do we need to
compute the smax parameter?
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(a) Distributions as defined in Table 1.
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(b) The same distributions truncated with
a Worst-Case Execution Time of 6τ .
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(c) These distributions scaled to have a
mean of 1 when truncated with a WCET
of 6τ .

Fig. 5. Absolute performance of heuristics BESTSMAX and NEVERKILL (lower is better) with different distributions.

Figure 5(a) displays the DMR of BESTSMAX and NEV-
ERKILL while varying the period τ , the relative deadline δ,
and the distribution of job execution times C. The lower the
period, the more loaded the system, the higher the DMR for
both strategies. The main observation is that we have two
typical behaviors:

1) Distributions where the optimal solution is to not use
smax as a constraint (BESTSMAX = NEVERKILL), this is
the case for the category of distribution represented by
EXP and LN(3);

2) Distributions where the value of smax is important
(TRUNCNORM, LN(0.5), and Gumbel). The peak per-
formance are under heavy load (τ < 1) and large
deadlines.

The performance of NEVERKILL does not appear to be
impacted by the value of the relative deadline (δ) with
respect to the period (τ ). On the contrary, the improvement
of BESTSMAX with respect to NEVERKILL increases with the
ratio δ

τ and appears to reach a plateau when δ
τ = 4 or 6,

depending on the distributions.
We can look specifically at the value of smax returned

by the BESTSMAX algorithm. In Figure 6, we represent these
values, normalized to δ − τ . In practice, the performance
of BESTSMAX can be similar for very different values of
smax. On the one hand, this makes BESTSMAX rather robust.
On the other hand, this explains the fact that some curves
are not smooth on Figure 6. The discretization also plays
a role in these irregularities. This figure confirms the two
categories found in the previous result.
Altogether, we have shown that using BESTSMAX algorithm
can have a significant impact for some distributions. For
other distributions, smax has no impact (just like dmax and
lmax), and NEVERKILL is a better solution: it has same
performance but does not need any pre-computation.

Understanding what makes a distribution a good candidate
for either one of the categories is a challenge that we leave
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Fig. 6. Best value for the smax threshold for heuristic BESTSMAX ex-
pressed as a fraction of the maximum meaningful value δ − τ .

to the future.
One limitation of the BESTSMAX heuristic is its com-

putational complexity. The third question to ask is: can
we find an efficient strategy for finding a good smax

value? A natural strategy for guessing the optimal smax

value is to study the BUFFER(m) strategies. Indeed, as al-
ready mentioned in Section 4.3, BUFFER(m) corresponds to
a particular choice for smax, since this strategy is defined
by (dmax, lmax, smax) = (δ, δ,mτ − 1). Figure 7 compares
the DMR achieved by BUFFER(m) and BESTSMAX. By def-
inition, BUFFER(m) can never achieve a better DMR than
BESTSMAX. However, is there a value of m for which the
performance is always similar? It does not appear to be the
case. On the one hand, the larger the period, the larger the
buffer size, the better the DMR. On the other hand, lower
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values for m achieve better performance for lower periods
(saturated systems) for most distributions, but not for a few
distributions like LN(3). Therefore, BUFFER(m) strategies do
not appear to be a good substitute for BESTSMAX.
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Fig. 7. Deadline miss ratio of heuristics BESTSMAX and BUFFER(m) for
different period τ and distributions while varying q.

Still, is it necessary to test all the 1 + δτ
q possible values

of smax to define BESTSMAX? We conjecture that the DMR
of the function S-MAX : s 7→ (AA, (dmax, lmax, smax) =
(δ, δ, s)) should be rather regular and have a single opti-
mum. In other words, we believe that this function should
be either increasing, or increasing and then decreasing.
Although we have not been able to prove this conjecture,
we have tested it.
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Fig. 8. Absolute difference in the simulated performance between
BESTSMAX vs. BINSMAX. For each value of the period τ , the main
percentiles (and worst-case) are presented.

We propose the BINSMAX heuristic: a variant of BESTS-
MAX which uses a binary search, instead of an exhaustive
one, to determine its choice of value for smax. On Figure 8
we compare the DMR of BESTSMAX and BINSMAX. The
difference is always smaller than 0.006. Hence, instead of
using BESTSMAX, one can use BINSMAX which achieves the
same performance but which is less expensive to define.

In conclusion, we have shown that for the AA policy,
one can focus on the BESTSMAX algorithm. For some distri-
butions it performs extremely well compared to the natural
NEVERKILL policy, while for others it is more interesting
to use NEVERKILL which has a much lower computational
complexity and achieves the same performance. Using
BESTSMAX is particularly important for saturated systems
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Fig. 9. Deadline miss ratio of job admission policy QUEUE(m) applied on
BESTDMAXLMAXSMAX for different period τ and distributions.

with long deadlines, the DMR can be decreased by up to
0.35.

Because all but two of the studied distributions have un-
bounded support, one may wonder whether this property
impacts the performance of scheduling strategies and of our
conclusions. To answer this question we present on Figure 5
the performance of NEVERKILL and BESTSMAX for the
distributions described in Table 1 (Figure 5(a)), when these
distributions are truncated so that the Worst-Case Execution
Time (WCET) of jobs is 6τ (Figure 5(b)), and when these
distributions are first scaled and then truncated, so that the
average execution time of jobs is equal to 1 and the WCET
is 6τ (Figure 5(c)). The choice of the value 6τ for the WCET
enables to consider cases where the relative deadline is
smaller, equal, or greater than the WCET. The missing parts
of the graphs on Figure 5(c) (and for Gumbel on Figure 5(b))
correspond to parameter settings for which there does not
exist a distribution satisfying all the constraints.

One can see that when job execution times are bounded
BESTSMAX achieves even better performance when com-
pared to NEVERKILL: for distributions for which BESTS-
MAX already achieved lower DMRs than NEVERKILL the
difference in DMRs is larger; for some distributions (like
exponential) for which the two strategies achieved the same
DMR, BESTSMAX now outperforms NEVERKILL when the
system is saturated.

7.2 Other Admission Policies
In this Section, we discuss other admission policies. Their
main difference with AA is that they can choose to re-
ject a job at submission time. For each of the three poli-
cies AP which do not admit all jobs (random, periodic
and with queues), we compare the performance of AP-
BESTDMAXLMAXSMAX, with the policy from the previous
section AA-BESTSMAX (simply denoted BESTSMAX).

We start by studying queues with Figure 9. Note that an
AA policy corresponds to a queue of unbounded size (al-
though the queue is necessarily bounded by δ/τ ). Whatever
the distribution and set of parameters, QUEUE(m) never
achieves better performance than AA.
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Fig. 10. Deadline miss ratio of random job admission policy applied on
BESTDMAXLMAXSMAX for different period τ and distributions.

A striking observation however, is that under heavy
load, the performance of QUEUE(1)-BESTDMAXLMAXSMAX
is quite close to that of the AA policy, with guarantees
that the number of jobs waiting is quite small. This is an
interesting result as it allows to give faster negative answers
to users when we know that it is very likely that their jobs
will not be accepted.

There is an exception for some distributions that cor-
respond to the category of distributions where BESTSMAX
= NEVERKILL (such as LN(3)). In this case, QUEUE(m)
achieves worse performance even for very small periods.
Overall, bounded queues are detrimental to the perfor-
mance. This is particularly true for distributions where the
optimal strategy under AA is NEVERKILL. However for
other distributions and under heavy load, the performance
loss when using queues of size 1 is negligible.

For the random admission policy, Figure 10 presents
the DMR of BESTDMAXLMAXSMAX for different values of
the admission ratio. Whatever the distribution and set of
parameters, the higher the admission ratio, the lower the
DMR. The best choice is to have an admission ratio of 1, that
is, to admit all jobs. Again we observe significant difference
for the category of distributions where NEVERKILL is the
best strategy for the AA policy. One could wonder whether
one could find an admission rate that depends on the load of
the system that could be efficient for the other categories of
distributions. A natural heuristic is one where the admission
ratio is equal to the period, hence, ensuring a load of 1. This
is plotted in black. This strategy does not perform well for
any distribution.

Figure 11 presents the DMR for periodic admission
patterns. For each pattern length under study, we generate
all possible patterns of that length which do not admit all
jobs and pick the one leading to the lowest DMR. The longer
the pattern, the lower the DMR. This is easily explained: in
each case the best pattern admits all jobs except one.
Overall, to minimize the DMR, it is always better to admit
all jobs and then to control their execution, than to reject
some jobs at submission time.
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Fig. 11. Deadline miss ratio of periodic job admission policy applied on
BESTDMAXLMAXSMAX for different period τ and distributions.

7.3 Performance for Different Optimization Criteria

So far, we have assessed the performance of the different
scheduling strategies and admission policies when trying
to minimize the DMR. In this case, the AA policy is dom-
inant, there is no incentive to reject jobs early on. In this
section we study secondary optimization criteria (defined
in Section 3.1) to see if it may be interesting from another
perspective to have different admission policies.

In Figure 12, we report the performance for the four crite-
ria, for three of the admission policies. We report the perfor-
mance of BESTDMAXLMAXSMAX (for DMR minimization)
either with a queue of size 1 (QUEUE(1)) or with a random
admission policy with an admission ratio equal to the period
(RAND(min{1, τ}) (recall that τ ∈ [0.1, 2] hence the need
for the minimum)). When all jobs are accepted, we report
the performance of BESTSMAX (which minimizes DMR).
Finally, we also include the performance of a strategy that
uses the set of dmax, lmax, and smax parameters which
maximizes the utilization (BESTDMAXLMAXSMAXUTIL).

As seen in the previous sections, except for
RAND(min{1, τ}), the performance of the heuristics
is quite close for DMR minimization. For utilization,
however, the heuristics achieve significantly different
performance, especially for the exponential distribution.
This hints at different possible trade-offs between DMR
and utilization for those scenarios where utilization would
be a criterion of interest.

For both the rejection time and the response time,
BESTSMAX and BESTDMAXLMAXSMAXUTIL achieve worse
performance than QUEUE(1). This can be easily explained.
QUEUE(1) rejects many jobs at their admission time. This de-
creases the load in the system and lower the probability that
jobs are killed by their deadlines which, in turn, decreases
the rejection time. This is especially true when the period is
greater than 1. In such a case, the system is underloaded and
rejected jobs are dropped exactly at their deadlines. Also,
when the system is less loaded, jobs are less impacted by
their predecessors, which decreases their waiting time, and
thus their response time. RAND(min{1, τ}) has an interme-
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Fig. 12. Performance of different optimization criteria for different heuris-
tics, while varying period τ and fixing N = 4.

diate behavior due to a higher acceptance rate.

7.4 Summary

Our thorough evaluation provides several important in-
sights about scheduling strategies for saturated real-time
systems. The first one is that the distribution of job execution
times matters a lot: for some distributions, the naive strategy
NEVERKILL (which admits all jobs and let them run until
either they finish or meet their deadline) performs very
well. For other distributions, the best strategy is to accept all
jobs, and to decide early termination only based on the time
spent in the queue (parameter smax). Determining whether
a distribution fits either category remains an open problem.

Finally, we investigated how optimizing DMR trades-
off with other optimization criteria. While BESTSMAX dom-
inates in performance for DMR and utilization, it comes at
the price of higher response time and rejection time. When
quality of service is important, intermediate admission poli-
cies (such as QUEUE(1)) can be used under heavy load, and
with a negligible increase of DMR.

8 CONCLUSION

This work has discussed several novel strategies to schedule
firm semi-periodic jobs. Previous work was limited to the
NEVERKILL strategy coupled with some admission policy.

We have introduced three control parameters to dynam-
ically decide when to start or interrupt a job. Aiming
at different optimization criteria, our dynamic scheduling
strategies encompass a wide range of execution scenarios.

We have used discretization to derive a Markov model
and used its stationary distribution to determine the best
value for each control parameter. An extensive simulation
campaign with 16 different probability distributions has
shown that tuning the new control parameters, in particular
smax, dramatically improves system performance. We have
reduced the complexity to find the optimal value of smax

by using a binary search. The ultimate goal would be to
identify a priori for which distributions smax is necessary,
and for which ones NEVERKILL should be preferred.

This work has laid the foundations for the study of
dynamic scheduling strategies with a single periodic task
and a single server. With p ≥ 2 processors, a first ap-
proach could use a round-robin allocation of jobs to the p
processors, which amounts to solving the problem with a
single processor and an arrival rate divided by p. Another
approach for p processors would be to use earliest start
times to assign incoming jobs, but this would require a
Markov chain with a huge number of states, so it might
not be feasible in practice. As for several periodic tasks, this
is a very challenging problem. The job execution times of
different tasks will have different probability distributions
and may have very different means (different granularities).
One would need to use some priority to choose which tasks
to favor, or to enforce some fairness criterion, such as mini-
mizing the maximum DMR over all tasks. We plan to design
some strategies based upon dynamic control parameters
that would extend our work for a single task. The Markov
chains involved would also have a huge number of states.

The main focus of this work has been on the DMR
objective. Future work will further study system utilization,
which is an important criterion for platform owners. Com-
bining several objectives may be important too, e.g., mini-
mizing DMR or maximizing utilization, while enforcing an
upper bound on mean rejection time.
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