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SofaGym: An open platform for Reinforcement Learning
based on Soft Robot simulations

Etienne Ménagera, Pierre Schegga,b, Elie Khairallaha, Damien Marchala, Jérémie
Dequidta, Philippe Preuxa and Christian Durieza *

Abstract
OpenAI Gym is one of the standard interfaces used to train Reinforcement Learning (RL) Algo-

rithms. The Simulation Open Framework Architecture (SOFA) is a physics based engine that is used
for soft robotics simulation and control based on real-time models of deformation. The aim of this
paper is to present SofaGym, an open source software to create OpenAI Gym interfaces, called environ-
ments, out of soft robot digital twins.The link between soft robotics and RL offers new challenges for
both fields: representation of the soft robot in a RL context, complex interactions with the environment,
use of specific mechanical tools to control soft robots, transfer of policies learned in simulation to the
real world, etc. The article presents the large possible uses of SofaGym to tackle these challenges by
using RL and planning algorithms. This publication contains neither new algorithms nor new models
but proposes a new platform, open to the community, that offers non existing possibilities of coupling
RL to physics based simulation of soft robots. We present 11 environments, representing a wide vari-
ety of soft robots and applications, we highlight the challenges showcased by each environment. We
propose methods of solving the task using traditional control, RL and planning and point out research
perspectives using the platform.
Keywords: SOFA, Finite Element Method, Reinforcement Learning, Imitation Learning, Monte Carlo
Tree Search, OpenAI Gym.

1. Introduction
The field of application of soft robotics is vast

and offers many challenges including locomotion
and manoeuvrability in confined environments,1

smooth gripping of fragile objects using soft ma-
terials and using environmental contacts to solve
complex tasks to cite only a few. The mechanics
corresponding to the behavior of soft robots are
continuum mechanics, for which there is gener-
ally no analytical solution, except in very simpli-
fied and often unrealistic cases.2–7 However, using
the Finite Element Method (FEM) or equivalent
numerical methods, accurate models of soft robot
deformation can be obtained. FEM is used in the
physics based engine SOFA.8 This technique can
efficiently simulate soft robot behaviors, includ-

ing non-linearities, heterogeneities, pneumatic
cavities and the use of tendons for instance. It
can also account for contacts between the robot
and its environment.

Several commercial and open source simu-
lators are available for rigid robots.9 Multi-
physics simulators for deforming structures also
exist10–12 and are sometimes used to simulate soft
robots.13–18 However those are deemed too slow
and only fit for offline simulation. In practice,
these tools are often used to simulate parts of
the robot during the design process but rarely
the whole robot in its surrounding world, which
requires to include a collision detection and re-
sponse pipeline. The Simulation Open Frame-
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work Architecture (SOFA)8, 19 is a FEM software
first used for medical simulation but extended to
soft robotics via a plugin.20 It can handle multi-
physics, collisions and a set of tools designed for
soft robotics such as soft actuators and inverse
models. This tool allows to model, simulate and
control these robots .21

In recent years, RL algorithms were for in-
stance used to learn complex behaviors in video
games,22 in environments that may be representa-
tions of physical reality, and physics based simu-
lations.23, 24 In rigid robotics, RL algorithms were
used to learn pick and place25–27 and manipulat-
ing a cube and the Rubik’s cube with a robotics
hand.28, 29 There are also many examples of us-
ing RL in the soft robotics community30 with the
limitations raised above. One popular workflow
is to first train the RL policy using simulation and
then transfer to the real physical robot.31 This has
several advantages among which running several
simulations that are faster in real time in parallel.
However, transferring from simulation to real-
ity causes several problems which are out of the
scope of this paper,32, 33 though it is widely ac-
cepted that using a simulator that is more faithful
to reality will ease this transfer process.

OpenAI Gym34 has become the reference for
RL providing both interfaces (called gym environ-
ments in the RL community) allowing to compare
different learning algorithms’ performances and
a standardized way of communicating with these
environments. More specifically, OpenAI aims
to provide a fair common ground to compare RL
algorithms and keep track of the best performing
ones in a leaderboard.35 These environments in-
clude common control tasks such as swinging a
pendulum, algorithmic tasks, tasks based on Atari
videogames and robotics using the MuJoCo36–39

physics engine. OpenAI and many other projects
also provide baselines,40–43 namely implementa-
tions of common RL algorithms which are de-
signed to be used with gym environments. Finally
both OpenAI Gym environments and baselines
are Open Source.

There also exists Gym-based environments
based on physical simulations used for robotics,
such as Mujoco44 and PyBullet,45 and which have

the capacity to simulate deformable objects,46–49

but the use cases of those environments are mostly
in learning to manipulate deformable objects and
not simulating soft robots. This is also the case of
the PlasticineLab50 and SoftGym51 environments,
where the goal is to modify soft structures with
rigid grippers or tools. Simulators, such as Chain-
Queen52 or DiffTaichi,53 offer differentiable phys-
ical simulators to simulate flexible robots and per-
form learning. Although these approaches pro-
vide real-time simulations, they are often based
on simplified models and do not offer a wide va-
riety of soft actuators, deformable structures and
constitutive laws. To the authors’ best knowledge
there is no easy, complete and Open Source way
to couple soft robot simulation and Gym envi-
ronments, meaning the control of a soft-body de-
formed by specific soft actuators in a Gym envi-
ronment. This is what this paper and the associ-
ated source code aims to provide.

SofaGym allows to use the Gym API directly
with SOFA: SOFA makes it possible to take into
account faithful mechanical modelling based on
FEM calculations, the SoftRobots plugin includes
many soft actuation methods, and Gym makes it
possible to manipulate environments using a ref-
erence framework and directly exploit baseline al-
gorithms. The paper’s contributions are:

• A new and open source platform allowing
to train and test RL algorithms on numeri-
cal twins of soft robots, simulated with their
environment.

• 11 examples of Gym environments based
on robots representing a wide variety of
tasks classical robotics (grasping, manipu-
lation, locomotion and high level control)
and showcasing the challenges discussed in
the previous part.

• Examples of trained RL agents used to solve
those tasks intended as a first baseline to
compare new results to, including some re-
cent, state of the art algorithms never ap-
plied to soft robotics.

• For the first time, RL approach is com-
bined with model order reduction of a FEM
model. Potential and limitations of such ap-
proach are discussed.



• A discussion over the results, including
transferring a policy learned in simulation
to reality, and the potential of this platform
for both the soft robotics and RL commu-
nities. We also discuss how learning meth-
ods and model based control can comple-
ment each other, specifically using learning
or planning for high level control and in-
verse model for low level control as well
as using learning or planning techniques to
overcome non convexities and local min-
ima, which are limiting the inverse model
optimization.

2. Background
2.1. Background on RL

RL is a type of machine learning. The goal of
RL is to learn the sequence of decisions to make
in order to reach a certain goal. An important
class of such problems is made of Markov deci-
sion problems (MDP). An MDP is defined by a
set of states S, with s ∈ S, a set of actions A,
with a ∈ A, a transition function st+1 ∼ P(st, at),
a reward function rt ∼ R(st, at), and an ob-
jective function J . Though strictly speaking the
set of states of an MDP is discrete, it is rather
common to consider a continuous state space in
RL, likewise, for the set of actions which may
also be continuous. In the case of soft robotics,
the action space can be constituted by the com-
mand of different actuators, whether they are rigid
(servo-motor, linear actuator, etc) or specific to
soft robotics (cable, pneumatic cavity, etc). The
state can be composed of information obtained
from sensors, such as contact sensors, or visual
information. In the case where a simulator is used
for training, other information such as gradients or
data from mechanical models can be used. The so-
lution of such a problem is a policy π(a|s) which
represents the probability to perform action a in
state s. In RL, it is very customary to consider the
following objective function:

J(π) = Eτ∼π[ΣT
t=0γ

tr(st, at)] (1)

where γ ∈ [0, 1) is a discount factor54 , τ =
(s0, a0, r0, s1, a1, r1, ...) is a trajectory sampled
with the policy π and T is the horizon, and t ∈ N
are decision instants that indicate an order of com-

pletion of the actions, in the sense that the effect
of an action is considered immediate and that the
execution of at is completed before t + 1. In this
case, it can be shown that the optimal policy π∗,
that is the one that optimizes J , is deterministic
and stationary, that is in any state s, there is one
best action, or a set of equivalently best actions,
leading to the same value of J .

If we know all the elements defining the MDP,
obtaining the optimal policy consists in solving an
optimization problem, which is known as a plan-
ning problem. In RL, we suppose that we know
S, A, and J , but we know neither the transition
function, nor the reward function. In this case,
the algorithm has access to pieces of information
regarding these two functions by interacting with
its environment: these interactions reveal samples
of these two functions. Learning an optimal pol-
icy may be achieved through a trial-and-error ap-
proach: the agent progressively learns the con-
sequences of its actions by iteratively trying one
action in its current state, and observe its conse-
quences (the transition to the next state, and the
reward).

To be able to deal with large state spaces, the
policy is represented using a function approxima-
tor with parameters θ, hence the notation πθ. It is
very customary to use a neural network for that
purpose, hence the θ are the network weights.
In RL, the classical approach to solve an MDP
is Q-learning using a neural network to repre-
sent the state-action value functionQ,55–59 leading
to Deep Q-Learning (DQN),60 or an actor-critic
approach, such as the state-of-the-art algorithms
Proximal Policy Optimization (PPO)61 and Soft
Actor Critic (SAC).62 Recent algorithms, like Ac-
tor with Variance Estimated Critic (AVEC)63 that
can be combined with SAC and PPO, allow to im-
prove both sample efficiency and stability of these
algorithms.

By definition, a state contains all the neces-
sary information to be able to decide which action
should be performed in order to optimize the ob-
jective function. In a real application, it is difficult
to be certain that we indeed have all the necessary
information. For that reason, one distinguishes
the notion of an "observation" from the notion of
state. Ideally, the observation is a state but usu-
ally, one uses the information it has access to, the
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observation available about the current situation,
and hopes that this is indeed a state.

2.2. Background on planning

Planning algorithms aim to create a plan to
reach an objective. Planning is usually done "of-
fline" in the sense that the creation of the plan is
done before the execution of the sequence of ac-
tions. Since the plan must be searchable before
the sequence of actions is carried out, a model
of the environment must be available, that is the
knowledge of the definition of the MDP, S, A, the
transition function, the reward function, and the
objective function. In this paper, we use a sim-
ulator as a model of reality and we will consider
tree-search techniques.

As an example of a tree-search technique,
Monte Carlo Tree Search (MCTS) 64 is a plan-
ning algorithm used in sequential decision mak-
ing. The algorithm considers the tree of possibili-
ties: the root s0 of the tree is the initial configura-
tion of the environment; each node si is the con-
figuration obtained by starting from the previous
configuration sp(i), where p(i) corresponds to the
parent of i in the tree, and applying an action. The
general idea is to select the most promising leaf in
the sense of the reward function, simulate an ac-
tion from this leaf to create a new leaf, retrieve the
expected reward from this new leaf and propagate
it to the rest of the tree. The tree is traversed until
a final state is found.

Many tree search algorithms have been de-
veloped.65 Recently, many stemmed from the
Multi-Armed Bandit community. Some exam-
ples include Upper Confidence Bounds applied
to trees (UCT),66 Open-Loop Optimistic Planning
(OLOP) 67 and Optimistic Planning for Determin-
istic systems (OPD) .68 The general idea always
remains to expand a search tree in order to find
the sequence of actions which will solve the task.

2.3. Gym API

In the RL community, an environment con-
sists of all the elements introduced in the previous
section: an action space, an observation space, a
reward function and a transition function. Less
formally, an environment in RL corresponds to a
means of simulating the interactions between an

agent and an external world and of retrieving in-
formation of interest for learning such as the state
of the agent st, or the immediate reward rt.

The Gym framework allows to interact with
an environment using a very small set of simple
functions, like step(a) to simulate the effect of
the agent performing action a and to recover in-
formation from the environment (state, reward,
flag to indicate the end of the episode), reset()
to restart the environment and render() to give a
visual representation of the current state.

Using this interface provides a single generic
way (API) to interact with many environments.
This is what SofaGym allows when the environ-
ment is a SOFA simulation, i.e. the simulated
robots and their surroundings.

2.4. Background on soft robot simulation
The modeling of soft robots is based on solid

mechanics and relies on the sum of forces that ap-
ply to the system, including internal forces (defor-
mations), inertial forces, external forces (gravity,
contacts, etc.) and forces related to the actuation
(motor torques, pressure in the cavities, etc.).

We can keep a unified formalism for rigid and
deformable solids, by adapting the parametriza-
tion. In the following we suppose that the state
of the robot is represented by a position vector q
and a velocity vector v. Depending on the type
of model we are using q can represent the 3D po-
sition of nodes (for a volume FEM mesh or mass
spring models for instance) but also Frame posi-
tions (for beams, shells or rigid parts of the robot).
We also use sometimes reduced coordinate (for
Cosserat models or articulated systems). SOFA
contains many numerical models of deformations.

In SOFA, the dynamics of the robot are writ-
ten:

M(q)v̇ = g(q)− f(q,v) + HT
aλa + HT

c λc (2)

where M(q)v̇ represents the inertial forces, g(q)
the gravity forces, f(q,v) the internal forces
(based on the constitutive laws of the materi-
als). The actuator forces HT

aλa and contact forces
HT
c λc are using Lagrange Multipliers.



To integrate the equation of the dynamics over
time, several difficulties need to be considered:
(i) the stability of the deformable models is not
guaranteed with explicit integration schemes, ex-
cept with very small time steps, (ii) collisions be-
tween the robot and its environment create non-
smooth events (even on deformable solids) that
need to be carefully integrated over time, (iii) the
computation time needed to integrate a numerical
time step needs to be limited in comparison with
the size of this time step (note that if it is pos-
sible to make them equal, a real-time simulation
is possible). These different limitations have led
to the use of “time stepping” implicit integration
schemes of quite low order.8

Lagrange Multipliers are in particular used for
the computation of both direct and inverse mod-
els of soft robots, as in most cases, the efforts ex-
erted by the actuators result from a solving pro-
cess, computed by optimization. The same prob-
lem arises with contact: contact forces are not
known in advanced and need to be solved by ded-
icated solvers.21 Contact points between mod-
els are detected thanks to collision detection al-
gorithms which often uses surface models of the
robot and of its environment. Contact response
uses a formalism of complementarity constraints
based on Signorini’s law and friction is modeled
with Coulomb’s law, accounting for stick and slip
cases, which are necessary to model correctly lo-
comotion, grasping and manipulation.

3. Challenges of applying RL to soft robotics

3.1. Soft robotics is a unique problem for RL

From an RL point of view, the control of soft-
robots offers numerous challenges. First, the ob-
servation space must contain enough information
to take into account the deformations of the differ-
ent parts of the environment (external objects or
robot) and the contacts between the environment
and the robot. Contacts are very important in the
context of soft-robotics because they condition the
shape of the robot. Taking this information into
account leads to a large observation space that is
sometimes difficult to parameterise. Indeed, the
compact representation of soft robots is an open
question. An example of this is the question of
finding a compact representation of the deforma-

tions of a robot without considering all the points
that compose it. In this paper we explore the idea
of using deformation modes rooted in a reduced
model. Second, the dimension of the action space
of a soft-robot is often much larger than that of a
rigid robot. This action space makes it possible
to control the deformation of a robot with flexible
or non-flexible motorisation. Generally, the soft
robot is under actuated. This leads to very com-
plex interactions with the environment, and the re-
sult of each action is strongly conditioned by the
collision and deformation state of the robot. In-
deed, a simple contact with the environment can
completely change the result of an action and lead
to very different configurations of the robot. In
addition, in general, redoing an action in the other
direction does not return the robot to its previous
state, which leads to a notion of non-reversibility
of actions. These two facts lead to long training
times. It is therefore necessary to be able to over-
come this problem by inventing appropriate meth-
ods, particularly in terms of sample efficiency.

3.2. Limits of existing control methods
Soft robots can be controlled with traditional

control techniques, such as inverse models.69

These models do not require learning time but
are limited by strong mathematical assumptions
on the optimization domain, notably convexity as-
sumptions. On the contrary, RL is able to handle
problems without strong assumptions about the
spaces and can therefore be more suitable for in-
stance in problems where contacts lead to change
of the optimization domain. In some cases, RL
and inverse model control will converge to the
same solutions. In those cases, RL will run in real
time but requires prior training while optimization
techniques compute online. An interesting per-
spective could be to use the simulator as a model
in model based RL. Another promising approach,
inspired by rigid robotics ,70 could be to use infor-
mation from the simulation in the RL models by
doing Differentiable Dynamic Programming. In
the authors’ opinion, one of the main challenges
of applying RL in soft-robotics is to find when to
use traditional control schemes and when to use
tools from learning, combining the advantages of
both approaches. In this paper we demonstrate us-
ing RL as a high level control tool to find a tra-
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jectory in the observation space, and an inverse
model to actuate the motors and follow the trajec-
tory.

3.3. Need for fast and accurate simulation

RL requires many interactions between the
agent and the environment to learn a good pol-
icy. To limit the learning time, rapid interactions
between the agent and the environment are re-
quired. Whether in soft or classical robotics, the
advantage of performing learning in simulation is
well established: parallelization and fast comput-
ing speeds up learning, there is no risk of altering
a physical robot which can be costly, and it is pos-
sible to perform critical tasks such as medical op-
erations. There are fast simulators in the case of
manipulation of soft objects50, 51 , which allow to
realise quick learning. But in critical tasks, such
as medical tasks, or in tasks requiring a real rep-
resentation of deformations, accurate and faithful
simulators are also needed. The balance between
accuracy and speed has to be evaluated. Two ma-
jor challenges of RL in soft robotics are to provide
fast, accurate, and faithful simulation tools, and to
design sample efficient learning algorithms. FEM
simulation, which has been tested and validated
in the medical field and real time control in soft
robotics,71 enables to obtain faithful and accurate
simulations, sometimes at the expense of simu-
lation speed. An increased simulation accuracy,
as well as domain randomization techniques are
known to facilitate the transfer of policies learned
in simulation to the real world.28, 29 It is also possi-
ble to run parallel episodes. This allows to collect
data faster and can to some extend compensate for
slower simulations. Some RL algorithms, such as
RL algorithms that use a replay buffer, can take
advantage of this parallelization and can thus pro-
vide better temporal performance than running a
single real-time simulation.

3.4. Transferring from simulation to reality

Transfer learning is a well-known problem in
robotics. It consists in learning a strategy in sim-
ulation and then applying it to the real physical
robot robot. Discrepancies usually appear as a
simulation is never a perfect model and unmod-
eled external factors have to be taken into account.

Mathematically modeling a soft robot is a com-
plex task. Using FEM simulation allows to rep-
resent a large diversity of shapes, geometries and
deformations, but the quality of the simulation of-
ten depends on the calibration or estimation of
several parameters (Young’s modulus, Poisson’s
ratio, friction coefficients, etc). A slight variation
of this calibration can lead to very different con-
figurations of the robot when there are contacts or
threshold effects. RL tends to exploit weaknesses
in the simulation and edge cases: the more accu-
rate the simulation, the easier it is to transfer the
strategy learned in simulation to the real robot. In
this paper we show how one can use a combina-
tion of planning and inverse model control to suc-
cessfully transfer a policy planned in simulation
to the real physical robot.

3.5. Lack of a unified platform and benchmark
As stated in the introduction, OpenAI Gym

provides a series of standard environments for the
community to design and experiment algorithms
on, and to compare the results on a fair common
benchmark. This type of platform helps drive re-
search and allows to compare the performances
of either new algorithms on a known problem, or
known algorithms on a new task. At the moment,
no such platform exists for applying RL to a wide
variety of deformable robots, with the capacity of
being easily extended to new robots and appli-
cations. SofaGym aims to provide such a plat-
form, implementing several environments and set-
ting a baseline for future research to compare to.
SofaGym also allows to easily create new envi-
ronments from FEM simulations to offer new and
interesting problems to the community.

3.6. Taking into account the adaptability of soft
robots

Using RL to control soft robots gives two lev-
els of adaptation. Firstly, RL algorithms allow to
generalize to different situations. Secondly, the
structure of the robot itself is flexible. These lev-
els of adaptation combine and any adaptation per-
formed from a mechanical point of view by the
body of the robot is will be added to the adaptation
performed at the learning level. To the author’s
opinion, this makes learning based strategies well



adapted to flexible robots since they require less
precise strategies (the inaccuracies being compen-
sated by the structure of the robot). This is an
important point to take into account when trans-
ferring from simulation to reality, since a part of
the adaptation to the imperfections of the simula-
tion and the control will be compensated directly
by the physical structure of the robot. These im-
perfections must still be in the adaptation range of
the robot, hence the need to have faithful simu-
lations that take into account the deformations of
the flexible robot.

To take full advantage of this adaptation of
flexible robots, the reward function must be well
designed. Indeed, it is possible to force some
points of the robot to reach a given position, a
speed, to have a certain behavior. However, by
directly constraining the robot’s points, we do not
take advantage of the robot’s ability to deform and
adapt. It is more appropriate to focus the reward
function on the interaction of the robot with its
environment: for a manipulator the position of the
object to be manipulated, a zone in which to stay,
a maximum force to be applied to an object, etc.
The definition of the reward function is therefore a
challenge in itself: it must allow to solve the given
task while leaving the possibility for the robot to
adapt itself to its environment.

4. Materials and Methods: RL Environments
In this section we exhibit 11 Gym environ-

ments representing different common applications
in soft robotics (grasping, manipulation, planning
and locomotion) and showcasing the challenges
exposed in section 3 (controlling deformable bod-
ies, handling collisions and contacts, soft actua-
tion, advantages and limits of training simulation,
advantages of learning and planning techniques
over traditional control schemes and their com-
plementarity and the problem of transferring from
simulation to reality). These tasks and challenges
are illustrated by different robots, shown in Fig-
ure 1. The aim is to showcase the versatility of
SofaGym by demonstrating that it can be used to
create a Gym environment out of any SOFA sim-
ulation of a robot, covering a variety of actuators,
sensors and tasks.

For the soft robotics community, these envi-
ronments are intended as examples of how to use

SofaGym on a variety of SOFA simulations and
to encourage readers to create new environments
out of their own simulations and applications, thus
submitting novel and interesting problems to the
community and allowing other research groups
to compare their results on the same problem.
The environments presented in this article are pro-
posed as a set of first tasks in a virtual playground
to test, combine, compare and validate various al-
gorithms, observation spaces, action spaces and
rewards.

For the RL community, we present a selec-
tion of environments which represent challenging
tasks in soft robotics. The focus is put both on
the diversity of applications and on representing
a variety of challenges. This could enable the
development of new concepts and algorithms to
solve those tasks. By open sourcing the platform
we also enable the modification of the observa-
tion and action spaces of every environment and
the engineering of the reward function.

For each environment, we present the chal-
lenges posed by the environment and we list
research perspectives involving the environment
or a simple modification of it. Some of those
challenges are explored in section 5, other per-
spectives are detailed in the discussion. Since
SofaGym is an open-source platform, all results
can be verified and improved by users, and the
challenges presented in the previous section can
be deeply explored.

4.1. Baseline Environments

4.1.1 Overview We designed 3 small scale en-
vironments to showcase specific challenges posed
by soft robotics. These environments were de-
signed to run fast and to serve as a starting point
for discussion on RL in soft-robotics field. One
of them was adapted from a classic Gym en-
vironment to include deformable elements: the
CartStem environment corresponds to the clas-
sical gym CartPole environment with à flexible
pendulum. This environment shows the impor-
tance of deformation in soft robot control. The
CartStemContact is an environment designed to
show the importance of taking into account con-
tacts between soft-robot and objects for the res-
olution of a placement task. The last environ-
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Figure 1. Examples of environments developed in SofaGym. (a), (b), and (c) are environments of the baseline. (a)
CartStemContactEnv: a stem is moved horizontally with a cart and must use the contacts to place its tip, in green on

the image, at the horizontal level of the red line. (b) CartStemEnv: a flexible stem must be kept vertical by the
horizontal movement of a cart on which it is fixed. (c) CatchTheObjectEnv: a ball must be dropped into a moving

cart. The fall of the ball can be prevented by using a pneumatic gripper. (d) GripperEnv: A cable actuated gripper is
used to bring a deformable cube to a certain height, given by the green point in the figure. (e) TrunkEnv: the Truck
must be activated so that its end reaches a goal, represented in green on the figure. (f) TrunkCupEnv: the Trunk is

used to move and orient a flexible cup. (g) DiamondEnv: the end of the robot, in orange on the figure, must be
brought to a certain position. (h) MazeEnv and SimpleMazeEnv: in MazeEnv a tripod robot is used to orient a maze

that has to be solved by bringing a ball to a certain position. The SimpleMazeEnv is simply the maze that can be
oriented. (i) MultigaitEnv and ReducedMultigaitEnv: in both cases the robot is moved along the horizontal axis.
The difference of the two environments is given by the use or not of a reduced model to represent the robot. (j)

ConcentricTubeRobotEnv: it is necessary to bring the tip of the smallest of the three tubes to a certain position in a
nasal cavity.

ment, CatchTheObject environment, illustrates
pneumatic actuation. These setups are shown in
figure 1.a, 1.b, 1.c.

4.1.2 Technical considerations The most im-
portant technical point is the actual simulation
time needed to perform a simulation time step.
Here we use the RTF (Real-Time Factor) to quan-



tify this simulation time. The RTF is given by the
formula RTF = ∆tsimu

∆treal
, where ∆treal secondes

is the real time to simulate ∆tsimu secondes of
the simulation. If we have RTF ≥ 1, we have
∆tsimu ≥ ∆treal and we simulate more time than
the computation time. A real-time simulation has
a RTF = 1. For all environments we compute
the RTF with dt = 0.01s and when the simulation
is stable with a larger dt we also compute the RTF
for this value. In fact, it is possible to improve the
RTF by increasing the dt value, paying attention
to the stability of the systems. The mean is com-
puted over one episod. These results are given to
give an order of magnitude of the temporal per-
formance of the environments. The length of the
episodes is given in Appendix C. The following
table summarises the RTFs1 of the different base-
line environments.

Environment Mean RTF
dt = 0.01 dt = 0.05

CartStemContact 3.5 17.7
CartStem 3.6 18.6
CatchTheObject 1.2 5.2

The environments proposed in the baseline
therefore run faster than real time. Thus, the base-
line environments are fast environments that allow
easy testing of RL algorithms in the context of soft
robotics.

4.1.3 Challenges and research opportunities
These environments allow to illustrate the func-
tioning of SofaGym on simple examples and
to highlight some basic RL challenges in soft-
robotics. The CartStemContact environment
highlights a problem that could not be solved by
convex optimization: the contacts allow to delimit
three convex zones and the RL algorithm allows
to switch from one zone to another. The CartStem
environment is made up of a flexible part: the re-
ward and the agent’s state cannot be represented
in the same way as for the associated rigid envi-
ronments. In addition, the parameters of the robot
(rigidity of the stem, force of the actuation) have
to be designed to simulate a realistic behavior. In
CatchTheObject environment, the pneumatic ac-
tuation leads to slower simulations as the entire

deformation of the cavities has to be simulated.
Efficient algorithms must therefore be found to
solve the corresponding tasks.

Even if these environments are simple, they
make it possible to think about other challenges
such as transfer learning and how to use a learned
strategy for an environment which differs slightly
from the learning environment. For example, it
would be easy to change the size of the pendulum
or the material composition of the different robots
in order to see how the algorithms can adapt to
these changes. This could represent a first step
towards designing a more robust policy and the
transfer to a real robot.

4.2. Grasping example: GripperEnv

4.2.1 Overview The Gripper environment of-
fers two different simulations. In both, the objec-
tive is to grasp a deformable cube and bring it to
a certain height. The closer the cube is to the tar-
get, the greater the reward. In the first scenario the
actuation is discrete and in the second it is contin-
uous.

The simulated gripper consists of two soft
cable-actuated fingers that can translate and rotate
in the simulated environment. The fingers have 3
phalanx and are made out of silicone.72 The fin-
gers have 4 embedded cavities with sensors that
measure the pressure inside them so that these
readings can be used to infer the fingers shape dur-
ing the deformation. The two fingers are rigidly
attached at their base and a cable passes through
each of them. The fingers are actuated by pulling
the cables. Forces of random intensity and direc-
tion are applied to the cube to test the robustness
of the grip. The setup is shown in figure 1.d.

4.2.2 Technical considerations In the same
way as for the previous environments, it is pos-
sible to calculate the RTF of this environment.

Environment Mean RTF
dt = 0.01 dt = 0.03

GripperEnv 0.15 0.5
1All calculations are done on the same machine (macOS Big Sur, Intel Core i7 quad-core 3.1GHz processor, 16GB 2133

MHz LPDDR3 memory), under the same conditions.



MÉNAGER, SCHEGG, ET AL

4.2.3 Challenges and research opportunities
Soft grippers are the most widespread application
of soft robotics nowadays and they remain chal-
lenging because of the contact between the grip-
per and the objects to be grabbed. As was devel-
opped in section 3.6. soft grippers are the robots
which best illustrate the adaptability of flexible
robots. Indeed, the gripper’s claws adapt to the
objects to be gripped when the forces applied are
sufficiently large. A slight change in the force ap-
plied to the object will change the gripper’s defor-
mation but not affect the overall grip. The reward
must be designed to take into account the adapt-
ability of the robot. In addition, it is very easy
to change the geometry of the gripper, so long as
it is cable actuated. We include a simple geome-
try from the SoftRobots plugin examples21 in the
environment as a comparison. Changing the ob-
ject to grasp is also simple, we include a dragon
figurine from the standard SOFA meshes. This
environment could be used to experiment with co-
designing a finger geometry and a control policy.
It is also interesting to test what is required for a
policy learned to grasp one object to transfer to a
new object. This new object can be either rigid or
deformable. Finally, soft grippers are easy to fab-
ricate and assemble. This makes this environment
a good foundation to investigate the challenges
posed when transferring a policy from simulation
to reality.

4.3. Placement and manipulation examples:
DiamondEnv, TrunkEnv and TrunkCupEnv

4.3.1 Overview We propose here three envi-
ronments in which the objective is to place either
the effector of the robot or a manipulated object
at a given position and orientation. The objec-
tive is therefore to learn the inverse model of the
robot. The DiamondEnv environment implements
a flexible parallel robot73 made of silicone and op-
erated by 4 cables placed in the middle of each leg.
The TrunkEnv environment implements a flexible
robot inspired by an elephant trunk.69 This robot
is composed of a flexible body made out of sili-
cone actuated by 8 cables fixed all along the robot.
In the TrunkCupEnv, this Trunk robot is holding a
deformable cup.74 The goal is to manipulate this
cup to bring it’s center of gravity to a target po-

sition and orientation. These setups are shown in
figure 1.e, 1.f and 1.g.

4.3.2 Technical considerations In the same
way as for the previous environments, it is pos-
sible to calculate the RTF of these environments.
The following table summarises the RTFs of the
different environments.

Environment Mean RTF
dt = 0.01 dt = 0.05

DiamondEnv 0.11 0.6
TrunkEnv 0.5 2.3
TrunkCupEnv 0.1 0.8

4.3.3 Challenges and research opportunities
These environments show that the inverse model
can be learned through training techniques but this
requires a lot of training time and samples. We
provide the equivalent simulations implementing
inverse model control to allow for an easy compar-
ison between the learned policies and the strategy
chosen by constrained optimization. These envi-
ronments are intended to showcase the value of
inverse model control and to encourage research
on how to combine learning techniques with ex-
isting control schemes rather than replacing them
entirely.

4.4. High level control examples: MazeEnv and
SimpleMazeEnv

4.4.1 Overview This environment consists of
a small rigid sphere, a rigid maze and a tripod soft
robot.75 The maze is attached to the tripod. De-
forming the membrane of the tripod changes the
orientation of the maze. The ball is moved by
gravity by modifying the maze’s orientation and
needs to navigate to one of the 4 corners. The
setup is shown in figure 1.h.

In the complete Maze environment, the ac-
tions control directly the servomotors which de-
form the tripod’s membrane. In the simplified ver-
sion, we consider only the maze and the actions
bring the maze directly in a certain orientation.
This is not a soft robotics environment per se, it
was designed to investigate how RL and planning
can interact with traditional control schemes.



4.4.2 Technical considerations In the same
way as for the previous environments, it is pos-
sible to calculate the RTF of these environments.
The following table summarises the RTFs of the
different environments.

Environment Mean RTF
dt = 0.01 dt = 0.05

MazeEnv 0.02 0.06
SimpleMazeEnv 1.26 9.0

The Maze environment is slow: the two ele-
ments, tripod and Maze, taken separately rotate in
real time. The link between the two causes the
drop in performance of the simulation. It is im-
portant to pay attention to the collision model as
the time step increases.

4.4.3 Challenges and research opportunities
The movement of the ball in the labyrinth is en-
tirely guided by the contacts between these two
elements. The mesh of the labyrinth can be con-
structed automatically using generation tools such
as Gmsh,76 which makes it very easy to gener-
ate random variations of this environment. The
inverse model of the Tripod robot supporting the
maze is easy to solve. Though this does not allow
to directly solve the maze and navigate the ball to
one corner, it makes it natural to split the prob-
lem in two. This is also justified by the computa-
tion times of the full scene and the reduced scene.
Thus one can solve the maze learning or plan-
ning the orientations of the maze (SimpleMaze)
and then use the inverse model to compute the
servomotor positions associated with these maze
orientations. Moreover the Tripod robot is easy to
fabricate and a tutorial is available using 3D print-
ing and silicone casting.77 The mesh can also be
3D printed. This makes this environment a good
candidate to explore transferring from simulation
to reality. We showcase an open loop example
of policy transfer in this paper. Extracting the
state from sensor data and simulation registration
would be needed to close the loop.

4.5. Locomotion examples: MultigaitEnv and
ReducedMultigaitEnv

4.5.1 Overview The MultigaitEnv provides a
digital twin of the multigait soft robot78 in con-

tact with the floor. In this environment the goal of
the agent is to move forward in the x direction as
far as possible in a given time. The robot is actu-
ated by inflating or deflating 5 cavities, one in the
center and one in each leg. The setup is shown in
figure 1.i.

To improve the performance of the MultiGait
simulation, Model Order Reduction (MOR) tech-
nique79 is used. MOR technique is based on a pro-
jection of a simulated model into a lower dimen-
sional space. Given the geometrical details of the
MultiGait robot, its FEM model involves a high-
dimensional mesh which would be expensive to
solve in simulation. The idea is to define a base
of a reduced model such that the evolution of the
FEM problem can be approximated by looking at
the solution in the reduced space. This technique
consists of two phases. The first is to find the ba-
sis using the POD (Proper Orthogonal Decompo-
sition). This is equivalent to finding the different
modes that allow to describe all possible positions
of the robot. In the second phase, this basis will
be used to solve the simulation problem. In the
case of the Multigait, there are 63 modes (3 rigid
translational modes, and 60 modes of deformation
sorted from most to least important). We call this
environment ReducedMultigaitEnv.

4.5.2 Technical considerations In the same
way as for the previous environments, it is possi-
ble to calculate the RTF of this environment. The
following table summarises the RTFs of the dif-
ferent environments.

Environment Mean RTF
MultigaitEnv 0.007
ReducedMultigaitEnv 0.15

Once again, we can see that the reduction of
the model allows us to have better temporal per-
formances, with a factor of 20. This shows the in-
terest of using mechanics tools in simulation en-
vironments. In this environment, increasing the
time step causes instability problems for the same
solver configuration (contact distance, alarm dis-
tance, etc.).

4.5.3 Challenges and research opportunities
With multigait, we have explicit mechanical mod-
elling. Contrary to the two previous parts where
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there were mechanical tools to solve the task, the
mechanics is used here as a tool to model the robot
and solve the simulation. The idea of this en-
vironment is therefore to see how to exploit this
mechanical representation of the robot to support
learning, for example by using MOR deformation
modes to represent the state of the robot. As the
Multigait robot is a classic of soft-robotics, it is
also possible to compare the results obtained in
simulation with a hand crafted baseline. Finally,
the interest of having two scenes, reduced scene
and full scene, is to see if it is possible to trans-
fer the learning from one to the other. The use of
MOR has some limitations, such as a limited num-
ber of deformation and translation modes, which
must be taken into account both in the learning
and in the transfer of strategy.

4.6. Navigation example in a medical context:
ConcentricTubeRobotEnv

4.6.1 Overview This environment proposes a
Concentric Tube Robot (CTR) with 3 concentric
tubes. The goal is to bring the tip of the small-
est tube to a target position inside a nasal cavity.
Each tube can be pushed, pulled or rotated inde-
pendently at its proximal base, outside the patient.
The setup is shown in figure 1.j.

4.6.2 Technical considerations In the same
way as for the previous environments, it is pos-
sible to calculate the RTF of this environment.
When contacts are limited, the RTF of this scene
is 2.5. However, when the contacts become very
numerous, which necessarily happens when the
robot is inserted further into the cavity, the RTF
can drop by a factor of 10.

Environment Mean RTF
CTREnv 0.25 to 2.5

4.6.3 Challenges and research opportunities
This environment showcases a medical use case,
which has become one of the major applications
of soft robotics. In this environment the robot has
to navigate in a tight space, which means there
will be numerous collisions and contacts between
the robot and its surroundings. Since the actuators

are far from the tip of the robot, the elastic behav-
ior of the tubes play an important role. The stick-
slip transitions in contacts also play an important
role in navigation. One can also extract the con-
tact forces between the robot and the nasal cav-
ity which allows to explore safe RL. Finally, since
quadratic programming relies on local optimiza-
tion, this is one of the use cases where using the
QP alone will often fail to solve the trajectory and
end up in a local minimum. This can be solved
by using a high level controller, such as trajec-
tory optimization, in conjunction with the inverse
model. We view this environment as another op-
portunity to explore how learning or planning al-
gorithms can interact with traditional control.

4.7. Note on performance

One of the main limitations of using FEM sim-
ulation is its computational cost. SofaGym is no
exception to this rule. However this uncovers new
research challenges. On the learning side it is
paramount to design algorithm that are as data ef-
ficient as possible, and that can learn from off pol-
icy data. Another interesting challenge is to de-
termine what parts of the task to learn and how
to integrate the learned elements with traditional
control schemes.

On the simulation side, many improvements
can be made, and any gain in simulation speed
will have an immediate impact on the learning
time. One of the most computationally costly
steps is the collision pipeline as is demonstrated
by the ConcentricTubeRobotEnv. Model Order
Reduction tools also greatly increase the speed
of the simulation as demonstrated by the Multi-
gaitEnv and ReducedMultigaitEnv, however this
makes the problem of transferring from simula-
tion to reality harder since the reduced model will
be less accurate.

4.8. Note on implementation

In order to enable the use of RL and planning
algorithms in SOFA, two tools have been imple-
mented. These elements are presented in detail
in the Appendix B. It should be noted that these
modifications have been implemented for the cur-
rent version of SOFA and that they are likely to
evolve with time.



In order to use planning algorithms, all inter-
mediate configurations of the environment must
be saved so that we can return to these configu-
rations if they look promising. SOFA does not al-
low this step to be done easily, and a server/worker
system has been implemented: each configuration
is stored in a worker, which can be called by the
server if needed.

In order to limit the size of the manipulated
SOFA scenes, we have separated the mechani-
cal model of the scene elements from the visual
model. The computation nodes contain only the
mechanical models, and a viewer allows to re-
trieve the information from these nodes in order
to display them in a visual model of the scene.

5. Results: Solving classical soft robotics tasks
using SofaGym and RL

In this section we will tackle some of the
challenges proposed in the previous section using
SofaGym. First, we will compare classical RL al-
gorithms on the baseline environments. Then we
will discuss different RL tasks that question the
challenges of RL in soft-robotics, namely Behav-
ior Cloning (BC), RL using a mechanical model to
represent the agent’s state, planning and strategy
transfer between simulated and real robots in open
loop. The interest here is twofold. The first is to
show a wide variety of learning methods based on
SofaGym environments applied to classical tasks
in soft robotics. Our goal is to demonstrate that
the SofaGym platform can easily be interfaced
with baseline state of the art learning algorithms
and allows to solve the presented tasks. Secondly,
the interest is to show how SofaGym can address
the challenges we have highlighted in the previous
sections. We do not solve here all the challenges
but give an idea of how the platform allows to deal
with these challenges.

5.1. Solve the baseline environments with
classical RL algorithms

The examples in the baseline can be solved us-
ing different classical algorithms. The choice was
made to use the state-of-the-art algorithms PPO
and SAC, which illustrate two different classes
of algorithm (on-policy and off-policy). In order
to show that SofaGym environments can be used

with any algorithm, we also chose to solve these
examples with the AVEC algorithm.63 AVEC is
coupled both with SAC and PPO, and we call
these algorithms SAC-AVEC and PPO-AVEC.
Note that the implementation of the PPO and the
SAC are given by the stable-baseline and the im-
plementation of AVEC is given by the author of
the corresponding article. The training curves for
each of these examples are shown in Figure 2.

We have based the tuning of the hyperparame-
ters on what worked well63 in the case of rigid
examples, by performing a rough grid search.
This does not represent an exhaustive search of
hyperparameters but allows to have a comparison
of basic algorithms on simple soft-robotics exam-
ples. For reproducibility these hyperparameters
are given in Appendix C. For each environment
and each algorithm, the trainings are performed
on 6 different seeds, and the results are averaged
on 5 non-deterministic tests. All the configuration
elements of the environnements and algorithms
can be easily modified.

For the environment CartStem, we simulated
80 learning steps of 0.1 second each (i.e. a simu-
lation of 8 seconds). This allows us to get closer
to the behavior of the Gym CartPole which per-
forms 200 learning steps for a dt of 0.027 seconds,
which corresponds to 5.4 seconds of simulation.
As for the Gym CartPole, we have a reward of +1
when the stem is sufficiently vertical, i.e. when
the deformation is low and the tip of the stem re-
mains in a cone above the cart. The simulation is
stopped when the sphere goes out of the cone de-
fined previously or when the cart goes out of its
given path (i.e. it goes too much to the right or to
the left). The initial inclination of the stem is ran-
dom. The actuation is discrete and corresponds
to a constant positive or negative force applied to
the cart. Only the algorithms based on PPO that
implements discrete actions are used in this envi-
ronment; our current SAC implementation deals
only with continuous actions.

For the environment CartStemContact, the
timer is 30 time steps of 0.3 seconds. The re-
ward is given by the horizontal distance between
the tips and the goal (represented by a red line in
the figure 1). The episode stops when the timer is
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reached or when the distance is lower than a cer-
tain threshold, here 0.15 cm. The initial position
of the goal and the cart is random. The actuation is
continuous and corresponds to a position control
of the cart.

For the environment CatchTheObject, the
timer is 30 time steps of 0.1 seconds. The reward
is given by the distance between the ball and the
goal in the cart (represented by a green dot in the
figure 1). The episode stops when the ball is in
the cart, the ball is under the cart or the timer is
reached. The initial vertical position of the ball
and the initial position of the cart, as well as the
initial direction of the cart are random. When the
cart reaches one end of the path, it slightly waits
(2.5 seconds) before starting again in the other di-
rection. The actuation is continuous and corre-
sponds to a pressure control of the gripper.

First it is possible to see that we manage to
solve the given tasks with RL algorithms, even
if not all of them compute a good strategy, i.e.
solve the task with the highest possible cumula-
tive reward. For example, in the case of CartStem-
Contact, the strategy found by PPO gets a worse
cumulative reward than the one found by SAC.
The use of AVEC reduces the effective learning
time by a factor of at least 2.5, which is interest-
ing in the case of environments that are long to
simulate. For exemple, we can solve the Cart-
Stem in 6 hours (over 6 seeds) with PPO-AVEC
but in 18 hours with PPO. The all computation
time (for all the seeds and all the algorithms) for
the CartStemContact is about 19 hours and for the
CatchTheObject is about 23 hours. Durations are
measured on CPU2. However, the results obtained
in terms of reward are sometimes lower than those
obtained with the algorithms without AVEC. For
example, in the case of CartStemContact, the cu-
mulative reward obtained by SAC-AVEC is 1.5
points lower than the one obtained with SAC.
These poorer performances could come from a
poor setting of the hyperparameters. A more pre-
cise search of these hyperparameters could lead to
a better performance of the AVEC algorithms. We
did not consider the effect of the AVEC bias hy-
perparameter in this study. Fine tuning this hyper-
parameter might alleviate the performance gap.

For the CartStem the solution found by the al-

gorithm consists in pushing the stem towards the
side where it bends to limit its fall, slowing down
before arriving at the edge (to avoid stopping the
episode prematurely) and limiting the movement
of the cart in order to not disturb the stem which
is then only subject to its own weight. To obtain
a movement closer to the CartPole, it would be
necessary to modify the weight and stiffness pa-
rameters of the stem as well as the force that can
be applied to the cart. This corresponds to one
of the challenges which consists in finding me-
chanical parameters allowing to have a behavior
as realistic as possible. Here we consider a state
made of the position and the horizontal speed of
the stem’s tip and of the the cart: indeed it is not
possible to have an angle of the stem as for the
CartPol. This representation could be improved
to take into account more accurately the deforma-
tion of the stem, for example by using information
from the Cosserat80 beam model used for the sim-
ulation. This corresponds to another challenge of
soft-robotics, that is, figuring out to represent the
robot state. We will develop this idea later.

For the CartStemContact, the PPO algorithms
are not very stable. The oscillations can be due
to the exploration of the learning algorithms or
to the dynamics of the systems. SAC algorithms
find strategies that lead to a higher cumulative re-
ward and manage to find a solution to the task in
most cases. When the goal is behind an obstacle
but close to its extremity, the learning algorithms
have difficulty reaching it. There are two ways to
get closer to the goal: directly by moving closer
to the obstacle, or indirectly by using the oppo-
site obstacle to deform the rod, as is shown in the
video linked to this article. The definition of the
reward ensures that the minimum cumulative re-
ward is reached in the direct approach, even if the
goal is not achieved. It is likely that the results
on SAC can be improved with other reward, hy-
perparameters and more training. Thus when the
contact is necessary to reach the goal, i.e. when
the goal is far behind the opposite obstacle, the
robot has no problem, but it hesitates more when
the solution can be reached by almost not using
contacts. This hesitation can come from the rep-
resentation of the contacts and the robot: here the
state is constituted by the horizontal position of

2Intel(R) Xeon(R) CPU E5-2630 v4 @ 2.20GHz, 40 cores, one simulation per core, 64GB RAM, no GPU



Figure 2. Results of the baseline. Each task can be solved with an RL algorithm. AVEC based algorithms are faster
(in absolute time), but sometimes not as good in terms of reward. PPO can not solve the CartStemContact task and
the results strongly oscillate. For the CartStem: (1) applying an action makes the stem bend in one direction, even if
it is initially vertical; (2) the robot rectifies it by going to the same side; (3) and then slows down so as not to go out of
the allowed path, the stem being then subjected to its own weight. For the CartStemContact: (1) the goal is behind
one of the obstacles; (2) the robot comes to rest on the opposite contact; (3) to be able to reach the goal thanks to its

deformation. For the CatchTheObject: (1) the ball is subjected to its own weight; (2) the gripper catches the ball
while waiting for the cart to pass under it; (3) the gripper releases the ball to reach the goal.

the centers of the contacts and their dimensions, as
well as the horizontal position of the robot, the tips
and the goal. Taking into account the contacts in
another way can be a way to improve the results.
We can see that we are able to overcome the con-
vex space breaks imposed by the contacts, which
is not possible for convex optimization methods.
This topic is related to the challenge of the limita-
tion of convex optimization methods69 to control
soft-robots.

For the CatchTheObject, PPO, SAC and PPO-
AVEC algorithms converge to the same result and
the performances seem to be good. SAC-AVEC
does not obtain the same cumulative reward value
after 120,000 iterations (about -4 versus -3 for the

other algorithms). However, it is possible to see
on the curve that the learning continues, and the
result may not be the final result. The presence
of cavity leads to a slower environment than the
other environments of the baseline. This is where
AVEC algorithms are very interesting: they al-
low to obtain the same results with PPO-AVEC
in much shorter times. This illustrates perfectly a
challenge we have stated above: it is necessary to
find sample efficient algorithms when the simula-
tion of the environments is slow, i.e. when the
RTF is close or worse than real time (RTF ≤
1.5).
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Figure 3. Grasp learned with and without vertical pulling forces. The addition of force shows that the gripper is able
to use both fingers to effectively catch the cube. This is confirmed by the curve rewards against timestep. The

interest of this study is to show that the gripper is able to adapt to the occurrence of a random force on the cube.
Even in this configuration, the gripper is able to achieve similar performance to that achieved without disturbance.

Rewards are normalized to the largest value of the plot.

5.2. Use RL to grasp a flexible object with
GripperEnv

The previous section showed that it is pos-
sible to solve basic tasks using RL algorithms.
This section shows that it is possible to exploit
more advanced RL concepts to solve complex
soft-robotics tasks such as grasping tasks. To do
that, the problem is reformulated as a control pol-
icy to pick up the object and raise it to a certain
goal height. Our method is inspired by the Ope-
nAI paper for learning in-hand dexterous manipu-
lation81 and is based on the use of PPO.

The first idea was to learn to grasp a single
object (a cube) by learning to lift it. We designed
our value and policy network to have some shared
layers to increase the training speed. We tried both
including and excluding an LSTM layer. The hy-
perparameters are given in Appendix C. This con-
figuration led the gripper to converge towards a
policy that successfully grabs the cube and takes
it to the desired height. However, we noticed that
the grip was weak as the gripper was only displac-
ing one finger and using the second one as sup-
port. To motivate firmer grips, we added a random

force that pulls the cube down at each time step. If
the grip is good, the gripper is able to maintain the
cube and continues moving with no issues. Effec-
tively, adding this force made the gripper hold the
cube firmly. In both cases, the policy converges
towards a discounted sum of rewards of around
190. Even though adding the pulling forces intro-
duced a local maximum during training, the agent
does not get stuck inside it. These elements are
shown in figure 3, where the reward is smoothed
with a moving average.

To speed up training, we moved towards us-
ing BC. BC treats the problem of imitation learn-
ing as a supervised learning problem. That is to
say, given expert trajectories (observation-action
pairs), the policy network is trained to reproduce
the expert behavior: for a given observation, the
action taken by the policy must be the one taken
by the expert. To apply this method, we coded by
hand an expert that generates good grasps. Then
we pre-train our policy network for 3000 epochs
on this data before running the standard PPO algo-
rithm. By removing LSTM, normalizing reward
and state and using ReLu activation, the policy
learns to center the gripper before grabbing the



cube and lifting it. Other than speeding up the
learning process, pre-training guides the agent to
learn what we would expect it to perform. In fact,
in the pure RL case, the agent tends to do unnec-
essary planar movements after grabbing the cube,
which we do not observe in the pre-trained ver-
sion. These elements are shown in figure 4, where
the reward is smoothed with a moving average.

We can now imagine future works on the grip-
per. So far the gripper learns how to grasp a
specific object. However, we can imagine that
the gripper grasp different objects. If the gripper
had appropriate knowledge about the shape of the
handled object, it could learn to generalize to dif-
ferent objects. To extend this work it would be
necessary to learn to grab any object from its 3D
mesh. One solution could be to construct a good
representation of the 3D mesh. For example we
can imagine to sample points from the mesh by
weighted random selection that selects triangles in
the mesh with probability proportional to their ar-
eas, and then to select random points inside them.
Then, we can use Dynamic Graph 82 with edge-
Conv (dynamic or fixed) to process these points,
extract features and create a good representation
of the object. The state of the system would then
be the representation of this point cloud (replacing
the position of the cube) and the other elements
defined in GripperEnv. In addition, constraints on
the deformation of the object can be added in the
reward to take into account maximum applicable
deformations on the objects.

5.3. Compare Quadratic Programming and
planning methods with TrunkEnv,
DiamondEnv and ConcentricTubeRobotEnv

Some of the tasks presented in SofaGym have
already been solved using optimization, namely
TrunkEnv69 and DiamondEnv.73 The inverse sim-
ulations used in those articles are included in
SofaGym in order to compare the performances
of learning and planning algorithms to that of
quadratic programming (we use QP to refer to
the specific quadratic programming algorithm83

for the inverse problem in soft robotics). In both
cases, the goal is to move the effector of the robot
(tip of the trunk or the top of the diamond robot)

to a predefined target position.
For the purpose of this article we solved the di-

amond placement task with planning too, specifi-
cally using the OPD68 algorithm. Both quadratic
programming and planning manage to place the
tip of the robot close to the target in 100% of the
cases. Due to the need to construct the planning
tree at each planning step, OPD takes around 10
times longer to solve the same trajectory as shown
in Table 1. However, since the QP relies on lo-
cal optimization it can fall into local minima and
the mean error of using OPD is around 4 times
smaller. The behaviour is similar on the trunk
placement task.

While a learned policy could probably match
or outperform inverse model control, it would re-
quire a long prior training, which quadratic pro-
gramming does not need. To the authors opin-
ion these examples show that not every problem
should be solved using learning or planning tech-
niques. Using these techniques to complement
traditional control schemes as we illustrate in sec-
tion 5.4 seems to be a more promising research
direction.

There are however cases where quadratic pro-
gramming and other optimization based methods
will fail to solve the task. One such case is when
contacts between the robot and its surroundings
make the optimization space non-convex. In those
cases, quadratic programming will often get stuck
in local minima. This phenomenon is illustrated
in the CartStemContact environment and the Con-
centricTubeRobot environment.

RL algorithms can be used in several differ-
ent ways. In the case where the environment is
stochastic, they allow to generalize and obtain a
robust controller. But RL algorithms can also be
used in the deterministic case to find trajectories
to solve a task when optimization techniques like
QP do not work. This is the case for example
with the CartStemContact environment which is
a simplified scenario of an inverse problem for a
continuum robot in contact with its environment.
Suppose initialization and the goal being fixed,
the goal being behind the right obstacle and the
cart between the two obstacles. There is no ran-
domness in the environment. When we apply the
QP from the initial position, the cart moves to the
right to minimize the distance to the goal (min-
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Figure 4. Learned Policy with BC. BC allows learning to be guided by a known behavior. In the example of the
gripper, a hand-designed strategy is implemented to center the gripper on the cube before catching it. The learning

starts from this strategy in order to generalize it to different positions of the cube. The steps implemented by the
gripper after learning are: starting from any initial position; centering the first axis; centering the second axis;

moving the caught cube. In addition the BC speed up the training, as shown in the learning curve with and without
Pre-training (rewards over timestep). The goal of this study is to show the advantage of pre-training. The agent
performs similarly with and without pre- training but learning is much faster with pre-training. Rewards are

normalized to the largest value of the plot.

Algorithm Mean Error Mean Computation Time
Quadratic Programming 13.24mm 3.93s
Planning (OPD) 3.13mm 38.24s

Table 1. Comparison of the error and computation time using Quadratic Programming (QP) and planning (OPD) to solve
the Diamond task.

imise the objective, given the mechanical state
of the robots) and stays blocked at the obstacle.
In order to reach the goal using the QP, the rod
(which represents the continuum robot) must first
be in contact with the opposite obstacle. A RL or
planning algorithm allows to find a trajectory in
which the rod comes to rest on the opposite ob-
stacle in order to be able to touch the goal, which
is not possible to do with the QP. In the case of
the CartStemContact environment we show how
learning a policy can solve the task in section
5.1. We solved the ConcentricTubeRobot environ-

ment using the same planning algorithm68 as pre-
viously. The planning algorithm explores trajec-
tories in the action space to navigate the tip of the
robot in the cavity and reach the goal point. The
planning algorithm achieves 100% success rate in
placing the tip of the robot at different targets in
the nasal cavity while Inverse Model control is
trapped in local minima. However, the algorithm
does not run in real time as it has to stop and plan
at every step.

In the case of the trunk manipulating the soft
cup (Figure 1.f), Quadratic Programming allows



to solve the positionning and orientation problem
in real-time. However, finding a way to wrap
the trunk around the cup in a way that creates
a strong grasp but also gives good controlability
and allows a large range of motion for the cup is
not an easy task. Indeed, the position in which
the trunk catches the cup conditions the move-
ments of the cup. If the goal is not in the set of
positions reachable with this configuration of the
trunk, the Quadratic Programming remains stuck
in a local minimum since it does not change the
way the trunk catches the cup. Though learning
how to manipulate the cup will probably result in
the same conclusion as for the positioning of the
Trunk or the Diamond, learning how to efficiently
grasp an object with the Trunk robot and change
the grasping if necessary seems to be an exciting
research opportunity.

In cases where there is no stochastic effect
or discontinuities in the optimization space (e.g.
with contacts), optimization techniques are the
preferred ones. This is what we show with the Di-
amond and Trunk examples: planning techniques
and optimization techniques lead to the same re-
sults, but the optimization techniques are more ef-
ficient. If there is uncertainty in the modeling task
or some configurations that are not handled by op-
timisation methods, RL helps to increase robust-
ness of controllers. Domain randomization can
help to design controllers that can perform a task
reliably, even in unexpected scenarios. We show
this behavior whit CartStemContact or Gripper
examples.

5.4. Combine planning and inverse model in a
sim2real approach with MazeEnv

To further explore the link between planning
and the inverse model, we propose to solve the
maze by combining the advantages of both ap-
proaches. In order to learn only what is neces-
sary, we will use planning to find an orientation
sequence to solve the maze and then we will use
an inverse model allowing the tripod to orientate
the maze according to this sequence.

First, we used the tree search algorithm OPD68

to plan trajectories in action space which allows
to go from the initial position in the center of the
maze to each of the 4 corners. We used the Sim-

pleMaze environment since we just use the orien-
tation of the maze during this first step. In this use
case we use tree search planning as a high level
control. We then use the inverse model of the tri-
pod robot to convert the maze rotations into ser-
vomotor positions.

Using those servomotor positions we can then
control the physical tripod to execute the action
sequences in open loop and solve the task of nav-
igating the maze in the real world. The use of an
inverse model for real robot control has already
been proven, as in the case of Trunk control.71

In conclusion, the resolution of the maze is
composed of three steps: first solve the maze, i.e
find the sequence of orientation that solves the
maze with the SimpleMazeEnv, then use inverse
model to control the MazeEnv and finally use the
servomotor position to realize the control of the
real maze. An illustration of the two last steps is
shown in figure 5.

Figure 5. Solving the maze in simulation with inverse
model and in real world with open-loop control.

This is a simple example for transferring a pol-
icy from simulation to reality. Indeed the sys-
tem dynamics are quite simple and the timestep
between taking two actions is long enough to al-
low the ball to settle in its position before taking
the next action. Still, we believe that this exam-
ple shows how a learned controller can be used in
conjunction with more traditional robotics tools to
learn a task in simulation and transfer it to reality.

We can imagine future works on the MazeEnv.
The maze is solved in simulation and we propose
here to use inverse model to solve the problem in
the real world. This model is used in an open-loop
way and could be extended to a close-loop way.
In order to achieve this transfer, it would be neces-
sary to go from the state given by SOFA (position
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and orientation of objects) to states that can be
obtained thanks to real sensors. One possibility
would be to use visual data provided by camera:
a state learning process would have to be carried
out in order to switch from the image to a state
that can be used by our RL algorithm.

5.5. Use mechanical modelling with
ReducedMultigaitEnv

The two previous examples have shown the in-
terest of combining inverse model and planning
techniques. However, mechanical modelling can
be used for more than just direct control. In this
section, we want to show that a mechanical model
can be used as a representation of the agent’s state
in an RL problem.

The question of interest is whether a strategy
can be learned that allows the MultiGait robot to
move along the x-axis as efficiently as a hand-
defined strategy. This hand-defined strategy con-
sists of inflating the rear legs, then the central cav-
ity, then the front legs, and finally deflating in the
same order. This strategy is shown in the Figure
6.

Figure 6. Steps in the handwritten and learned strategy
for solving the locomotion task with the multigait.

The ReducedMultigaitEnv environment uses a
simulation based on a reduced model of the robot.
This reduced model is composed of the transla-
tion and deformation modes of the robot. These
modes can be used to represent the robot, indeed
the weight of each mode in the current config-
uration of the robot is a compact description of
the robot state. However, it should be noted that

this mechanical model is a reduced model with
some limitations: the simulation is only accurate
within the scope of the model. In this example,
the model does not involve any rotation modes,
thus they should not be used in the simulation or
in the training. To take this into account, we limit
the search to symmetrical actions (joint action of
the two front legs and joint action of the two back
legs). If the robot is allowed to use asymmetric
actuation when the simulation does not allow it,
the results are no longer accurate.

To find the strategy, we use PPO with discrete
actions to inflate or deflate the cavities. We con-
sider an episode of 6 steps, corresponding to the
duration of the hand defined strategy. If xt is the
position of the robot’s center of mass at episode
t, we consider for this task the immediate reward
rt = max(0, xt − xt−1) with x0 the initial robot
position. The hyperparameters are given in Ap-
pendix C. This task and this environment are de-
terministic.

The table 2 summarizes the results obtained
for the task. The learned strategy inflates all the
cavities and then uses the front legs of the robot
to move forward. These different steps are repre-
sented in the figure 6. The learned strategy is dif-
ferent the one defined by hand and it allows to go
further in the x direction. Both strategies are also
shown and compared in the accompanying video.

In this example, we used the intensity of 32
deformation modes as the state of the environ-
ment. This shows one possible way to reduce the
dimension of the state in a convenient and auto-
matic manner, while retaining enough information
to learn efficient policies. In the learned policy,
the robot uses the contacts of its back legs with
the ground to make its front legs slide and move
forwards. This strategy is only valid if this tech-
nique is possible, i.e. for a given friction coef-
ficient.In the perspective of the transfer between
simulation and reality, the friction coefficient can
be imposed by changing the environment’s sur-
face, which would allow to get closer to the sim-
ulation conditions. Moreover, it is not possible
to know from the simulation result alone if the
learned policy is indeed more efficient than the
hand-written one in the real world. Establishing



Strategy Cumulative Reward Final x position
Reduced model Complete model

Hand Defined 5.38 3.24 cm 3.56 cm
Learned 6.33 4.51 cm 6.21 cm

Table 2. Comparison of the cumulative reward and final x position, for complete and reduced model, obtained with hand
defined and learned strategy, for an episode of size 6.

this requires to test and compare the performance
of both open loop policies on a physical robot.
This is left as future work.

As a first validation of the policy found on the
reduced model, we tested these strategies with the
complete model of the robot. With the complete
model, the hand-defined strategy achieves 3.56 cm
and the learned strategy 6.21 cm. Though the
trend is the same, i.e. the learned strategy is better
in terms of distance than the hand-defined strat-
egy, there is a difference between the results ob-
tained with the reduced model and those obtained
with the complete model. This can be explained
by the fact that the model reduction gives a close
solution of the deformations, but there are impor-
tant differences on the boundary conditions (the
contacts) due to small errors made in the reduced
model. In particular, the reduced model removes
the local deformations that are important for con-
tact. In this experiment, the results are rather fa-
vorable because the learned strategy remains valid
on the complete model and it is obtained in much
less time. The reduced environment on which the
policy is learned is 21 times faster than the envi-
ronment with the complete model.

Validating the strategy learned on the reduced
model by a simulation on the complete model is
undoubtedly an essential step to avoid cases where
the learning would exploit errors introduced by
the reduction.

For the Multigait, further work should be
done to properly choose the simulation parameters
and to match the simulation actions with the ac-
tions that can be performed on the physical robot.
These elements would be necessary for a trans-
fer learning step. Randomization could also be
applied to the friction coefficient to try to learn a
more robust policy. The environment can be made
more challenging by switching to continuous and
asymetric actions. This would however require to
compute a new reduced model including rotation

modes. The task could also be made more com-
plex by giving a random position as an objective
rather than simply moving forward. Finally, an-
other element that has not been treated here is the
justification (or not) of the use of the MOR to rep-
resent the robot state. Indeed, other states could
be used to describe the robot: an interesting study
would be to investigate the impact of these repre-
sentations on the learning behaviour. To carry out
this study, we would need different SOFA scenes
using MOR to generalize the interest of this rep-
resentation.

6. Disussion and Perspectives

RL algorithms have been popularized on the
ability to make decisions and select optimal ac-
tions from input data. The particular context of
robotics is the fact that these input data correspond
to real sensor measurements and that the decisions
taken by the algorithm will possibly transform the
state of the robot and especially of its environ-
ment. The even more particular context of soft
robotics comes from the fact that the state space
to be observed for the robot is very large and that
actuation is often redundant.

As presented in the paper, there are many open
questions when applying RL to soft robot control:
what part of the robot state should be observed on
a soft robot? How can one ensure that the robot
state is observable? How can an optimal action
strategy then be found? How does the robot per-
ceive its environment? Can active strategies to
better perceive the environment be learned? Tech-
niques other than RL can also be explored: con-
trol theory approaches based on a reduced size
model and a state observer for instance.84 But
these methods do not easily comply with contacts
of the robot on its environment.

In this paper, we propose a way to explore this
still very open field of research, through the use of
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physical simulation. The interest of physical sim-
ulation is that it allows to easily experiment learn-
ing algorithms in simplified environments, with
possibly simplified models of robots possibly in
contact with an environment. One can thus rela-
tively easily generate large amounts of data, which
is often the key to these algorithms, without being
blocked by experimental feasibility.

The difficulty is often to pass the validation
step, also called Sim2Real. But our approach is
based on FEM whose validation methods are well
known in engineering sciences. The constraint is
rather on the compromise between computation
time and accuracy. We see, on the relatively sim-
ple examples of this article, that the volumes of
simulated data necessary to obtain an efficient and
stable control policy (when it is obtained) are al-
ready very large and the numerous parameters of
these algorithms are difficult to adjust. If one in-
creases the size of the simulated models for more
accuracy, the time required for the learning al-
gorithms could become off-putting. It is there-
fore useful to have an environment like SofaGym
where one can adjust the trade-off between accu-
racy and computation time.

Moreover, the use of this framework has al-
lowed the development of original approaches,
presented in this paper, which are avenues for the
scientific challenge of soft robot control: reduc-
ing the size of models (as in ReducedMultigait-
Env) or combining learning with inverse models
(as in MazeEnv). SofaGym is thus an adaptive
tool to explore learning methods on soft robots
in environments of variable complexity. It is an
open tool, available to the community, on which
we already propose a set of easily accessible and
reproducible examples (that could be extended in
the future) on which we can compare approaches.

7. Conclusion
SofaGym is a new and open source platform.

It is intended to help bridge the gap between
soft robotics and RL by allowing to seamlessly
train RL algorithms on simulated soft robotics
tasks, and by allowing soft robotics researchers
to integrate new tasks and robots as environ-
ments. We highlighted numerous challenges and
research opportunities created by applying RL to
soft robotics, for both the RL and the soft robotics

communities. These challenges are then illus-
trated by 11, ready to use Gym environments,
based on simulations of well-known soft robots.
We then present examples of trained RL agents
to set a first performance baseline for future re-
search to compare to, to show one way of tack-
ling some of the challenges showcased in the en-
vironments, but also to start a discussion on which
tasks or subtasks are worth learning. We use these
last examples to illustrate what is to us the most
exciting research perspective: combining learn-
ing and planning techniques with existing control
schemes. We finally discuss how the problem of
perceiving the environment and reconstructing a
state from sensor data is an open question and in
the authors’ opinion an exciting research perspec-
tive for both fields.

In this paper we focus on three major ele-
ments.

First, the simulation speed is an important is-
sue. To address this problem, we proposed three
different approaches: the use of sample efficient
algorithms, demonstrated by the AVEC algorithm
used for the baseline, the use of a reduced model
for the simulation, as shown with the Multigait
robot, and the learning of only one part of the
problem in the case of the Maze. There are still
many ways to improve simulation speed, includ-
ing the use of GPU85 or Machine Learning86, 87

based solvers, which will be explored in the fu-
ture.

The second important point is the transfer
from simulation to reality. The validation of the
learning on a physical robot is a crucial point. We
have done a validation on the maze but it is clearly
a simple and favourable case. On the Multigait
robot, the transfer from the reduced to the com-
plete model gives promising results, but should be
further researched by designing an experiment on
a physical robot. Recreating the state from sensor
data is also a crucial point for successful closed
loop transfer from simulation to reality. We did
not explore this point in the examples but we give
perspectives in the discussion.

The last point concerns the idea of combin-
ing learning and mechanical techniques to control
robots. We have highlighted the interest of classi-
cal controllers with the examples of the Trunk and
Diamond robots and we show one way to com-



bine a planning controller with a traditional in-
verse model controller to solve the maze. The
general idea is to learn a high level control (global
motion) and to perform a low level control (ac-
tuator motion) using known and mastered control
techniques.

The SofaGym platform was designed to work
with any SOFA simulation of a soft robot with lit-
tle adjustment (see appendix A). The aim of this
paper is to present the contribution of a unified
open source framework for research mixing RL,
planning and soft-robotics with SOFA. Relying on
SofaGym allows to model and simulate complex
and realistic environments while avoiding learn-
ing constraints of real robots (learning time, ac-
cess to simulation data that are not easily acces-
sible in reality, etc). The source code is available
3 in the hope that other researchers using RL and
SOFA may use it and build their own applications
on it. The platform is open source so that the com-
munity has full access to the tool, can appropriate
it and improve it. In the long term, it is even possi-
ble to compare learning methods for certain tasks,
using robot simulations as a reference.

3here we will add the github url of the source code
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A. Tutorial: Integrating a new SOFA Simula-
tion to create a new SofaGym Environment

SofaGym is intended as a software infrastruc-
ture which allows to create a gym environment out
of any SOFA simulation. In this Appendix we out-
line the main required components.

This section assumes that the reader has ac-
cess to a working SOFA simulation which will be
turned into the new environment.

SofaGym environments are comprised of three
python files:

• An Environment

• A Toolbox

• A SOFA Scene

The Environment file implements the new En-
vironment class, which inherits from AbstractEnv.
In this file the user should define the default con-
figuration of the environment and implement 3
methods. In the __init__() method the user should
define the action space and observation space. The
reset() method should reset the environment to it’s
initial state and start a new simulation. The ini-
tial state can include random element. Finally the
get_available_actions() method should output the
actions which the agent can choose from, given
the state of the environment.

The Toolbox file should implement at least
three methods. get_state returns the state of the
system given access to the root node of the SOFA
simulation. get_reward returns the reward associ-
ated with the last action chosen given access to the
root node of the SOFA simulation. apply_action
takes as an argument the action chosen by the
agent and adds an animation to the simulation in
order to run the corresponding transition.

The SOFA Scene is your simulation scene
with an extra Mechanical Object representing the
goal to reach and two extra controllers. The first
controller is used to move the goal Mechanical
Object. The second is used to compute the reward
based on elements of the simulation.

These are the minimum elements needed to
get a new environment working. Additional meth-
ods should be implemented to access more fea-
tures such as visualization or storing intermediate

states to the memory. This information is avail-
able in the SofaGym documentation.

SofaGym is open source and available on
github4. If you use this tutorial to create new and
challenging environments, please consider sub-
mitting a Pull Request to make those environ-
ments available to a larger community.

B. Technical considerations
Planning algorithms require being able to re-

turn to intermediate nodes at any time to extend
them and simulate new transitions. This means
that it is necessary to store the simulation state
corresponding to every node in order to be able
to launch a simulation from this point and run the
next transition. In the case of RL, such a feature
is also useful to visualize intermediate steps taken
by a policy.

It is currently not possible to load a SOFA sim-
ulation from a stored state other than the initial
state and run the simulation. This is an intrin-
sic limitation of SOFA due to how variables are
shared, and not shared, between the C++ simu-
lation framework and the SofaPython3 interface
which is used in SofaGym. SOFA allows access
to collect and store the positions and velocities of
each object. A new simulation can then be created
and these stored positions and velocities can be
applied to objects, this allows to render visually a
scene from a stored state. However, because many
variables required for the simulation, such as col-
lision responses and internal solver variables, can
not be accessed and thus can not be stored, it is not
possible to run the simulation from a stored state.
SOFA is open source and our team is working on
adding this feature in the future.

To bypass this limitation we propose two
workarounds. These are intended as temporary
and a simpler architecture could be designed once
the feature allowing to load a scene from a stored
state and run the simulation is integrated into
SOFA.

First, we separate the calculation elements and
the visual elements into two different sofa scenes.
The scene with the calculation elements is the
mechanical simulation of the robot and contains
the mechanical solvers and the mechanical mod-

4https://github.com/SofaDefrost/SofaGym



els of objects. It is used to compute the physical
behaviour and interactions of the objects and re-
turns the state: positions, velocities and other rel-
evant information and data specific to each envi-
ronment. The visual scene only contains the vi-
sual models of the objects. The state is passed
either directly from the mechanical simulation to
this scene with a geometrical correspondence or
loaded from memory, and the visual scene is used
to visually display the state. This visual scene
allows to render the mechanical behavior during
training, inference or planning. It also allows to
visualize a state stored in memory for offline in-
spection.

Second, we designed a server-worker architec-
ture. The server takes care of distributing the cal-
culations between several clients and centralizes
the results. Each worker i is associated with an
action sequence Ai = [ai1, ...., ain]. Given an ac-
tion sequence A = [a1, ...., an] and a new action
an+1, the server searches for the client with the ac-
tion sequence Ai = A. This client forks and the
child executes the new action an+1. The parent
and son processes are referenced to by the server
as two separate clients and both action sequences
[a1, ...., an] and [a1, ...., an, an+1] can be accessed.
These clients are full SOFA calculation simula-
tions. They store the full state of the simulator
since they are complete simulations, and thus sim-
ulation can be resumed from this state. The main
drawback of this system is its RAM consumption.
If too many clients stay opened the OS will start
memory swapping which results in a major loss of
performance.

In practice, when training RL agents, there
are only as many clients opened at one time as
there are parallel processes used for training. In
this cases the positions and velocities are stored
in ROM to allow for offline rendering and inspec-
tion but it is not possible to run transitions again
from such a stored state. Since the SOFA simula-
tions presented in this article run on CPU and do
not leverage multi-threading, usually the training
of RL agents in parallel will be done on a vector-
ized environment comprised of as many environ-
ments as there are CPU cores available. This re-
sults in a relatively small number of clients opened
at the same time (lesser or equal to 40 in our ex-
periments), which does not cause memory issues.

When running planning algorithms however,
the number of opened clients is equal to the num-
ber of nodes in the planning tree, which is in the
order of bd where b is the branching factor (num-
ber of discrete actions) and d is the depth of the
tree. This can quickly fill the RAM and cause
memory swapping. In order to avoid this, a clean-
ing system is implemented to close clients which
are the less likely to be expanded again. If these
closed clients are required later on, it is neces-
sary to load a simulation from the initial state and
simulate the entire action sequence leading to this
node before being able to simulate the next transi-
tion.

C. Hyperparameters
The hyperparameters used for the baseline are

given in the next two tables. We found that the set-
ting in Table 2 work well for all the environments:

Hyperparameter Value
γ 0.99
Learning rate 1e-4
Number of layers 3
Size of layers 512
AVEC bias coefficient 0

Table 3. General hyperparameters to solve the baseline.

The batchsizes and the scale factors used in the
environments of the baseline are given in Table 3:

Environment Batchsize Scale factor
CartStem 256 10
CartStemContact 200 30
CatchTheObject 256 10
Table 4. Specific hyperparameters to solve the baseline.

The hyperparameters used for the gripper are
given in Table 4:

Hyperparameter Value
LSTM size 128

Table 5. Hyperparameters to solve the gripper.

The hyperparameters used for the multigait are
given in Table 5:
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Hyperparameter Value
Policy network MLP
Number of layers 3
Sizes of layers [256, 128, 64]
Number of mode (simulation) 63
Number of mode (state) 32

Table 6. Hyperparameters to solve the multigait.

The episode size for each environment is given
in Table 5:

Environment Max episode size
CartStemContact 30
CartStem 80
CatchTheObject 30
Gripper 250
Trunk 250
TrunkCup 250
Diamond 50
Maze 250
SimpleMaze 50
Multigait / ReducedMultigait 6

Table 7. Episode size for each environments.
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