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Abstract. Public blockchains, like Ethereum, rely on an underlying
peer-to-peer (P2P) network to disseminate transactions and blocks be-
tween nodes. With the rise of blockchain applications and cryptocur-
rencies values, they have become critical infrastructures which still lack
comprehensive studies. In this paper, we propose to investigate the relia-
bility of the Ethereum P2P network. We developed our own dependable
crawler to collect information about the peers composing the network.
Our data analysis regarding the geographical distribution of peers and
the churn rate shows good network properties while the network can
exhibit a sudden and major increase in size and peers are highly concen-
trated on a few ASes. In a second time, we investigate suspicious patterns
that can denote a Sybil attack. We find that many nodes hold numerous
identities in the network and could become a threat. To mitigate fu-
ture Sybil attacks, we propose an architecture to detect suspicious nodes
and revoke them. It is based on a monitoring system, a smart contract
to propagate the information and an external revocation tool to help
clients remove their connections to suspicious peers. Our experiment on
Ethereum’s Test network proved that our solution is effective.

Keywords: Blockchain · Security · Network Measurement · Dis-
tributed Hash Table

1 Introduction

With the rise of cryptocurrencies and the development of new services, blockchains
are becoming essential systems. Without any central authority, permissionless
blockchains like Ethereum solely rely on their distributed algorithms to prevent
attackers to disturb the system. While proof-of-work and proof-of-stake mech-
anisms (as well as the CASPER protocol [1] for Ethereum) have been proven
robust to prevent an attacker to forge arbitrary blocks [2,3,4,5], the underlying
peer-to-peer (P2P) network got far less attention so far and creating Sybils at
the Distributed Hash Table (DHT) level is still extremely easy since generating
an ID is costless. We will show in this paper that some peers carry thousands
of ID in the DHT address space. This may be a less critical part of the whole
Ethereum architecture, but it is nonetheless important to ensure the good con-
nectivity of the network, more precisely transmission of blocks and transactions.
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Beyond security considerations, previous studies on the Ethereum P2P network
lack a well described and reproducible methodology to produce their datasets.
Moreover, no study so far analyzed the network with a focus on the suspicious
behaviors that can threaten the proper functioning of structured P2P networks.
Producing new knowledge about the Ethereum P2P network is important as it is
but not sufficient as potential weaknesses should also be mitigated. That is why
we propose, in a second time, a novel architecture to prevent possible attacks
caused by suspicious nodes.

Our contributions are thus manifold. To begin with, we designed and im-
plemented the first crawler for the Ethereum P2P network which code is open-
source and methodology assessed. Secondly, we created two datasets containing
one month of measurements conducted in September 2021 when the network was
stable for several months, and between February 15th–March 7th 2022 when we
observed a sudden rise in the number of nodes. We made them publicly available,
and we performed their analysis by considering a few metrics that can impact
the network reliability. In particular, we are the first to consider and enumerate
suspicious nodes. Our third contribution is an architecture we designed and im-
plemented to prevent Sybil attacks by revoking suspicious nodes in a safe and
distributed manner.

The rest of the paper is organized as follows. Section 2 presents the back-
ground on the Ethereum P2P network and its protocols. Then, Section 3 surveys
the previous work conducted on this network as well as more general questions
concerning the security of similar P2P networks. In Section 4, we present and
validate our crawling strategy to constitute a dataset. Its analysis is conducted
in Section 5 with a special focus on high-level network properties and the de-
tection of suspicious nodes. We describe in detail in Section 6 our architecture
to revoke suspicious nodes and prevent attacks to disturb the network. Finally,
Section 7 discusses another possible architectural choice and Section 8 concludes
the paper.

2 Background on Ethereum’s P2P network

The Ethereum developers maintain a project named DEVp2p [6], which is the
specification of the different protocols used in the Ethereum P2P network. The
official client Go-Ethereum (also called Geth) along with other clients, notably
OpenEthereum (formerly Parity-Ethereum), implement this specification [7,8].
In Figure 1, we give an overview of a classical interaction between two peers that
rely on the three following protocols : Node Discovery, RLPx and Ethereum Wire
protocol. In this study, we will focus on the Node Discovery Protocol which is
used by our crawler to contact the peers and make their inventory.

The Node Discovery Protocol is based on a modified implementation of the
Kademlia DHT [9]. The main advantages of Kademlia are its simplicity of im-
plementation and its very efficient and scalable routing algorithm which com-
plexity is in O(logN), N being the number of nodes in the network. We will
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Fig. 1. Overview of the Ethereum protocols interaction between two peers

first present the main principles of Kademlia and then highlight the differences
in the Ethereum implementation.

The purpose of Kademlia is to efficiently retrieve data (values) that are dis-
tributed among the peers thanks to their keys (hashes). A peer is represented by
a randomly generated Node ID, and stored data is represented by its hash (for
instance using the SHA-1 algorithm), both are 160-bit values. Kademlia uses a
XOR-metric to compute a distance between two nodes or between a node and a
data within the DHT address space. To be scalable, a peer’s routing table only
stores a limited number of nodes (contacts) organized in K-buckets (group of K
contacts), each bucket covering a part of the ID space following a logarithmic
distribution (the next K contacts cover half of the space compared to the previ-
ous bucket). This structure ensures that any ID (peer or data) can be found in a
limited number of hops. Data can be stored on nodes which distance is inferior
to a threshold (i.e. within a tolerance zone). To cope with churn (i.e. peers’ con-
tinuous arrival and departure), data should also be replicated on several nodes.
Finally, a node can request data to the nodes responsible for its storage.

Like Kademlia, Ethereum’s Node Discovery Protocol is based on UDP and
uses the XOR metric to compute the distance between peers. But there are
significant differences between the original Kademlia design and the Ethereum
implementation of the DHT. First, and most importantly, Ethereum does not
use the DHT for any data storage/retrieval purposes, but instead, all the peers
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store the entire blockchain. Ethereum’s DHT is only used for node discovery.
Also, a peer is identified by a 512-bit ECDSA (Elliptic Curve Digital Signature
Algorithm) public key (compared to a 160-bit ID in Kademlia) and the XOR-
metric is applied on the hash of this key. The hash function that is used is
Keccak256 and not the SHA3 FIPS 202 standard from the National Institute
of Standards and Technology (NIST) which is based on the Keccak algorithm.
Essentially the standard differs on the padding parameters, hence giving two
different hashes.

Concerning the network primitives, there are 4 types of packets used to imple-
ment the Node Discovery Protocol: PING, PONG, FINDNODE and NEIGH-
BORS. When a PING message is received, the recipient should reply with a
PONG message. The PING-PONG exchange is also used to obtain an “endpoint
proof”: to prevent spoofing and traffic amplification attacks, a node should only
reply to a sender that has been verified responsive. The node discovery mech-
anism is built around the FINDNODE packet: it requests information about
nodes close to a given parameter target ID. The recipient of such message
should reply with a NEIGHBORS packet containing the sixteen closest nodes
to the target known from its own buckets. It is worth to be noted that the ID
used in packets of the Node Discovery Protocol is the 512-bit ECDSA public
key instead of its 256 bits hash counterpart, although the first action of the re-
ceiver is to compute the hash. This is not optimal from the network perspective.
Like Bitcoin, transactions and blocks are exchanged following a gossip protocol
thanks to another level of unstructured overlay network made of direct TCP
connections established between peers (see RPLx layer in Figure 1), without
any consideration for their place in the DHT.

To finish, here are definitions that we will use in the rest of this paper. We
will use the term node to refer to the association of an IP address and a port.
The NodeID is the generated public key of a node (hexadecimal format). And an
enode is the association of a NodeID, an IP address and a port (nodeid@ip:port).
We will also use a few definitions to describe the state of an Ethereum node. A
node can be either reachable, which means public and routed to the Internet, or
unreachable. An unreachable node could simply be offline or it could be online
but not publicly accessible (behind a Network Address Translation (NAT) or a
firewall, for example). In the latter case, it can still participate in the network
via outgoing connections but it will not accept inbound connections and only
the nodes to which it has initiated a connection know that it is online.

3 Related Work

The originality of Ethereum, namely the Turing-complete programming language
Solidity that allows programmers to write smart-contracts that are executed in
a decentralized manner, has made this blockchain system very popular. There
are more than one million transactions that are exchanged on a daily basis and
the P2P network can be challenged, and even more when considering malicious
behaviors. Thus, in addition to the research works focusing on the protocols and



Ethereum’s P2P Network Monitoring and Sybil Attack Prevention 5

the underlying P2P network used by the Ethereum’s blockchain, there are also
studies of the overall security of the P2P network against specific attacks such
as Sybil or eclipse attacks that could be leveraged to attack the blockchain.

3.1 Ethereum’s P2P Network Measurement

There are works that focus on the P2P network and its characteristics, as it
is the case for the work of Kim et al. [10]. They developed a measurement
tool called NodeFinder for characterizing the peer ecosystem. It is based on
a modified version of Geth. They revealed that, in 2018, the Ethereum P2P
network is noisy, i.e. there are different protocols and subprotocols that share
the same discovery protocol and fewer than half of the peers contributes to
the main Ethereum blockchain. Among Ethereum nodes, there are official and
unofficial clients running stable and unstable versions and the size of Ethereum
is significantly smaller than other public P2P networks such as Gnutella (15,425
nodes seen versus 62,586 in a 24 hour period).

Gao et al. [11] confirm the findings of the authors of NodeFinder. In 2019,
they deployed several Ethereum clients (Parity light nodes) to gather information
about the peers. They found that the network is cluttered by nodes that do not
participate in the Ethereum wire protocol. Among the active nodes, they could
find 11,000 nodes that accept ingress connections (defined as routable nodes).

In 2020, Maeng et al. [12] deployed a modified Geth node for 24 hour to collect
data from the peers of the network. Their tool discovered 8,223 peers which are
mainly distributed in the United States of America, China and Germany (more
than 75%). Also, the peers are mainly running the Geth and Parity Ethereum
clients. They also used their tool to gather the information of the neighbours of
the peers and infer the topology of the network along with node degree (number
of outgoing connections). To the best of our knowledge, Ethereum uses a DHT
for the peer discovery process (Section 2) and this information cannot be used
to infer real (TCP) connections between peers (being neighbours in the DHT
does not mean that there exists an edge in the P2P network between them).

Concerning the overlay topology, Li et al. [13] gathered in 2020 a dataset
based on passive monitoring of Node Discovery traffic at the border routers of
an ISP (Internet Service Provider) in order to visualize the topology of the P2P
network. They validate this dataset by assessing the availability of the discovered
node through TCP connections. They found that the network is composed of
about 10,000 nodes. They generated a topology visualization graph that shows
that most of the nodes have a small degree and excellent connectivity. They
also showed that the nodes gathered belong to approximately 1,400 ASes (Au-
tonomous Systems), the top ten of them host about 60% of the network. This
denotes that the Ethereum network is very concentrated and vulnerable to rout-
ing attacks, such as BGP (Border Gateway Protocol) hijack.

Also in 2020, Wang et al. [14] developed a tool called Ethna (Ethereum
Network Analyzer) that is composed of two programs: NetworkObserverNode
and LocalFullNode. The first one is set to only receive the blocks but not
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to verify/propagate them (fast synchronization mode) and the latter is nor-
mal Ethereum node that receive, verify and propagate the blocks and transac-
tions. They used NetworkObserverNode to gather measures of the transaction-
propagation time and total number of transactions forwarded by nodes. From
these measures, they derived features such as nodes degree and transactions
broadcast latency. LocalFullNode is used to validate their methodology. They
found that the average degree of Ethereum nodes is 47, but a few nodes have a
degree greater than 1000. They also found that the messages within the network
are broadcasted to most of the Ethereum nodes within 6 hops. This denotes that
the Ethereum P2P network has the property of small-world: nodes are connected
to a small subset of the entire nodes but most nodes can be reached in a few
hops.

Unfortunately, those previous studies did not assess their crawler accuracy
nor made their crawler or dataset publicly available which make it impossible to
build upon them. That is something we aim to correct in this study.

3.2 P2P Network Security

P2P network security has been a vast subject a decade ago. The main well-known
threat to public P2P networks is the Sybil attack [15] where a given entity
creates many peers to gain the control over a P2P network. Several concrete
applications can be performed once Sybil nodes are inserted in the network, like
network partition or eclipsing data [16]. Such attacks were successfully launched
on KAD, which is another large-scale public P2P network based on Kademlia
[17,18,19,20]. Steiner et al. [17] injected 216 Sybils from a single computer in a
small zone of the DHT, so that they were able to catch most of lookup requests
for data indexed within this zone. Wang et al. [18] managed to partition the DHT
and to do massive denial of service attacks with few resources by overwriting
the IP address of legitimate contacts in peers’ routing table. Kohnen et al. [19]
and Cholez et al. [20] managed to control the lookup process respectively by
generating Sybils progressively closer to the target until the lookup process stops
with a timeout, or by inserting a few distributed peers closer than any legitimate
peer to the targeted DHT entry. Even though protection mechanisms have been
proposed to mitigate these Sybil attacks [21], they are not all implemented in
the Ethereum P2P network and the fact to derive a Sybil’s place in the DHT
from a ECDSA key generation followed by a hash is not costly enough to prevent
large or localized attacks.

A few closer studies considered the security of the Ethereum P2P network
itself. In [22], the authors made a comprehensive study of how the Ethereum
network and protocols work. They also proposed two interesting techniques to
carry an eclipse attack on a peer. The principle of these techniques is to mo-
nopolize the incoming and outgoing connections of the victim. They proposed
seven countermeasures to prevent the eclipse attack, two of them have been im-
plemented in Geth v1.8.0. Essentially, for a node it consists in waiting for the
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seeding phase1 to finish before accepting unsolicited PING and adding them to
its buckets. Xu et al. in [23] proposed a detection model for these specific tech-
niques. It is based on a random forest classification that is trained on the UDP
packets used to carry the eclipse attack. More than 90% of the malicious pack-
ets can be correctly identified, preventing the eclipse attack. We can see that
the P2P network of Ethereum is challenged by researchers but, beyond proofs
of concept of attacks, we lack a comprehensive study and a global solution to
prevent Sybil attacks at the network scale.

To summarize, previous measurement studies lack a well documented and
reproducible methodology to produce their datasets. In particular, the datasets
and tools they used are not available. Moreover, to the best of our knowledge,
no study so far analyzed the P2P network with a focus on the suspicious peers
that could threaten the proper functioning of structured P2P networks. On the
opposite, the tools we developed in our work and the datasets we made are
open-source and publicly available, making our results fully reproducible. More-
over, analyzing Ethereum’s P2P network with a focus on suspicious peers and
providing a way to revoke them is totally new.

4 Measurement Strategy

In this section, we will detail how we crawl the Ethereum P2P network, which
tools we used and how we validated the consistency of our results.

4.1 Crawling Methodology

We developed a crawler, named Crawleth, to crawl the Ethereum P2P network.
Crawleth works at the Node Discovery protocol level. It is written in Python and
partly based on the Trinity Ethereum client2. Its source code is open and publicly
available on the Gitlab of our research institute [24]. The goal of Crawleth is to
find all the nodes following Ethereum’s Node Discovery protocol regardless of
the protocol used above: it can find the nodes of the Ethereum’s mainnet and
testnet, along with the nodes that participate in other blockchain systems built
on top of the Ethereum’s Node Discovery layer. But previous studies [10] have
shown that the majority of the peers following the Node Discovery protocol
actually belongs to Ethereum’s mainnet.

It is important to note that the protocol has a countermeasure against any
traffic amplification attack: it verifies that a sender of a packet participates in
the discovery protocol. The sender is considered verified if it has answered to
a PING within the last 12 hours. So, our crawler constantly listens to PING
messages and responds with the corresponding PONG.
1 It consists in the bootstrap of the buckets: a node contacts randomly selected peers

chosen in the db structure, which is the database stored on disk that contains in-
formation of all the nodes ever seen, and sends FINDNODE packets to populate its
buckets.

2 https://github.com/ethereum/trinity

https://github.com/ethereum/trinity
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The crawling methodology of our software is depicted in Figure 2. First,
Crawleth tests the connectivity of the bootstrap nodes (which IP addresses and
Node IDs are retrieved from the Geth client source code where they are hard-
coded) by sending a PING packet and waiting for the PONG response. Then, for
each responding node, it sends a FINDNODE packet with the target parameter be-
ing the bootstrap Node ID itself. The FINDNODE requests used by our crawler
are always centered on the contacted Node ID, where its routing table has the
highest precision because the buckets are the deepest (more contacts are known).
The recipients will answer with a NEIGHBOR packet containing sixteen close
nodes to itself, in terms of Node ID XOR distance. Crawleth will carry on this
strategy on the newly discovered nodes until there is no new nodes to discover,
meaning it went all around the DHT. When a crawl is finished, it exports the
information of the discovered up nodes (IP address, UDP port, Node ID, geolo-
calization) and starts a new crawl.

Fig. 2. Crawling strategy

4.2 Technical Setup

The machine we used is an Ubuntu 18.04 LTS computer with an Intel Xeon
Processor E5-2420 v2 6 cores, 16GB RAM and a 1 Gb/s network link. To handle
the large number of network connections needed, we had to increase the opened
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files limit of our GNU/Linux system to 1,000,000. The machine operates the
crawling node 24 hours a day, 7 days a week.

It is worth mentioning that our infrastructure lacked an IPv6 link and TOR
proxy, thus all the discovered nodes are IPv4 nodes. Nevertheless, as we will see
in the Section 4.3 other tools like Ethernodes or Etherscan NodeTracker do not
integrate such nodes either. Concerning TOR, it seems impossible at first glance
to find a node using the TOR network as TOR transports data over TCP and
Ethereum needs UDP for node discovery. Although it is possible to manually
bootstrap a node with known peers of the network and disable the discovery
mechanism, it is very unlikely to happen since this workaround requires a tedious
manual management of contacts to keep the node connected, what is normally
devoted to the Node Discovery Protocol.

4.3 Validation

In order to validate the correctness and quality of our tool, we will detail in the
next two subsections the convergence measurements we made and compare the
coverage of Crawleth with independent external sources.

Internal Validation Crawling the DHT by requesting successively all nodes
in the address space should converge in a remarkable way with a quite constant
discovery rate of new nodes during a crawl while the crawler moves forward on
the ID space and, at the end, a sudden drop of the discovery rate when all the
ID space has been covered and there is no new nodes left to discover. As we can
see in Figures 3 and 4, there are actually three phases during a crawl. The first
phase is short (less than 1 minute) and is considered as a bootstrap phase where
the crawler discovers a high number of new nodes per second. Then, the main
phase lasts for almost all the crawl and exhibits a steady grow where it discovers
a constant average number of new nodes per second (linear growth in Figure 3)
while the crawler progresses though the DHT ID space. Finally, and as expected,
it finishes by a last short phase where there is no new node to discover.

Furthermore, we deployed five independent ground-truth nodes running the
unmodified official Go Ethereum client [7] (Geth v1.10.3, released in May 2021).
One of them was configured to join the Ethereum Testnet Ropsten (networkid
3) and the four others were configured to join the Ethereum Mainnet (networkid
1). All the other networking settings have been left by default, in particular the
maximum number connections to other peers which is 50. All the nodes were
deployed on the same server but this does not affect their connections since
the node discovery uses an overlay network (DHT) which is totally agnostic
to geographic or IP level considerations. They all have different NodeIDs, thus
different place in the DHT address space. When they are connecting to the P2P
network, they all received different responses from the bootstrap nodes. We also
verified that they have different active connections. The crawler was able to find
all of them.
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External Validation To assess the quality of our crawler, we wanted to com-
pare its coverage with other available tools. Because the other tools are undoc-
umented, this result is not a proof but rather an insight. This comparison is
summarized in Table 1. There are two websites, ethernodes.org [25] and ether-
scan.io [26], that propose statistics on the Ethereum network. To the best of
our knowledge, they both use their own tool that is not open source and their
methodology is not documented. In September 2021, Ethernodes and Etherscan
could find a similar number of publicly reachable nodes : 3,700 for the first one
and 3,000 for the latter. In February and March 2022, Ethernodes could find ap-
proximately 6,000 nodes and Etherscan could find 2,500 nodes. In comparison,
Crawleth could find in average more than 16,000 publicly reachable nodes and
could discover approximately 30,000 nodes in total (reachable and, unreachable)
in September 2021. During the sudden rise in the number of discovered nodes in
February 2022, Crawleth could find in average more than 33,000 publicly reach-
able nodes with a peak of 42,000 nodes, and could discover more 50,000 nodes
(reachable and, unreachable) during a single crawl. It is important to note that
both websites presented a significant drop of their numbers since March/April
2021. Before, Ethernodes and Etherscan counted approximately 10,000 nodes.
We can make the hypothesis that they changed the way they count the nodes,
for instance by dropping the nodes that are not part of the Ethereum Mainnet,
but we cannot be sure because of the lack of official documentation.

Table 1. Comparison of the P2P network size found by Crawleth and other tools

Date Average size of network

Crawleth February–March, 2022 33,000

Ethernodes [25] February–March, 2022 6,000

Etherscan [26] February–March, 2022 2,500

Crawleth September, 2021 16,600

Ethernodes September, 2021 3,700

Etherscan September, 2021 3,000

Ethernodes February, 2021 12,000

Etherscan February, 2021 8,000

Gao et al. [11] January, 2019 11,000

NodeFinder [10] April, 2018 15,454

We can also compare the coverage of Crawleth with the works of Kim et
al. [10] on NodeFinder and Gao et al. [11]. In April, 2018 NodeFinder could
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see around 15,500 active nodes and in 2019 Gao et al. reported 11,000 active
routable nodes. Even though, there are several years apart the crawls, the num-
bers observed are of the same order of magnitude if we consider the period before
February 2022.

Based on the internal and external validation, the methodology of Crawleth
can reasonably be considered sound and effective in finding all the nodes com-
posing the Ethereum P2P network.

5 Ethereum’s Network Analysis

This section analyses the data gathered by our crawler during two significant
periods: the month of September 2021 and between February 15th and March
7th, 2022. September 2021 is representative of the state of the network since the
deployment of our crawler. And in February 2022, we observed a sudden and
massive increase in the number of the nodes that deserves a particular focus. Our
analyses consider network characteristics that can impact the reliability. The two
datasets are publicly released [27] with the sole limitation that IP addresses had
to be pseudo-anonymized following ICANN recommendations [28] that offers
an acceptable compromise between utility and privacy. More precisely, a salted
hash is provided and the last byte of the IP address is set to 0. The scripts used
to perform the analysis are also available in our git repository [24], making the
whole study fully reproducible.

5.1 Number of Nodes and Distribution

The first metric that we can derive from our datasets is the size of the network
and the geolocalization of the nodes. As we can see in Figure 5, the size of the
network was quite stable for 7 months (between July 2021 and January 2022)
since the deployment of the crawler with a slow but regular grow increasing the
number of nodes from 16,000 to 22,000 over the period. Then, the number of
nodes rapidly rose on February 23rd 2022 to an ephemeral maximum around
42,000 nodes and declined after to reach a new plateau at 32,000 nodes by early
March. Some notable numerical results can also be found in Table 1.

In total, when also including the unreachable nodes, Crawleth discovered
approximately 30,000 nodes per crawl in September 2021 compared to the 16,000
reachable nodes. It is also important to note that the crawler could find in total
439,561 Node IDs associated to 103,332 unique IP-Port associations over the
month of measurement. The size of this network is very similar to Bitcoin but in
comparison to other P2P networks in the literature, especially file-sharing P2P
networks like Gnutella, KAD or Bittorent that can easily gather hundreds of
thousands of nodes, it remains quite small.

Also, we found that the network was quite well-balanced throughout the
world in September 2021, despite a little more nodes being located in Europe
than North America or Asia as we can see in Figures 6. However, the peers
that joined the network in February 2022 altered the balance (see Figure 7): the
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network is now even more concentrated in Europe at the expense of Asia. Please
note that the location of nodes is not necessarily correlated with the location
of the mining power. It has been demonstrated that disparities exist in this
regard in Bitcoin [29] and very similar behaviors can be expected for Ethereum.
Unfortunately, the lack of study estimating the geolocalization of Ethereum’s
mining pools prevent us to draw a clear conclusion on this aspect.

Generally, a well-balanced geolocalization of the nodes is a good property of
the network, as its goal is to rapidly propagate the transactions and blocks, a
balanced geographical distribution is more resilient to localized issues. But to
further evaluate nodes concentration, we also analyzed their distribution at the
network level in Autonomous Systems (AS). In September, 2021 60% of the IP
addresses running a node were hosted in only 10 ASes out of 2257 (0.44%). In
February and March 2022, it is even more centralized as 71% of the IP addresses
were hosted in 10 ASes out of 2292 (0.44%). 9 of these 10 ASes are the same
over the two periods and only one of them is not a cloud provider.

To conclude, even though the geographical distribution of the nodes is well-
balanced, we observed that most of the nodes are hosted in a very few number
of ASes. It denotes a centralization of the network that is not a good property
for its resilience. Moreover, the massive number of peers that joined in February
2022 significantly accentuated both geographical and network concentration.
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5.2 Churn Rate
An interesting metric of the network to analyze is the connection and disconnec-
tion rates of the publicly-reachable nodes. It denotes the stability of the network.
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A crawl lasts for approximately 15 minutes, so to observe the hourly churn we
aggregated 4 or 5 crawls to get a snapshot of the network over each hour. For
the sake of readability, Figure 8 only depicts the hourly churn rate from Febru-
ary 27th, 2022 to March 2nd, 2022 but the tendency is the same throughout the
whole measurement period. The disconnection and (re)connection rates per hour
and per day are quite constant and stable around respectively 4% and 18%. This
is considered low by P2P networks standards which means that the network can
be considered stable. Even if a small part of the nodes tend to disconnect often,
the size of the network does not change as the nodes reconnect or are replaced
by others.

Also, please note that our crawler does not differentiate between the different
blockchains using Ethereum’s Node Discovery Protocol. In particular, Ethereum
testing instance “Test network” is probably less stable than the main network.
Other blockchain systems built on top of the Ethereum Node discovery protocol
and less popular than Ethereum may be also less stable.

5.3 Inventory of suspicious nodes

The reliability of P2P networks is mainly based on the proper distribution of
the workload on many independent peers. That is why any group of nodes that
seems to tamper with the homogeneous distribution of the workload among peers
might be dangerous, whether it be an abnormal usage of the network, a wrong
configuration, or an intentional Sybil attack. Whatever the root cause, our goal
in this section is to make the inventory of nodes that seem to concentrate too
much weight in the network and therefore might be considered suspicious.

We consider three categories of suspicious nodes that could be linked because
they share a common IP address or a same subnetwork or very close Node IDs.
More precisely, we want to identify in our datasets :

– a sub-network (/24) containing more nodes than 10% of its size;
– an IP address carrying more than two identities (Node IDs defined by the

public keys);
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Fig. 8. Churn rate per hour of Ethereum reachable nodes

– Node IDs statistically too close in the distributed hash table compared to
the theoretical uniform distribution.

IP addresses concentration in subnets: A few /24 sub-networks contain
many IP addresses that are running a node. We set the detection threshold to
10% of the size of a /24 network. In other words, we assume that finding more
than 25 nodes in a single sub-network is quite suspicious. Over the whole month
of September, 2021 we found five /24 sub-networks containing a total of 214
unique nodes. In average our crawler could find 64 nodes per hour belonging to
these few populated subnets. However, those small numbers are not particularly
worrisome. Similar numbers were observed in February 2022.

IP addresses holding several identities: We noticed that there are few
nodes that hold many Node IDs (i.e. public key). We decided to monitor the
nodes that hold more than two identities. For the period of crawl in September
2021, this monitoring unveiled 7,780 unique IP addresses holding 396,963 unique
Node IDs. The nodes that forged the highest number of identities, held more than
10,000 Node IDs (maximum ∼14000). In average our crawler could find 1,217
nodes (21,942 Node IDs) per hour matching this criterion.

During the peak of nodes in February 2022, this behavior was exacerbated:
9,500 unique IP addresses held 183,731 unique Node IDs and 13% of the IP
addresses held 75% of the Node IDs. 69.2% of these aliases are held in the top
10 ASes that host most of the IP addresses of the network (see Section 5.1) and
are located in the USA or Europe. To compare, the crawler could detect 2,486
deviant nodes per hour during this period.

The concentration of aliases in a very few IP addresses is a typical sign of
Sybil attack scenario where an attacker forges many identities and take advan-
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tage of them. However, we cannot state on the nature (malicious or simply a
misconfiguration) of these nodes. For example, some of these sybil nodes could
have been deployed by a blockchain node infrastructure service3. If this assump-
tion proves to be correct, these services should be careful not to exacerbate the
centralization of the P2P network.

Non-uniform distribution of the Node IDs in the DHT: Similarly to the
previous kind of attack, an attacker could carry a more subtle Sybil attack by
intentionally placing a few peers in close proximity to a target identity in the
DHT in order to attract requests. For the whole month of September, in Figure
9 we can see that the distribution of size of the shared prefix length between two
direct neighbours in the DHT is well distributed, despite irregularities at the
end that are not very significant. To confirm, we show in Figure 10 the deviation
between measured and theoretical data, represented by the equation that gives
the mean number of peers sharing a common prefix, given the total number of
peers in the network: N

2x . Our crawler could find 439,561 unique Node ID, so N =
439561 here. We can see that there is no obvious deviation between neighbours
in the DHT. We observed the same tendency in our dataset from February 2022.
Nevertheless, it is possible that a few small localized attacks can occur but would
not be visible in statistics calculated at the network level. Typically, a group of 5
peers sharing a common prefix of 22 bits would be statistically unlikely without
affecting the whole distribution. At least, we can conclude that no very localized
attack (i.e. neighbours sharing a very high prefix) is going on, nor any massive
localized attack that would skew the distribution. This can be explained by the
fact that no data is actually stored in Ethereum’s DHT, so that such attacks
have currently no point.

In conclusion, on the one hand, Ethereum’s DHT shows good properties like
a decent geographical distribution, a very low churn, no periodical size variation,
a negligible amount of /24 subnetworks holding many peers and no obvious in-
tentional placement of peers near an ID. On the other hand, most nodes are
concentrated on a few big ASes, some nodes holds several identities in the net-
work, up to thousands of them for the biggest, and we witnessed a sudden and
major increase of the number of peers. We were not able to explain this sud-
den increase, for example, by correlating these massive arrivals with an external
event in the blockchain community. Hopefully, the newcomers did not impact
any of the three metrics pointing out suspicious nodes. Nevertheless, this kind of
massive event combined with the possibility for a node to create many identities
advocate for a permanent monitoring of the P2P network and mechanisms to
prevent large scale Sybil attacks.

6 Ethereum Sybil Attack Prevention
Like all fully distributed public P2P networks, that is to say without a central
authority that controls access to the network, the P2P network of Ethereum is
3 We can cite some popular services such as Infura or Alchemy.



Ethereum’s P2P Network Monitoring and Sybil Attack Prevention 17

0 5 10 15 20 25 30 35
Neighbours' common prefix length (bits)

100

101

102

103

104

105

Co
un

t

Fig. 9. Distribution of common prefix between neighbours in the DHT

18 20 22 24 26 28 30 32 34 36
Neighbours' common prefix length (bits)

100

101

102

103

104

105

106

Co
un

t

Theoretical
Measured

Fig. 10. Theoretical and measured number of peers with a common prefix in the DHT



18 Jean-Philippe Eisenbarth, Thibault Cholez, and Olivier Perrin

vulnerable to Sybil attacks, as demonstrated in the previous section with the
numerous nodes we found holding several identities. An attacker could easily
undermine the P2P network by creating a large number of identities at almost
no cost to gain a disproportional influence in the network.

In this context we designed a monitoring system that can 1) detect suspicious
nodes globally, 2) advertise them publicly on the blockchain, and 3) performs
the revocation in a fully distributed way at the client-side. We will present this
system in the following subsections.

6.1 Attacker Model and Attack Scenarios

We assume that all participants, including attackers, are able to create new
NodeID (by generating key pair) at will. These new identities do not cost any-
thing and cannot be linked to previous identities.

An adversary could forge multiple identities in the network to carry a Sybil
attack. This attack could lead to delays in blocks or transactions propagation and
thus favor a mining pool controlled by the adversary [30]. It could also leverage
(D)DoS, majority attacks [31], mixing protocol attacks [32]. By monitoring the
nodes in the network, our system could detect suspicious peers that constitute
a threat of Sybil attack and gossip the information about these peers.

The adversary could also partition the network (eclipse attacks) to reduce
the cost and maximize the gain of this attack [33,22]. If our monitoring nodes is
included in the partition, it would easily detect the partition by monitoring the
difficulty of the new blocks [34]: the difficulty would highly decrease over time
in this case.

6.2 Architecture

Our architecture preventing Sybil attacks is composed of three parts, as de-
picted in Figure 11. The first part (left) consists in the monitoring of the whole
Ethereum P2P network and the detection of suspicious nodes. The monitoring
is performed by one or several trusted servers running our open-source crawler
Crawleth. This is necessary to gain a complete view of the network. A fully dis-
tributed monitoring performed only by the peers based on their routing table
is limited to a partial view that is only precise locally around the peer. This is
not sufficient to detect an attack spreading over the entire DHT address space.
Once a crawl is performed, the information about the nodes that carry multiple
identities is available. The detection of suspicious nodes is made by applying the
thresholds defining the three categories presented in Section 6. The second part
(center) is the gossiping of these nodes information to all the peers of the network
thanks to our smart contract detailed in the next section. After its execution, all
the nodes in the network that listen to these events are notified through the event
logs of the new suspicious nodes. The third and last part of our architecture pre-
venting Sybil attacks involves each node of the P2P network (right). They must
verify the received information through a few targeted FINDNODE requests in
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order to witness the threat detected by the crawler. This verification step is es-
sential to fully maintain the distributed nature or the P2P network and alleviate
the role of the crawler as a simple pointer toward suspicious nodes without any
authority on the nodes that remain fully autonomous. Once verified, every node
then revokes suspicious nodes by cutting the possible connections they have with
them and prevents future ones by constituting a black list. This last part can be
either integrated directly in the client or use an external tool we developed and
that is presented in Section 6.4.

Previous works proposing defensive mechanisms against Sybil Attacks were
either centralized, relying on a central authority to validate peers joining the
network [35], or fully distributed, based on a local detection/revocation of sus-
picious peers [21] but missing an exhaustive view of the DHT to correlate Sybils
present in different places. The originality of our approach is to bring the best
from both worlds: a global and precise view of the network achieved by a trusted
crawler and a fully distributed revocation mechanism to avoid any risk of abuse.
We rely on the efficient dissemination of blocks to all the peers to share the
crawler knowledge, what was not easily achievable in previous DHTs.

Sybil nodes  
gossiping - Smart

Contract

Transaction log Ethereum Full client

Ethereum Blockchain Ethereum Peer

Crawleth 
Ethereum P2P

Monitoring System

Sybil Gossip

API call

Monitoring System

Retrieves Events'
Logs

Sybil Revocation

Nodes
Information

Removes active
connection
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(RPC call)
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Ethereum Blockchain +
P2P Network

Data Flow
Function Call

Fig. 11. Sybil attack monitoring system architecture

6.3 Smart Contract

We designed the smart contract presented in the Listing 1 to use event logs to
distribute the information about suspicious nodes. In the Ethereum blockchain,
every block has a logsBloom field which allow any user to search for a spe-
cific transaction log (along with the indexed fields from the log). These logs are
publicly accessible and can be regenerated from the transaction holding it. The
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event in our smart contract publishes the enode (NodeID@IP:Port) of the sus-
picious nodes but in a structured way to 1) save space in the smart contract by
factorizing the information common to a group of suspicious peers, 2) make the
verification process easier. Each group of suspicious peers has the data stored
differently according to the threat for which they have been identified (labeled
as “Subnet”, “Groups” and “Aliases” in Listing 1). Similarly, each threat has a
specific verification procedure. While a single FINDNODE request on the right
Node ID can possibly find all the suspicious peers that are too close to each
others in the DHT address space, a request per suspicious node must be carried
out until the threshold is reached defining the suspicious behavior is reached
in the case of a suspicious subnetwork or IP address running multiple identi-
ties. For instance, a suspicious IP address holding 100 identities only requires
the verification of two of them by a peer to allow the revocation. To avoid any
overloading, our monitoring system can spread over time the advertisement for
suspicious nodes in the smart contract if the number of newly discovered is over
a threshold. The smart-contract authorizes a list of allowed users (added by the
owner) that can publish the result of different instances of the crawler. Other
approved instances of the crawler can complete the data if they witness missed
suspicious peers or even replace the main one if needed to ensure the service
continuity. The fact to have several trusted crawler’s instances contributes to
the correctness and resilience of the monitoring system.

But, storing data in the event logs still has a cost (in addition to the trans-
action baseline cost): 375 gas as base cost, 375 additional gas per topics in the
event and 8 gas for each bytes of data included. For a non-anonymous event,
the first topic is the event’s signature (name and type of the arguments). All
the indexed arguments are treated as additional topics. Topics are used as crite-
ria to search for specific events. For our smart contract, we do not use indexed
arguments, so we only have one topic. Gas refers to the fee of a transaction in
the Ethereum blockchain, gas prices are denoted in Gwei, which itself is equal
to 10−9 ETH. The gas price is not fixed, but is oscillating between 100 and
150 gwei at the time of writing. It is used to reward the miners who include
the transaction in a block through the mining process. The gas price is used to
regulate the number of transactions and to avoid congestion.

For example, using our smart contract to publish the information about one
IP address that has forged 1000 different Node IDs, would cost about 6,000,000
gas units. At a gas price of 100 Gwei, it would cost 0.667604 ETH, which is
converted, at the time of writing, to approximately $ 2,700. It is important to
note that a basic transaction (simple ether transfer) already costs 21,000 gas,
which is converted to $ 9 (at the same gas price). We consider that this cost
is reasonable for the offered service compared to Ethereum global capitalization
(300 Billions dollars at the time of writing). Because the service provided is for
the common good, it could be ultimately decided by the community to apply a
special treatment to avoid any fee.
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1 // SPDX-License-Identifier: MIT
2 pragma solidity 0.8.11;
3

4 contract SybilGossip {
5 address owner; //Address of the owner of the smart contract
6 mapping(address => bool) allowedAddr; //Allowed to publish
7 event Subnet(bytes[] subnet, bytes[][] last_bytes_port_nodeid);
8 event Groups(bytes[] enodes);
9 event Aliases(bytes[] enodes);

10

11 constructor() {
12 owner = msg.sender;
13 }
14 modifier onlyOwner() {
15 require(msg.sender == owner, "Ownable: caller is not the owner");
16 _;
17 }
18 //Add the given address to the list of allowed addresses
19 function addUser(address _addressToAllow) public onlyOwner {
20 allowedAddr[_addressToAllow] = true;
21 }
22 modifier isAllowed(address _address) {
23 require(allowedAddr[_address], "You need to be allowed");
24 _;
25 }
26

27 /*Publish the information of suspicious nodes in the same subnet
28 _subnet: [subnet1, subnet2, subnet3, ...]
29 _last_bytes_port_nodeid: [
30 [byte_port_nodeid1_1, byte_port_nodeid1_2, ...],
31 [byte_port_nodeid2_1, ...],
32 [byte_port_nodeid3_1, byte_port_nodeid3_2, ...], ...
33 ]
34 */
35 function SubnetPublish(
36 bytes[] memory _subnet, bytes[][] memory _last_bytes_port_nodeid
37 ) public isAllowed(msg.sender) {
38 emit Subnet(_subnet, _last_bytes_port_nodeid);
39 }
40

41 /*Publish the information of nodes that are too close in the DHT
42 _enodes: [enodes1, enodes2, enodes3, ...]
43 */
44 function GroupsPublish(bytes[] memory _enodes)
45 public isAllowed(msg.sender) {
46 emit Groups(_enodes);
47 }
48

49 /*Publish the information of nodes that have too many ID (aliases)
50 _enodes: [enodes1, enodes2, enodes3, ...]
51 */
52 function AliasesPublish(bytes[] memory _enodes)
53 public isAllowed(msg.sender) {
54 emit Aliases(_enodes);
55 }
56 }

Source Code 1. Sybil nodes announcement Smart-Contract
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6.4 Revocation of suspicious nodes

The suspicious nodes discovered during a crawl are exposed by a web API which
source code is available in Crawleth repository [24]4. We developed an open-
source program “Sybil Gossip” to make the bridge between this API and the
blockchain by sending these nodes’ information to our smart contract [36]. This
way, after each crawl, up to three events are triggered with the information of
these nodes. The website exposing the API also proposes live statistics and charts
about the P2P network from its continuous crawling, as well as the history of
previous crawls (aggregated per hour for the current day, and per day otherwise).

A second publicly available open-source program “Sybil Revocation” has been
developed [36] to retrieve the events’ logs, verify the suspicious nodes existence
and remove any active connection of a local Ethereum client once verified. It
is represented in the right part in Figure 11. Any user that has deployed an
Ethereum node can use this program to prevent its node to keep a connec-
tion to a suspicious node. It uses the JSON-RPC API (Remote Procedure Call
protocol encoded in JSON) of the official Geth client. Specifically, it uses the
“Admin.removePeer” call that is undocumented but exists since 2016 [37]. It can
remove any active connection (inbound or outbound) to a specific peer. Because
there is no RPC yet to enforce the blacklisting of a node, our tool must period-
ically check if the local Ethereum clients it protects has connections to known
suspicious nodes. An implementation directly within an Ethereum client would
make the revocation process more efficient by also sanitizing the routing table
and by preventing the suspicious contacts to be shared among peers.

To demonstrate the viability of our architecture, we performed the follow-
ing final experiment on an Ethereum Test Network. We connected an unmodi-
fied peer in the network and run our RPC revocation tool alongside. Then, we
manually issued connections toward 10 peers known to be detected suspicious
in previous crawls because they carry too many aliases (which constitutes the
main current threat to the network we have highlighted in Section 5.3). We per-
formed a new crawl and executed the aforementioned smart contract to add the
suspicious peers we found in the logs (because this was done on Ethereum Test
Network, no fees were charged). Finally, the RPC revocation tool successfully
retrieved the list, performed the check and cut the connection to the 10 peers,
thus validating the whole process.

To assess the performance of our system, we also measured the time needed
at each step of our architecture from the monitoring to the revocation. The re-
sults are given in Table 2. A new crawl is performed approximately every 15
minutes (results are hourly aggregated on http://crawleth.loria.fr:5000/
api/latest/deviant/all), then the results on suspicious nodes are published
in the blockchain using the smart-contract. This step only takes one second on
the Test Network but can take up to several minutes on the main Ethereum Net-
work5. The list of suspicious nodes is then instantly extracted from the event
logs and the verification program from “Sybil Revocation” starts. It checks that

4 It is also available live on this server: http://crawleth.loria.fr:5000.

http://crawleth.loria.fr:5000/api/latest/deviant/all
http://crawleth.loria.fr:5000/api/latest/deviant/all
http://crawleth.loria.fr:5000.
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Table 2. Time taken by each step of our architecture

Operation Execution Time

New crawl ∼15 minutes

Suspicious node publication
depends on avg transaction time:
- in our testnet experiment < 1 s

- in the mainnet < 5 min

Retrieval of suspicious nodes
from event logs < 1 s

Verification of suspicious nodes < 5 s

Revocation < 1 s

the published nodes actually exist and are indeed suspicious by issuing FIND-
NODES requests on the aliases found for a node until the detection threshold
is verified. This verification process lasts for approximately 3 to 4 seconds per
alias. By parallelizing the verification process, it lasts the same time for all the
aliases that must be verified. Once the nodes have been verified, the revocation
process is instantaneous. From the moment when the information of the new
detected suspicious nodes reaches the peers, the whole process is performed in
a few seconds. The main limiting factor is the time taken to perform a crawl
but as it takes time to insert malicious nodes in the network, the real key is
to perform the crawls continuously to sanitize the network. The crawling time
could also be reduced by dividing the address space to crawl between several
trusted crawlers.

7 Discussion on storage strategy

We want to motivate the use of event logs in our solution. Our goal is to propose
a blockchain-based application that is relevant in terms of cost, performance
and ease to develop. Wöhrer et al. [38] explored different architecture designs
of blockchain-based applications. For example, in case of a system that would
require interacting with components outside the blockchain, a hybrid approach
is interesting to design: the application could benefit from the event sourcing
which refers to the storage of states as a sequence of immutable events that
could be replayed anytime. This approach is very interesting for our system:
the list of suspicious nodes found by our monitoring system triggers an event
from a smart-contract that is immutably added to the trustless event store of
the Ethereum blockchain. In addition, Kostamis et al. [39] studied the cost and
practicality of different storing methods in Ethereum. The facts that the event
logs are immutably stored and can be replayed to retrieve ancient states make
5 https://ethgasstation.info/

https://ethgasstation.info/
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them interesting to use. All operations executed by a smart-contract have a cost
in gas (which is derived from ether) but using event logs is one of the cheapest
way to store data in the Ethereum blockchain. They described another way to
store data, by using transaction payload. It is cheaper than event logs but it
requires to store the hash of the transactions in an external database to retrieve
an ancient state. It increases the complexity of the architecture and the external
database may not be as immutable as the Ethereum blockchain. For the reasons
mentioned above, we use the Ethereum blockchain to store and distribute the
information about the suspicious nodes.

One can argue that we could use a system based on InterPlanetary File Sys-
tem (IPFS) to store the list of suspicious nodes instead of a costly smart-contract.
This hybrid system is advertised by the work in [40] and used in practice by Ro-
drigues et al. [41] for their Blockchain Signaling System to prevent Distributed
Denial-of-Service Attacks. But, to the best of our knowledge, there is no IPFS
storage provider that is free (we can cite two non-free popular ones: FileCoin
and Pinata Cloud). One way to control the costs would be to deploy our own
IPFS cluster but this would still have a non-negligible cost. Another drawback
is that IPFS would act as another Trusted Third Party which security must also
be guaranteed. Additionally, we think that it would not be ethical to rely on a
external storage when there is an internal approach for the storage in Ethereum
and its market capitalization amounts to more than 300 billions of dollars. Since
the service offered is for the global network’s good health, it could ultimately be
handled by the Ethereum Foundation as an improvement of the protocols.

8 Conclusion

In this article, we first presented our open source crawler for the Ethereum P2P
network. We demonstrated its soundness and analyzed two one-month datasets
that we also released. The results show that the Ethereum P2P network ex-
hibits good properties like a decent geographical distribution and a moderate
churn rate, but also more concerning ones like a centralization of the nodes in a
few ASes. The size of the network has been stable for several months but sud-
denly rose to double the network size at its peak, without obvious explanation
nor pattern that could characterize the newcomers. Then, we considered three
categories of threats that denote a risk that a group of peers likely controlled
by a single entity get too much weight in the network: a given /24 subnetwork
running many peers, an IP address holding many identities, or groups of peers
that are too close in the DHT address space. We found thousands of suspicious
peers, mainly falling in the second category. The state of the art showed that
such Sybil attacks can be used as a lever for different objectives. In this work,
we proposed a system to notify when a Sybil attack is at risk and that pre-
ventive revocation actions are required. It is based on a smart contract storing
the suspicious nodes found by a central monitoring system. Then, each peer of
the network must verify the reported anomalies on his own and revoke its con-
nections with the suspicious peers, ensuring a fully distributed revocation. We
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provided an external tool based on RPC to provide Ethereum clients with these
features.

Several directions are planned to pursue this work. In the short run, we
will integrate the revocation mechanism directly into the official Geth client.
Then, we will implement Ethereum’s higher level protocols (RPLx) to gain more
knowledge on the discovered peers. In particular, the lower layer of RLPx will
allow us to make the distinction between applications relying on Ethereum’s
Node Discovery Protocol and focus on Ethereum’s mainnet while the upper layer
(Ethereum wire protocol) will allow us to check suspicious nodes’ behavior by
analyzing the transactions and blocs they transmit and detect anomalous data.
In the long run, now that Ethereum’s Kademlia-based DHT is protected against
Sybil attacks, we want to make a better use of the DHT wasted potential by
storing actual values in it. In particular storing smart contracts’ large data within
the DHT with a customizable replication factor and a proportional cost could
solve the current problem of prohibitive cost of smart contracts’ data within the
blockchain [39], that prevents more ambitious applications to be designed with
smart contracts.
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