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Abstract: This report discusses a new algorithm for makespan minimization on situations where
the workload can be partitioned among heterogeneous resources. Without making any assumptions
regarding the behavior or shape of the functions giving the execution time on a resource, we are able
to provide optimal solutions with a dynamic programming algorithm in O(T 2n) for a workload of
T tasks and n heterogeneous resources. This report includes a short state of the art, the problem’s
model, the algorithm, and its optimality proof.
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1 Context

Workload distribution algorithms can be employed to minimize the computation time, energy
consumption, or other metrics for some kinds of applications. Their main idea is to distribute a
given number of tasks T among n resources in order to optimize the metric of interest.

In the specific case of heterogeneous platforms, Khaleghzadeh, Manumachu, and Lastovet-
sky [4] presented a branch-and-bound algorithm to minimize the makespan of applications with-
out any assumptions on the shape of the execution time functions with worst-case complexity in
O(T 3n3). They have applied this solution for matrix multiplication and fast Fourier transform
applications. Later, Khaleghzadeh et al. [3] adapted this algorithm to optimize both execution
time and energy consumption with complexity in O(n3T 3 log(nT )). They have also applied
this solution to a gene sequencing application. We previously proposed OLAR [6] as an optimal
greedy solution for minimizing the makespan of Federated Learning applications in Θ(n+T log n)
when the execution time functions are monotonically increasing. Finally, we have proposed a
dynamic programming solution for minimizing the energy consumption of Federated Learning
without any assumptions on the shape of the functions [5]. The solution is computed in O(T 2n)
by using an approach based on a new knapsack problem. This solution originally minimizes the
sum of costs (instead of the maximum cost as in the makespan minimization problems), but we
will show its adaptation to our problem later in this report.

2 Problem Definition

Our problem can be formulated similarly to the problem of scheduling independent tasks (1-D
data) on heterogeneous resources [2, Chapter 6.1] [1], similarly to our previous works [5, 6].

Consider n heterogeneous resources organized in a set R = {1, 2, . . . , n} and a total workload
of T identical, independent, and atomic tasks to be distributed. Each resource i ∈ R has an
upper limit Ui ∈ N and a lower limit Li ∈ N on the number of tasks it can compute, and its own
cost function Ci:[Li, Ui]→ R≥0 that represents the time it takes to compute with a given number
of tasks. No assumptions are made regarding the behavior or shape of this function. We use
U = {U1, . . . , Un}, L = {L1, . . . , Ln}, and C = {C1, . . . , Cn} to represent the sets of upper limits,
lower limits, and cost functions, respectively. Finally, consider the schedule X = {x1, . . . , xn}
that assigns xi ∈ [Li, Ui] tasks to each resource i ∈ R.

Definition 1 (Makespan Optimization Problem). Given a problem instance (R, T,U ,L, C), the
goal is to find an optimal schedule X∗ that minimizes the makespan Cmax, i.e.:

minimizeX Cmax := max
i∈R

Ci(xi) (1a)

subject to
∑
i∈R

xi = T, (1b)

Li ≤ xi ≤ Ui, ∀i ∈ R (1c)

As customary, we focus on non-trivial, valid problem instances. We also assume that T > n
without loss of generality.

3 Dynamic Programming Solution

Our solution to this problem comes in the form of an adaptation of our previous total cost
minimization algorithm [5]. This previous solution uses a dynamic programming algorithm that
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solves the Multiple-Choice Minimum-Cost Maximal Knapsack Packing Problem ((MC)2MKP),
which is a generalization of the total cost minimization problem.

Consider Zr(τ) as an optimal solution value for a partial problem with the first r resources
that schedules τ tasks. Assume that Zr(τ) :=∞ if no solution exists and that Z0(0) := 0. Zr(τ)
is defined in Equation (2) and its value can be recursively computed following Equation (3).

Zr(τ) := min

{
max

i=1,··· ,r
Ci(xi)

∣∣∣∣∣
r∑
i=1

xi = τ

}
(2)

Zr(τ) = min
j∈[Lr,Ur],j≤τ

max (Zr−1(τ − j), Cr(j)) (3)

We use the ideas behind Equation (3) to propose Algorithm 1. It differs from the original
(MC)2MKP algorithm in [5] by its use of maximums instead of sums, and by simplifying the end
of the algorithm. The algorithm uses two matrices, K and I, to store the minimal costs that are
progressively computed and the schedules that are part of these solutions, respectively.

The algorithm first stores all possible solutions for Z1 (lines 7–9) and then iteratively computes
the optimal solutions for an increasing number of resources and tasks to schedule (lines 10–19).
As given by Equation (3), the best solution for a given resource i and t tasks is computed based
on the previous best solution with i − 1 resources. By comparing the maximum between the
previous best solution and the cost for a given number of tasks in resource i, the makespan of
this partial solution is computed. By keeping the minimal solution (lines 13–16), the minimal
makespan is found.

By the end of Algorithm 1, the makespan is obtained in line 20. The optimal schedule, in
its turn, is obtained by going in the reverse order of resources through matrix I (lines 21–24).
With some minor changes to the loops and the end of this algorithm, it can be adapted (I) to
find the minimal makespan with the maximum number of tasks scheduled possible, and (II) to
work with non-contiguous intervals of possible schedules for each resource. We recommend our
readers to check the original algorithm in [5] for an example.

Algorithm 1 shows a space bound in O(Tn) and it requires O(T
∑n
i=1(Ui−Li+1)) operations.

In the worst-case scenario, at most T + 1 assignments are possible for each resource (from 0 to
T ). This gives us a worst-case complexity in O(T 2n).

3.1 Proof of optimality

The optimality of Algorithm 1 can be easily demonstrated by induction, and it is very similar to
a previous proof for the total cost minimization problem [5]. As row r in matrix K represents
the optimal solutions found for Zr, our proof will be based on the properties of Equations (2)
and (3). Our algorithm also benefits from the fact that the maximum and minimum opera-
tions are commutative and associative, so the order that the resources and number of tasks are
considered do not have an impact on the optimal makespan found.

Lemma 1. The solutions in Z1 are optimal.

Proof. The only possible solutions for Z1 are Z1(j) = Ci(j) for all j ∈ [Li, Ui], therefore they
are optimal.

Lemma 2. If the solutions in Zi are optimal, then the solutions in Zi+1 are also optimal.

Proof. By Equation (3), the value of Zi+1(τ) for τ ∈ [0, T ] is the minimum among all maximums
between Zi(τ − j) and Ci+1(j) for j ∈ [Li+1, Ui+1], j ≤ τ . To consider that there would be
another schedule with a smaller value is a contradiction: it would require having a sub-optimal
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Algorithm 1 DP solution for the Makespan Optimization Problem.

Input: Set of resources R, number of tasks to schedule T , set of upper limits U , set of lower
limits L, set of cost functions C.

Output: Makespan Cmax, optimal schedule X.
1: for i = 1, . . . , n do . Initialization of minimal costs
2: for t = 0, . . . , T do . and partial solutions matrices.
3: K[i][t]←∞ ; I[i][t]← ∅
4: end for
5: xi ← ∅
6: end for
7: for j = Lr, . . . , Ur do . Only solutions for Z1.
8: K[1][j]← C1(j) ; I[1][j]← j
9: end for

10: for i = 2, . . . , n do . Computes Zi for all capacities.
11: for j = Lr, . . . , Ur do . Using all possible schedules for i.
12: for t = j, . . . , T do
13: if max (K[i− 1][t− j], Ci(j)) < K[i][t] then

. Best solution for Zi(t) so far.
14: K[i][t]← max (K[i− 1][t− j], Ci(j))
15: I[i][t]← j
16: end if
17: end for
18: end for
19: end for
20: Cmax ← K[n][T ] . Finds Cmax.
21: t← T
22: for i = n, . . . , 1 do . Finds X.
23: j ← I[i][t] ; xi ← j ; t← t− j
24: end for
25: return Cmax, X

Zi, or a value that is smaller than the minimum among all possible optimal solutions for Zi+1(τ).
Therefore, Zi+1 is optimal.

Theorem 1. Zn(T ) provides the optimal solution for our Makespan Optimization Problem.

Proof. Lemmas 1 and 2 prove the optimality of the base case and the induction step, so Zn(T )
is optimal.
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