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Abstract. This study examines how quickly we can predict users’ ratings on vis-

ual aesthetics in terms of simplicity, diversity, colorfulness, craftsmanship. To 

predict users’ ratings, first we capture gaze behavior while looking at high, neu-

tral, and low visually appealing websites, followed by a survey regarding user 

perceptions on visual aesthetics towards the same websites. We conduct an ex-

periment with 23 experienced users in online shopping, capture gaze behavior 

and through employing machine learning we examine how fast we can accurately 

predict their ratings. The findings show that after 25 seconds we can predict rat-

ings with an error rate ranging from 9% to 11% depending on which facet of 

visual aesthetic is examined. Furthermore, within the first 15 seconds we can 

have a good and sufficient prediction for simplicity and colorfulness, with error 

rates 11% and 12% respectively. For diversity and craftsmanship, 20 seconds are 

needed to get a good and sufficient prediction similar to the one from 25 seconds. 

The findings indicate that we need more than 10 seconds of viewing time to be 

able to accurately capture perceptions on visual aesthetics. The study contributes 

by offering new ways for designing systems that will take into account users’ 

gaze behavior in an unobtrusive manner and will be able inform researchers and 

designers about their perceptions of visual aesthetics. 

Keywords: Eye-tracking, Machine Learning, E-commerce, Aesthetics, Design, 

Artificial Intelligence. 

1 Introduction 

Website and application development have largely focused on good visual design 

that can support users’ interaction with the website and improve their online experience. 

To this end, previous work has studied several website design characteristics, including 

their effectiveness and visual appeal [1-4]. Daily, we visit numerous websites or use 

their applications, and our evaluations are affected by their usability, how they look and 

feel, as well as their content and service quality [5]. Since website design will influence 

user experience, designers and the companies they work for strive to offer aesthetically 
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pleasing websites of high quality. The majority of the studies in the area employ sub-

jective methods (e.g., data collection using questionnaires), while some utilize more 

objective approaches by collecting physiological data such as fMRI and eye-tracking 

[6, 7].     

The advancement of technology and machine learning techniques allows the implemen-

tation of Artificial Intelligence (AI) applications in many fields, including Human Com-

puter Interaction [8] or image aesthetics [9]. Recently, early attempts have been pro-

posed to employ machine learning for assessing aesthetics of websites [10]. Further-

more, previous studies have assessed website aesthetics using eye-tracking techniques 

to detect areas of interest while looking at a website, mainly by using heatmaps [11-

13]. Going beyond heatmaps, eye-tracking techniques can offer deeper insight into us-

ers’ gaze behavior as they can also capture how one’s eyes move during the whole 

period, including for example speed of eye movement, a change in direction, switching 

between two spots [14, 15].  

Users’ first impression is very important when they visit new websites, or they visit 

re-designed websites. Earlier studies suggest that first impressions are formed very fast 

when users visit at a website, in the very first seconds [16]. Thus, when taking design 

decisions different aspects that grab one’s attention are more likely to influence their 

perceptions on visual aesthetics. However, as users become more experienced their per-

ceptions regarding visual aesthetics are likely to evolve as well [15]. Indeed, eye-track-

ing data show that the more a user fixates on certain elements in a website the more 

likely it is to find it less appealing [14], which may occur if users start looking into 

more details as they look at the website. This raises the question if and how fast we can 

predict users’ perceptions on visual aesthetics while they are looking at a website. Thus, 

we formulate the following research question: RQ: How fast can we predict users’ rat-

ings when judging visual aesthetics in websites in terms of simplicity, diversity, color-

fulness, and craftsmanship? 

To address our research question, first we measure how users’ look at a website using 

eye-tracking along with their perceptions on visual aesthetics via a questionnaire. Then, 

we employ machine learning techniques to predict users’ ratings from the gaze behavior 

and test how fast we can get an accurate prediction with a low error. We conducted an 

experiment in which users were asked to look at websites and then rate them in terms 

of simplicity, diversity, colorfulness, craftsmanship. The experiment included websites 

that ranged from low, neutral, and high visually appealing. We contribute by showing 

that when examining users’ first impressions towards a website more than a few sec-

onds are needed to get an accurate and valuable estimate on their perceptions towards 

the website’s visual appeal. This is a first step towards designing and developing AI 

applications that will track users’ eyes only for a specific amount of time (i.e., the time 

needed to get an accurate estimate) and inform designers about users’ perceptions on 

visual aesthetics. 

The paper is organized as follows. Section 2 presents the background of the study, 

along with related work on website visual aesthetics. Section 3 presents the details on 

the experiment, and the methodology that was employed. Section 4 presents the find-

ings, and section 5 provides a discussion along with implications and suggestions for 

future work. 
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2 Background and conceptual model 

2.1 Visual aesthetics of websites 

Previous studies examining user experience highlight several factors that may influence 

users’ evaluations towards visual aesthetics of websites [1-3, 17]. Capturing such eval-

uations for websites is highly important for website designers and can be done by ex-

amining screen design factors and layout elements which are related with users’ per-

ceptions of visual aesthetics [3]. To measure perceptions on visual aesthetics studies 

commonly use questionnaires which introduce a subjective take on the matter. Visual 

aesthetics can be divided into two basic types [4]. First, there are classical aesthetics 

that describe websites that are clear, well organized, and pleasant. Then, there are ex-

pressive aesthetics which refer to websites that are creative, colorful, and original.  

Additionally, a more precise description of visual aesthetics has been proposed 

which offers a measure that represents visual aesthetics in a more holistic manner [2]. 

In detail, this measure includes four dimensions, or facets of visual aesthetics, which 

are simplicity, diversity, colorfulness, and craftsmanship. Simplicity, part of the classi-

cal aesthetics, refers to website design regarding its unity, clarity, orderliness and bal-

ance. Next, diversity, part of the expressive aesthetics, refers to a website design having 

a dynamic, novel, and creative design. For a more holistic representation of visual aes-

thetics the measure was extended by adding colorfulness and craftsmanship, adopted 

from Lavie and Tractinsky [4]. The unique effect of colors as well as the skillful and 

coherent integration of all design dimensions can be evaluated [1, 2]. The present study 

adopts the four facets of visual aesthetics as they are considered to be more detailed by 

examining more aspects of aesthetics [2]. This approach enables a better and deeper 

understanding of perceived visual aesthetics. 

2.2 Visual aesthetics and eye-tracking 

HCI studies that examine visual aesthetics of e-commerce websites measure users’ gaze 

with different eye tracking techniques [11, 13], offering a better understanding of user 

behavior when visiting e-commerce websites. Indeed, we can collect data on where 

exactly the user looks when browsing a website and also how they look at it. The man-

ner we look at an object is related with how we process and think about that object [18]. 

Our aesthetical preferences can be predicted with the derivatives of the stimulus prop-

erties [11, 19, 20]. Furthermore, based on the eye-mind hypothesis [18], what a user 

looks at indicates their cognitive process. These two notions can be simply described 

as “what you perceive is what you see” and “what you see is what you process”. Thus, 

cognitive load theory has been used to explain gaze behavior and how we process what 

we see [21], supporting the eye-mind hypothesis [18]. Consequently, what users per-

ceive and what they process is also linked with their gaze.  

By being able to capture measurable qualities of an object or a stimulus we can ex-

plain users’ perceptions on visual aesthetics [22], thus here we employ eye-tracking 

techniques to examine how specific functions can be used to predict users’ ratings on 

visual appeal. In detail, we use eye-tracking measures and compute their respective 
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features as a proxy for users perceived visual aesthetics, to examine how looking at 

websites explains perceptions of visual appeal. Previous studies have employed eye-

tracking techniques to predict website design characteristics and users’ visual attention 

[11, 13, 21, 23]. Nonetheless, previous studies mainly focus on using heat maps to ex-

plain eye behavior, which although is useful to show where the user focused, but it does 

not provide any information on how his or her eyes moved while looking at the website 

and interacting with it. Here we combine information from gaze behavior and question-

naires to predict users’ ratings and extend previous studies by examining how fast can 

we get an accurate prediction. 

3 Research Methodology 

3.1 Context 

Building on previous work [11, 12] the homepages of some popular e-commerce sites 

are used to examine their visual appeal. For this, we use the top-100 popular websites, 

based on the ranks on Alexa.com (i.e., provider of global traffic estimates in different 

categories). Fifty e-commerce websites were selected randomly, and 10 HCI experts 

were asked to evaluate them in terms of visual appeal on a 7-point scale. Amazon web-

sites were removed from the list as Alexa is owned by Amazon to avoid any potential 

bias. Based on the median score from experts’ ratings, nine websites were chosen, cre-

ating 3 categories, that is high, neutral and low visually appealing, with 3 websites each. 

Figure 1 shows examples from each category. A key distinction among the homepages 

of these websites is the photo-text ration, a main design characteristic in visually ap-

pealing websites [2, 11]. Since the first impression of a webpage is formed right away, 

as soon as one visits it, [16], investigating users’ eye-tracking behavior on those very 

first seconds that they look at a webpage is important and can prove beneficial in ex-

plaining how behavior relates to main factors of visual aesthetics and design. 

 

 

Fig. 1. High, Neutral, Low Appealing e-commerce websites (from left to right) 
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3.2 Sample and Procedure 

Twenty-three users participated in this experiment (10 females, 13 males, average age 

27.5 years, SD 7.15 years), with prior experience with e-commerce. Email and social 

media were used to find participants. We conducted the experiment at a lab space of a 

large university in Norway with 5 participants at a time. 

We gathered information regarding age, gender, and internet experience, while we 

explained the objective of the study. To calibrate the eye tracker the participant watches 

a dot that moves to the four corners and center of the screen. The participants were 

instructed to look at each website for at least ten seconds. Then they were given a ques-

tionnaire which used a seven-point scale to capture their appeal ratings regarding the 

four facets of visual aesthetics. They viewed on average each webpage for about 25 

seconds. Also, they were told not to base their ratings of visual appeal on the content 

of the page. We did not give them specific tasks because it can influence the way they 

look at the website and their focus [21], but they were instructed to look at the homep-

age freely. Participants had not purchased from the e-commerce websites before. Also, 

they controlled the mouse, allowing them to browse freely and decide on their own 

when to proceed to the next website.  

3.3 Eye-tracking device 

We used 4 SMI RED 250 and 1 TOBII mobile eye-tracker which look like glasses. 

They have a sampling rate of 60Hz, that is considered appropriate in usability studies 

[24]. The frames of the eye-tracker contain two cameras that record each eye of the 

participant; and an array of infrared LEDs which are reflected by the cornea. There is a 

third camera that records the field of view of the participants. Then the software calcu-

lates the position of the gaze on the field of view video. Finally, we correct for head 

movements by employing fiducial markers placed on the computer screen. 

3.4 Measurements and feature extraction 

For the visual aesthetics, we study simplicity, diversity, colorfulness, and craftsmanship 

[2]. Table 1 shows the actual and theoretical limits (min, max values) for the 4 facets 

of visual aesthetics. Minimum and maximum values are computed based on the 7-point 

scale and the fact that some items are reverse coded. Their items are presented in the 

Appendix. 

Visual aesthetics Min - Max Theoretical Min - Max 

Simplicity 2, 13 -11, 19 

Diversity -3, 11 -11, 19 

Colorfulness -4, 8 -12, 12 

Craftmanship -5, 8 -12, 12 

Table 1. Thresholds for visual aesthetics 

Eye tracking data offer the mean, variance, minimum, maximum and median of sev-

eral parameters, such as pupil diameters, fixation details, saccade details, blink details, 
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and event statistics. Table 2 presents an overview of the extracted features along with 

the respective reference from the literature. In total, we extracted 31 features. 

 
Eye-movement 

parameters 

Features extracted Source 

Diameter Pupil Diameter (mean, median, max, SD) [25] 

Fixation Fixation duration (mean, median, max, SD) 

Fixation dispersion (mean, median, max, SD) 

Skewness of fixation duration histogram  

[26] 

[27] 

[28] 

Saccade Ratio of forward saccades to total saccades  

Ratio of global and local saccades with a threshold on sac. vel.  

Skewness of saccade velocity histogram  

Saccade velocity (mean, median, max, SD) 

Saccade amplitude (mean, median, max, SD) 

Saccade duration (mean, median, max, SD) 

[29] 

[30] 

[31] 

[32] 

[33] 

[34] 

Events Number of fixations, number of saccades, fixation to saccade ratio 

Table 2. Eye-tracking features 

3.5 Pipeline formation 

In this paper, we present 4 pipelines. Each pipeline has 5 steps. First, we collect the 

data from 4 different interaction lengths: 1) 25 seconds, 2) 20 seconds, 3) 15 seconds 

and 10 seconds. Next, we compute the features given in the Table 1. Once the features 

are computed, we use a Random Forest regression algorithm to predict the four depend-

ent variables. Next, we compare the prediction for all 4 different interaction lengths to 

examine how quickly we can get an accurate estimate. 

Fig. 2.  Pipeline formation 

For each pipeline, we kept the data from 10% of the participants for the out of sample 

testing. We trained the random forest with the data from the remaining 90% participants 

using a 10-fold cross validation. 

 

Fig. 3. Data collection for 4 interaction lengths  

4 Findings 

Table 3 depicts the prediction accuracy, that is the NRMSE (Normalized Root Mean 

Squared Error) prediction Random Forest regression algorithm by using the selected 

features (Table 2) for simplicity, diversity, colorfulness, and craftmanship. The 
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NRMSE value should be as low as possible. Tables 3 and 4 show which model can give 

a good prediction compared to the base model (25 seconds) and for which model the 

error rate is significantly different (Table 4) from the base model.  

Table 3. Prediction accuracy for the 4 interaction lengths 

Duration Simplicity 

NRMSE (S.D.) 

Diversity 

NRMSE (S.D.) 

Colorfulness 

NRMSE (S.D.) 

Craftsmanship 

NRMSE (S.D.) 

25 seconds 

(base model) 

0.09 (0.02) 0.09 (0.03) 0.10 (0.02) 0.11 (0.03) 

20 seconds 0.10 (0.03) 0.10 (0.04)  0.11 (0.05) 0.13 (0.05) 

15 seconds 0.11 (0.05) 0.12 (0.04) 0.12 (0.05) 0.14 (0.04) 

10 seconds 0.16 (0.02) 0.15 (0.03) 0.17 (0.03) 0.16 (0.04) 
Note: Normalized Root Mean Squared Error (NRMSE) prediction from Random Forest with the selected fea-
tures (as presented in Table 2). In bold we show the Error is can be acceptable, compared to the base model, 

because it is the one before the error being significantly different (based on T-test presented on Table 4)  

Table 4. Significant differences between the models   

Duration Simplicity Diversity Colorfulness Craftsmanship 

25 seconds 

(base model) 

- - - - 

20 seconds 1.24 (0.22) 0.89 (0.37) 0.83 (0.43) 1.53 (0.13) 

15 seconds 1.66 (0.10) 2.67 (0.01)** 1.66 (0.10) 2.68 (.01)** 

10 seconds 11.06(.001)*** 6.32 (0.001)*** 8.68 (.001)*** 4.47 (.001)*** 
Note: The difference of the base model with the other shorter in duration models. *** p < 0.001, ** p < 0.01 

We can observe that in the case of simplicity, the model with 25 seconds of data has 

a 9% error while the models with the 20, 15 and 10 seconds of data have 10%, 11% and 

16% errors, respectively. The model with 10 seconds of data is significantly worse than 

the model with 25 seconds of data. Hence, the chosen model is the one with the smallest 

error that is closest to the base model (model with 25 seconds of data) and uses the least 

amount of data. For simplicity the chosen model is the one with 15 seconds of data. 

Next, in the case of diversity, the model with 25 seconds of data has a 9% error while 

the models with the 20, 15 and 10 seconds of data have 10%, 12% and 15% errors. The 

models with 15 and 10 seconds of data is significantly worse than the model with 25 

seconds of data. Thus, the chosen model is the one with the smallest error that is closest 

to the base model (model with 25 seconds of data) and uses the least amount of data. 

For diversity the chosen model is the one with 20 seconds of data. 

In the case of colorfulness, the model with 25 seconds of data has a 9% error while 

the models with the 20, 15 and 10 seconds of data have 11%, 12% and 17% errors. The 

model with 10 seconds of data is significantly worse than the model with 25 seconds of 

data. Similarly, the chosen model is the one with the smallest error that is closest to the 

base model (model with 25 seconds of data) and uses the least amount of data. For 

colorfulness the chosen model is the one with 15 seconds of data. 

Finally, regarding craftsmanship, the model with 25 seconds of data has a 9% error 

while the models with the 20, 15 and 10 seconds of data have 13%, 14% and 16% 

errors. The models with 15 and 10 seconds of data are significantly worse than the 

model with 25 seconds of data. Similarly, the chosen model is the one with the smallest 
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error that is closest to the base model (model with 25 seconds of data) and uses the least 

amount of data. For craftsmanship the chosen model is the one with 20 seconds of data. 

To offer more insight and details on what the NRMSE values show we should point 

out that they refer to the error on the range that our values get based on their theoretical 

limits (Table 1). For example, for simplicity the minimum and maximum theoretical 

limits are -11 and 19, respectively. Thus, the range of simplicity is 30. An 11% error 

on the range of 30 is basically a 3.3 deviance. Since, simplicity is calculated based on 

the sum of 5 items (Appendix), it means that per item, the 11% error translates to a 0.66 

(i.e., 3.3/5) deviance on the Likert Scale. Thus, the accuracy of our predictions is quite 

high and can be deviant by approximately half point or less on the Likert scale. 

5 Discussion 

This study provides evidence on how quickly we can get accurate estimates of users’ 

ratings regarding their perceptions of visual aesthetics measuring and analyzing their 

gaze behavior. Users perceptions are directly related to what they see, that is a visual 

stimulus, and the way that the stimulus changes will also influence users’ perceptions. 

This has been described by two basic notions that are “what you perceive is what you 

see” [19, 20] and “what you see is what you process” [18]. This paper goes one step 

further from previous studies that predict users’ ratings and answers the question on 

how quickly we can predict these ratings.  

The findings show that for simplicity and colorfulness 15 seconds of gaze data offer 

a good prediction, similar to the one from 25 seconds of data. This means that when a 

user is looking at website, after 15 seconds they will have formed their first impression 

of it regarding simplicity and colorfulness and it will not change if they look at the 

website for up to half a minute. Furthermore, the findings show that 10 seconds are not 

sufficient to make a good enough prediction, compared to 25 seconds, and the error rate 

goes up to 16% and 17%, for simplicity and colorfulness. Previous studies suggest that 

our first impression is formed almost immediately [16] and users are instructed to look 

at websites for about 10 seconds in similar studies [11]. Similarly, in our study the 

participants were instructed to look at the websites at least for 10 seconds, but the find-

ings show that by adding 5 more seconds (i.e., 15 in total) the prediction rate is similar 

to the prediction from 25 seconds.  

In the case of diversity and craftmanship, the findings show that more data are 

needed for a good enough prediction. Thus, 20 seconds give a good prediction as 25 

seconds of viewing. Similarly, to simplicity and colorfulness, 10 seconds are not 

enough to get a sufficient prediction as the error rates increase 15% and 16%, being 

significantly different from those with 25 seconds of data. We empirically show that in 

website aesthetic evaluation a user has to look at a website for 15 seconds or more 

depending on which facet of visual aesthetics is of interest. The fact that diversity and 

craftmanship need more time to be predicted (longer interaction lengths) can be ex-

plained by the fact that a more diverse website is likely to increase interest and attention 

of the users [2, 3], making them look for details and spend more time looking at it. 

Similarly, for craftmanship, users may need to look at the website more carefully, thus 



9 

need more time, in order to make judgements if a website is well built and of high 

quality.    

This study contributes both theoretically and practically. We contribute to the need 

of automatizing the process of capturing and explaining users’ perceptions towards vis-

ual aesthetics. The use of objective data from eye-tracking combined with question-

naires can remove bias and offer more robust results. Drawing on recent discussion in 

HCI on how machine learning and AI can improve the field [8] as well as to be used to 

improve image [9] and website aesthetics [10], we offer empirical evidence on how the 

process of predicting users’ preferences can be automated. The findings pave the way 

to design new systems that will take into account users’ gaze behavior in an unobtrusive 

manner and will be able inform researchers and designers about their perceptions of 

visual aesthetics. An AI application or an intelligent agent may compute in real time 

the probability for a user to find a website high or low appealing, which in turn may be 

used as feedback to improve design. Furthermore, building on previous studies showing 

that users’ gaze is related both with their perceptions and cognitive processing [18, 19], 

we provide empirical evidence that gaze behavior is linked to perceptions towards the 

same stimuli. 

Managers and websites designers can benefit from our findings and use them to bet-

ter understand their customers with a focus on their perceptions of visual appeal. As 

technology evolves, eye-tracking devices are becoming cheaper and accessible to larger 

audiences. At the same time, machine learning and AI have evolved at a level where 

we see their applications in our daily lives, and with automated machine learning (Au-

toML) practitioners can more easily develop such new applications. For example web-

site retailers can use eye tracking or even users’ own mobiles phones to evaluate web-

sites [35]. By knowing how quickly we can predict users’ ratings, a developer can de-

sign an application that will request to track users’ eye behavior only for the first 15 or 

20 seconds of using the application. This could serve as a middle ground, where the 

company will get important data to improve their application and users’ data will be 

recorded at a minimum level, making it more likely for users to accept and share their 

data. This can be combined with knowledge on gaze behavior, as they can show accu-

rately which parts of a website were more or less important (e.g., high fixation on spe-

cific areas or high saccade velocity between two areas) and how that relates to their 

ratings regarding aesthetics. Thus, if we can predict high ratings on simplicity then we 

can automatically identify which areas created this perception to the user.  

The present study has some limitations. First, we measure visual aesthetics through 

questionnaires, thus taking a subjective approach [2]. Future studies, may combine sub-

jective and objective methods, such as using screen design factors [1], along with eye-

tracking techniques to acquire a deeper understanding of users’ judgments of visual 

appeal. Furthermore, although the sample of the study is relatively small, the low-level 

data that we capture are able to offer useful insight, allowing us to quantify aesthetic 

qualities using eye-tracking measures [22]. Finally, to better understand the users and 

their online experience, complexity theory may be combined with the novel fuzzy-set 

qualitative comparative analysis (fsQCA) as it can offer deeper understanding of the 

sample by identifying asymmetric relations inside a dataset [36, 37].   
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Appendix 

Items to measure visual aesthetics 

Simplicity 

The layout appears too dense (r). 

The layout is easy to grasp. 

Everything goes together on this site.  

The site appears patchy (r). 

The layout appears well structured.  

Diversity  

The layout is pleasantly varied.  

The layout is inventive. 

The design appears uninspired (r).  

The layout appears dynamic. 

The design is uninteresting (r).  

Colorfulness 

The color composition is attractive.  

The colors do not match (r).  

The choice of colors is botched (r).  

The colors are appealing.  

Craftsmanship  

The layout appears professionally designed.  

The layout is not up-to-date (r). 

The site is designed with care. 

The design of the site lacks a concept (r).  
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