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WAVENUMBER-EXPLICIT STABILITY AND CONVERGENCE

ANALYSIS OF hp FINITE ELEMENT DISCRETIZATIONS OF

HELMHOLTZ PROBLEMS IN PIECEWISE SMOOTH MEDIA

M. BERNKOPF?, T. CHAUMONT-FRELET†, AND J.M. MELENK?

Abstract. We present a wavenumber-explicit convergence analysis of the hp Finite Element
Method applied to a class of heterogeneous Helmholtz problems with piecewise analytic co-
efficients at large wavenumber k. Our analysis covers the heterogeneous Helmholtz equation
with Robin, exact Dirichlet-to-Neumann, and second order absorbing boundary conditions,
as well as perfectly matched layers.

1. Introduction

Time-harmonic wave propagation problems play a major role in a wide range of physical
and industrial applications. For the numerical treatment of such problems in heterogeneous
media, Galerkin discretization methods of finite element type constitute one of the most
efficient approaches currently available. Still, in the high-wavenumber regime where the
computational domain spans many wavelengths, the problem becomes highly indefinite, which
leads to substantially increased computational costs due to increased dispersion errors. As
a result, significant research efforts have focused in the past decades on understanding these
dispersion errors and the question of how to design finite element methods (FEM) able to
cope with them.
In the present work, as in [Ber21], we focus on the scalar Helmholtz equation, which is
arguably the simplest, yet interesting, PDE model to analyze phenomena appearing in the
high-wavenumber regime. A first milestone towards a better understanding of the behavior of
finite element methods was achieved in the 90s in the seminal works [IB95, IB97]. There, the
authors focus on homogeneous one-dimensional media, and present error estimates that are
explicit in terms of the wavenumber k, the mesh size h, and the polynomial degree p. They
also coined the term “pollution effect” for the dispersion errors observed in the numerics,
which expresses the observation that in the high-wavenumber regime, quasi-optimality of
the finite element solution is lost, unless the number of degrees of freedom per wavelength
is increased as k is increased. Similar estimates were obtain for two and three-dimensional
homogeneous media in the same period, but limited to the lowest-order case where p = 1
[Mel95].
The pollution effect has been further analyzed in the 2000s, in particular using dispersion
analysis [Ain04]. While dispersion analysis is extremely insightful from a practical viewpoint,
it is limited to homogeneous media discretized with translation-invariant grids, and right-hand
sides as well as boundary conditions are not taken into account.
The direct extension of the first-order result of [Mel95] to higher-order elements is non-trivial.
Indeed, the error analysis follows a duality technique commonly known as “Schatz argument”
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[Sch74], where the finite element error is abstractly used as a right-hand side of an adjoint
problem. One is then led to study the regularity of the solution to the adjoint problem with
an L2 right-hand side, even if the actual right-hand side to the physical problem is more
regular. This is an issue when analyzing high-order methods, since their high convergence
rate do not apply to solutions with low regularity. The situation was unlocked in the 2010s
thanks to the key concept of regularity splitting [MS10, MS11]. The idea is to identify two
distinct contributions in the solution, namely, u = uF + uA, where uF only possesses finite
regularity, but behaves well in the high-wavenumber regime, whereas uA is highly-oscillating,
but analytic.
The splitting proposed in [MS10, MS11] is based on low- and high-pass filters defined via the
Fourier transformation. For homogeneous media, it permits to establish the quasi-optimality
of the finite element solution under the assumption that

(1.1)
kh

p
+ kθ

(
kh

σp

)p
≤ c,

for some problem-dependent θ and σ and a generic constant c that does not depend on k, h,
or p. We can also rewrite (1.1) as

(1.2)
kh

p
≤ c1 and p ≥ c2 log k,

where c1 and c2 are again independent of k, h, and p. Informally, (1.2) suggests that the
finite element is stable if the number of degrees of freedom per wavelength is kept constant
(kh/p ≤ c1) and the polynomial degree is mildly incrased in the high-wavenumber regime
(p ≥ c2 log k). It also means that hp-FEMs are pollution free, provided the polynomial degree
p is increased logarithmically with the wavenumber. Together with the dispersion analysis
[Ain04], the stability condition (1.2) strongly encourages the use of high-order methods to
solve high-wavenumber problems to reduce the pollution effect. In fact, the performance of
high-order methods is also clearly observed numerically, and therefore, they are now widely
used in industry [BPG16, TZNHD17].
The idea of regularity splitting is actually not limited to finite element methods, and has
been widely used in the literature. Important examples include the sharp treatment of corner
singularities [CFN18] and unfitted meshes [CF16], as well as other discretization techniques
such as discontinuous Galerkin [MPS13], continuous interior penalty [DW15, ZW13] and
multiscale [CFV20] methods. Besides, the technique is not only useful to derive a priori error
estimates, but is also important in the context of a posteriori error estimation [CFEV21,
DS13]. We finally mention that the idea can also be extended to more complicated wave
propagation problems [MS21, CFV21].
Regularity splittings are thus an important ingredient of wavenumber-explicit analysis of
FEMs. Yet, the technique proposed in [MS10, MS11] heavily relies on the Green’s functions
of the Helmholtz operator, and, as a result, it appears to be limited to homogeneous media.
So far, two alternative procedures to build a regularity splitting in heterogeneous media have
been proposed. On the one hand, an iterative argument based on elliptic regularity is proposed
in [CFN19]. This technique can handle general wave operators in piecewise smooth media,
but unfortunately, it only provides (1.1) with a constant c depending on p, which prevents
the analysis of hp-FEMs, and do not lead to (1.2). On the other hand, novel ideas based on
semi-classical analysis have been recently introduced in [LSW20, LSW21, GLSW22]. While
this last splitting provides (1.1) and (1.2) with p-robust constants, it requires globally smooth
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parameters. In particular, the important case of piecewise constant parameters, modelling a
medium containing different materials, is not covered.
In this work, we modify the initial Fourier filtering approach of [MS10, MS11] and adapt it to
be able to develop a regularity splitting of solutions of wave propgation problems in piecewise
smooth media and subsequently apply a duality argument (“Schatz argument”) to Galerkin
discretizations. We cover several classes of scalar Helmholtz problems in heterogeneous media
with different types of boundary conditions, providing quasi-optimality under the resolution
conditions (1.1) and (1.2) with p-robust constants. The approach taken in the present work
is quite general and thus not limited to the scalar Helmholtz problems under consideration.
The remainder of this work is organized as follows. Section 2 presents the settings and key
notations for our work. We devise our regularity splitting in Section 3 and subsequently apply
it to Galerkin discretizations in Section 4. The analysis of Sections 3 and 4 is performed in
an abstract setting under general assumptions. In Section 5, we verify that these abstract
assumptions indeed hold true for several classes of relevant scalar Helmholtz problems, namely,
the heterogeneous Helmholtz equation with a) the classical impedance boundary conditions
and perfectly matched matched layers on a circular/spherical domain; b) exact boundary
conditions expressed in terms of the Dirichlet-to-Neumann operator; c) second order absorbing
boundary conditions. We also refer to [Ber21] where in addition to the present examples the
case of the elasticity equation on circular domains with exact Dirichlet-to-Neumann boundary
conditions is analyzed with the present techniques. Appendix A presents technical results
about Dirichlet-to-Neumann operators which are of independent interest. Appendix B shows
analytic regularity for Helmholtz problems equipped with second order absorbing boundary
conditions.

2. Assumptions and Problem Specific Notation

2.1. Geometry. We consider a Lipschitz domain Ω ⊂ Rd, d ∈ {2, 3}, with boundary Γ := ∂Ω.
We set Ω+ := Rd \Ω. We introduce the interior trace γint0 u := (u|Ω)|Γ and the exterior trace
γext0 u := (u|Ω+)|Γ. We assume that Ω is partitioned into a set P of non-overlapping Lipschitz
subdomains such that ∪P∈PP = Ω. The internal interface (∪P∈P∂P ) \ Γ will be denoted
Γinterf . While the abstract results in Sections 3 and 4 do not require much regularity of Γ
and Γinterf , we flag at this point already that in the applications discussed in Section 5 the
assumptions on the geometry are such that Γ and the pieces ∂P , P ∈P, of Γinterf are analytic
(Assumption 5.2).
We use the letter k for the wavenumber. Since we are especially interested in the high-
wavenumber regime, we assume for the sake of simplicity that k is bounded away from zero,
i.e., k ≥ k0 > 0.
Throughout this work, C will denote a generic constant that is independent of the wavenumber
k and other critical parameters such as the mesh size h and the polynomial degree p. The
constant may, however, depend on the operators appearing in assumptions (WP) and (AP)
below. It may also depend on the constant Caffine and Cmetric introduced in Assumption 4.4
that describes the “shape regularity” of the elements of the mesh. If a, b, . . . are other
quantities appearing in the analysis, we employ the notation Ca,b,... for a constant that is
additionally allowed to depend on a, b, . . . . Finally, we will employ explicit names together
with a subscript k for constants allowed to depend on the wavenumber.

2.2. Function spaces. The notations L2(Ω) and L2(Γ) stand for the usual Lebesgue spaces
of square-integrable complex-valued functions defined on Ω and Γ, respectively. For s, t ≥ 0,
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Hs(Ω) and Ht(Γ) are (possibly) fractional Sobolev spaces of functions defined on Ω and Γ.

H̃−s(Ω) and H−t(Γ) are then the (topological) antidual of Hs(Ω) and Ht(Γ). For 0 ≤ t ≤ 1,
we introduce the “energy” space H1,t(Ω,Γ) := {u ∈ H1(Ω): u ∈ Ht(Γ)} with k dependent
norm

(2.1) ‖u‖21,t,k := k2‖u‖20,Ω + k1−2t|u|2t,Γ + |u|21,Ω.

We introduce this space with t = 1 to handle second-order absorbing boundary conditions that
involve surface differential operators. One easily sees that for t ≤ 1/2 the space H1,t(Ω,Γ)
coincides with H1(Ω), but we still employ the notation H1,t(Ω,Γ) to unify our presentation.
In addition to Sobolev spaces, we will employ spaces of (piecewise) analytic functions. For
open sets ω ⊂ Rd and M , γ ≥ 0, we set

(2.2) A(M,γ, ω) := {v ∈ L2(ω) | ‖∇nv‖0,ω ≤Mγn max{n, k}n, n ∈ N0},

where |∇nv(x)|2 =
∑
|α|=n

n!
α! |D

αv(x)|2. The analyticity class

(2.3) A(M,γ,P) := {v ∈ L2(Ω) | v|P ∈ A(M,γ, P ) ∀P ∈P}

is a class of piecewise analytic functions on Ω. We will also employ analytic functions defined
on the boundary Γ. For the sake of simplicity, analyticity classes on Γ are defined as traces
of analytic functions. That is, for an open neighborhood T of Γ and γ > 0, we set

A(M,γ, T,Γ) := {γint0 V |V ∈ A(M,γ, T ∩ Ω)}.

By a slight abuse of notation, for a function g ∈ L2(Γ) we will write g ∈ A(M,γ, T,Γ) to
indicate the existence of a function G ∈ A(M,γ, T ∩ Ω,Γ) with γint0 G = g.

Remark 2.1. (i) Functions G ∈ A(M,γ, T ∩Ω) are analytic on T ∩ Ω and therefore have
a trace on Γ. Indeed, for T ∩ Ω Lipschitz we have by the Sobolev embedding theo-
rem for t ∈ N with t > d/2 that Ht(T ∩ Ω) ⊂ C(T ∩ Ω). Hence, ‖∇nG‖L∞(T∩Ω) ≤
Cγn+t max(n + 2, k}n+t for all n ∈ N0 for suitable C. In turn, this implies that the
Taylor series of G about each point x0 ∈ T ∩ Ω converges with radius of convergence
1/(eγ).

(ii) The choice of interior traces in A(M,γ, T,Γ) is arbitrary. One could equivalently define
them as traces of functions analytic in subsets of Ω+: It is shown in [Mel12, Lemma B.5]
that if G ∈ A(M,γ, T ∩ Ω), then there is a neighborhood T ′ of Γ (depending only on
γ), constants M ′, γ′ and a G′ ∈ A(M ′, γ′, T ′ ∩ Ω+) with γint0 G = γext0 G′.

(iii) Let T be an open neighborhood of Γ and G ∈ A(M,γ, T \ Γ). By (i), the traces γint0 G
and γext0 G exist so that the jump JGK := γext0 G−γint0 G exists. In view of the arguments
given in (ii), we have JGK ∈ A(M ′, γ′, T ′,Γ) for some γ′ and T ′ depending only on γ
and T and some M ′ depending additionally on M .

We note that if γ ≤ γ′ and M ≤M ′, then

A(M,γ,P) ⊂ A(M ′, γ′,P), A(M,γ, T,Γ) ⊂ A(M ′, γ′, T,Γ)

We also notice that the trace inequality

(2.4) k1/2‖v‖s,Γ + ‖v‖s+1/2,Γ ≤ Cs
(
k‖v‖s,P + ‖v‖s+1,P

)
holds true for every s ≥ 0. The analyticity classes are invariant under analytic changes of
variables and multiplication by analytic functions:
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Lemma 2.2 ([MS21, Lemma 2.6]). Let ω1, ω2 ⊂ Rd be bounded open and g : ω1 → ω2 be
a bijection and analytic on the closed set ω1. Let f1 be analytic on the closed set ω2 and
f2 ∈ A(Mf , γf , ω2). Then there are constants C1, γ1 > 0 depending only on f1, g, ω1, ω2,
and γf such that f1(f2 ◦ g) ∈ A(C1Mf , γ1, ω1).

2.3. Time-harmonic wave propagation problem. Given f ∈ L2(Ω) and g ∈ L2(Γ), our
model problem consists in finding u ∈ H1,t(Ω,Γ) such that

(2.5) b−k (u, v) = (f, v) + 〈g, v〉 ∀v ∈ H1,t(Ω,Γ)

with

(2.6) b−k (u, v) := a(u, v)− (T−k,Ωu, v)− 〈T−k,Γu, v〉,

where a(·, ·) is a sequilinear form over H1,t(Ω,Γ) and the operators T−k,Ω and T−k,Γ are dif-

ferential operators acting on “volume” and “surface” functions. Before providing a detailed
description of these operators, we first explain their “intuitive” meaning.
The sesquilinear form a(·, ·) is meant to represent the “elliptic part” of the wave operator.
A typical example is the “grad-grad” form, but one may imagine other situation with the
elasticity operator for instance. The operator T−k,Ω then accounts for the “frequency part” of

the operator, i.e., the time-derivative transformed into ik in the frequency domain. The most
basic situation is then T−k,Ωu := k2u, but we allow for more generality. Finally, T−k,Γ is an

operator on Γ; relevant examples are the Dirichlet-to-Neumann maps or some approximation
of it.
We now summarize our assumptions (WP) on the wave propagation problem.
(WP1) The sesquilinear form b−k : H1,t(Ω,Γ)×H1,t(Ω,Γ)→ C is continuous, i.e., there exists

a constant C−cont,k ≥ 0, possibly depending on k, such that

|b−k (u, v)| ≤ C−cont,k‖u‖1,t,k‖v‖1,t,k, ∀u, v ∈ H1,t(Ω,Γ).

(WP2) Problem (2.5) is well posed, i.e., for every f ∈ L2(Ω) and g ∈ L2(Γ) it admits a
unique weak solution S−k (f, g) := u ∈ H1,t(Ω,Γ), and the stability estimate

(2.7) ‖S−k (f, g)‖1,t,k ≤ C−sol,k(‖f‖0,Ω + k1/2‖g‖0,Γ),

holds true with a constant C−sol,k, possibly depending on k, but independent of f and

g (See also Remark 2.4).
Assumptions (WP1) and (WP2) simply state that the problem is well-posed and that the
direct and inverse operators are bounded with continuity constants C−cont,k and C−sol,k. For

our quasi-optimality result we also need the solution to be (piecewise) analytic when the
right-hand sides are (piecewise) analytic.
(WP3) For each tubular neighborhood T of Γ there exists a constant γ0 and there exists a

non-decreasing function ϑ : [γ0,+∞)→ R, both independent of k, and there exists a
possibly k-dependent constant C−ana,k such that for all γ ≥ γ0 the following holds: for

all piecewise analytic data f ∈ A(Mf , γ,P) and all boundary data g ∈ A(Mg, γ, T,Γ)

the solution S−k (f, g) to Problem (2.5) satisfies S−k (f, g) ∈ A(Mu, ϑ(γ),P), i.e., it is
again piecewise analytic, and

(2.8) Mu ≤ C−ana,kC
−
sol,kk

−1(Mf + kMg).
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Remark 2.3. (WP3) permits the data f , g to depend on k. In particular, the constants
Mf , Mg may depend on k but (WP3) requires the constant Mu to be bounded as given in
(2.8).

For many model problems, the continuity constant C−cont,k of b−k does not depend on k, and

the three above assumptions are sufficient to proceed with our analysis. However, C−cont,k

may depend on k in general, for example, when considering Dirichlet-to-Neumann (DtN)
operators on general surfaces Γ, or when dealing with Maxwell’s equations [MS21]. As a
result, we include an additional assumption to treat these cases.
(WP4) The linear operators T−k,Ω : H1,t(Ω,Γ) → H1,t(Ω,Γ)′ and T−k,Γ : Ht(Γ) → H−t(Γ)

admit splittings into linear operators

(2.9) T−k,Ω = R−k,Ω +A−Ω , T−k,Γ = R−k,Γ +A−Γ ,

such that the “R part” is uniformly bounded in k, while the “A part” maps into
analytic functions. Specifically, we assume

(2.10) |(R−k,Ωu, v)|+ |〈R−k,Γu, v〉| ≤ C‖u‖1,t,k‖v‖1,t,k ∀u, v ∈ H1,t(Ω,Γ).

In addition, there exists a constant C−A,k possibly depending on k, and there exist a

constant γ−A and a tubular neighborhood T (both independent of k) such that for all

u ∈ H1,t(Ω,Γ) we have A−Ωu ∈ A(Mu, γ
−
A ,P) and A−Γ (u|Γ) ∈ A(Mv, γ

−
A , T,Γ) with

Mu ≤ C−A,k‖u‖1,k,t, kMv ≤ C−A,k‖u‖1,k,t.

(WP5) We finally assume that a(·, ·) is uniformly-in-k continuous, i.e.,

(2.11) |a(u, v)| ≤ C‖u‖1,t,k‖v‖1,t,k ∀u, v ∈ H1,t(Ω,Γ).

2.4. Auxiliary positive problem. Our analysis hinges on an auxiliary problem that is
meant to be a “positive” version of the time-harmonic problem. We thus introduce the
sesquilinear form

(2.12) b+k (u, v) := a(u, v)− (T+
k,Ωu, v)− 〈T+

k,Γu, v〉 ∀u, v ∈ H
1,t(Ω,Γ),

where T+
k,Ω : H1,t(Ω)→

(
H1,t(Ω)

)′
and T+

k,Γ : Ht(Ω)→ H−t(Ω) are problem specific abstract

(continuous linear) operators specifically chosen to conduct the analysis. In the simplest case
when T−k,Ω = +k2 and T−k,Γ = −ik, we can simply select T+

k,Ω = −k2 and T+
k,Γ = 0. However,

allowing for more generality enables us to treat a much wider class of problems.
The assumptions (AP) on the auxiliary problem are listed below.
(AP1) b+k is coercive: there exist C+

coer > 0 (independent of k) and σ ∈ C with |σ| = 1 such
that

(2.13) Re(σb+k (u, u)) ≥ C+
coer‖u‖21,t,k ∀u ∈ H1,t(Ω,Γ).

Thus, for f ∈ H̃−1(Ω) and g ∈ H−t(Γ), we may define S+
k (f, g) as the unique element of

H1,t(Ω,Γ) such that

(2.14) b+k (S+
k (f, g), v) = (f, v) + 〈g, v〉 ∀v ∈ H1,t(Ω,Γ).
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(AP2) There exists an integer smax ≥ 0 and for each 0 ≤ s ≤ smax there exists a C+
shift,s > 0

independent of k such that if f ∈ Hs(P) and g ∈ Hs+1/2(Γ) we have S+
k (f, g) ∈

Hs+2(P) with

(2.15) ‖S+
k (f, g)‖s+2,P ≤ C+

shift,s

[
ks‖f‖0,Ω + ‖f‖s,P + ks+1/2‖g‖0,Γ + ‖g‖s+1/2,Γ

]
.

We further need the auxiliary problem to have similar Sobolev regularity properties as the
original wave propagation problem. This is measured by the sesquilinear form

b∆k (u, v) := b−k (u, v)− b+k (u, v) = (T∆
k,Ωu, v) + 〈T∆

k,Γu, v〉 ∀u, v ∈ H1,t(Ω,Γ),

where T∆
k,Ω = T−k,Ω − T

+
k,Ω and T∆

k,Γ = T−k,Γ − T
+
k,Γ. Similar to the discussion on assumption

(WP4) it is enough for many applications to assume that b∆k is bounded uniformly in k. To
be fully general, however, we need a last splitting assumption.
(AP3) We have the splittings

(2.16) T∆
k,Ω = R∆

k,Ω +A∆
k,Ω, T∆

k,Γ = R∆
k,Γ +A∆

k,Γ.

The linear operator R∆
k,Ω is of order at most one and satisfies for 0 ≤ s ≤ smax

(2.17) ‖R∆
k,Ωu‖s,P ≤ Cs

(
k2‖u‖s,P + k‖u‖s+1,P

)
∀u ∈ Hs+1(P),

whereas the linear operator R∆
k,Γ is of order zero and satisfies

(2.18) ‖R∆
k,Γv‖s+1/2,Γ ≤ C

(
k3/2‖v‖s,Γ + k‖v‖s+1/2,Γ

)
∀v ∈ Hs+1/2(Γ).

Finally, there exists a constant C∆
A,k, possibly depending on k, and there exist a

constant γ∆
A and a tubular neighborhood T of Γ (both independent of k) such that for

all u ∈ H1,t(Ω,Γ) we have A∆
k,Ωu ∈ A(Mu, γ

∆
A ,P) and A∆

k,Γ(u|Γ) ∈ A(Mv, γ
∆
A , T,Γ)

with

(2.19) Mu ≤ C∆
A,k‖u‖1,k,t, kMv ≤ C∆

A,k‖u‖1,k,t

Remark 2.4 (on the stability assumption (WP2)). The stability estimate (2.7) does not
make minimal assumptions on the data f , g. However, the stability constant C−sol,k (2.7) is

closely related to the inf-sup constant

(2.20) γinfsup := inf
u∈H1,t(Ω,Γ)

sup
v∈H1,t(Ω,Γ)

|b−k (u, v)|
‖u‖1,k,t‖v‖1,k,t

if (AP1) and (AP3) hold. Let B−k : H1,t(Ω,Γ)→ H1,t(Ω,Γ)′ be the operator induced by b−k .

We claim that if B−k is an isomorphism, in which case 1/γinfsup = ‖(B′k)−1‖H1,t(Ω,Γ)←H1,t(Ω,Γ)′ ,

then (2.7) holds with C−sol,k = 1/γinfsup. To see this, note that for solution u = S−k (f, g) of

(2.5) there is v ∈ H1,t(Ω,Γ) with ‖v‖1,k,t = 1 such that satisfies

γinfsup‖u‖1,k,t ≤ |b−k (u, v)| = |(f, v) + 〈g, v〉| . (k−1‖f‖0,Ω + k−1/2‖g‖0,Γ)‖v‖1,k,t
so that (2.7) holds with C−sol,k = 1/γinfsup. Conversely, if (2.7) holds, then the inf-sup constant

satisfies (2.21) below as we now show using the arguments used, e.g., in [Mel95, Prop. 8.2.7]
or [EM12, Thm. 2.5]. The assumption (AP3) implies that B−k is a compact perturbation of
a coercive operator. Since (2.7) implies uniqueness, the Fredholm alternative provides that
B−k is an isomorphism. Since the norm of (B−k )−1 equals the norm of ((B−k )′)−1, we compute
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the latter. To see this, let u ∈ H1,t(Ω,Γ) be arbitrary and z ∈ H1,t(Ω,Γ) solve, for all
w ∈ H1,t(Ω,Γ)

b−k (z, w) = b−k (u,w)− b+k (u,w)

= (T∆
k,Ωu,w) + 〈T∆

k,Γu,w〉 = (R∆
k,Ωu+A∆

k,Ωu,w) + 〈R∆
k,Γu+A∆

k,Γu,w)〉.

Noting

|(T∆
k,Ωu,w)| . (k + C∆

A,k)‖u‖1,k,t‖w‖0,Ω,

|〈T∆
k,Γu,w〉| . ‖T∆

k,Γu‖0,Γ‖w‖0,Γ .
(
‖R∆

k,Γu‖1/2,Γ + k−1/2C∆
A,k‖u‖1,k,t

)
‖w‖0,Γ

.
(
k3/2‖u‖0,Γ + k‖u‖1/2,Γ + C∆

A,kk
−1/2‖u‖1,k,t

)
‖w‖0,Γ

. (k + C∆
A,kk

−1/2)‖u‖1,k,t‖w‖0,Γ.

By (2.7) and these bounds, we get

‖z‖1,k,t . (k3/2 + C∆
A,k)C

−
sol,k‖u‖1,k,t.

We conclude

sup
v

|b−k (v, u)|
‖u‖1,k,t‖v‖1,k,t

v=u−z
≥

|b+k (u, u)|
‖u‖1,k,t‖u− z‖1,k,t

(AP1)

&
‖u‖21,k,t

‖u‖1,k,t(‖u‖1,k,t + ‖z‖1,k,t)
and arrive at

(2.21) γinfsup &
1

C−sol,k(k
3/2 + C∆

A,k)
.

3. Abstract Contraction Argument

3.1. Filtering operators. Following [MS10, MS11], a key ingredient of our splittings are
filtering operators defined using cut-offs in the Fourier domain. We need to filter both surface
and volume functions, leading to two pairs of filters.
On the boundary Γ, we can employ the surface filters introduced in [MS11, Lemmas 4.2, 4.3].
Proposition 3.1 sums up their essential properties.

Proposition 3.1 (Surface filters). For each η > 1, there exist two operators Lηk,Γ, H
η
k,Γ : L2(Γ)→

L2(Γ) such that Hη
k,Γ + Lηk,Γ = id. For 0 ≤ s′ ≤ s the operator Hη

k,Γ satisfies

(3.1) ‖Hη
k,Γg‖Hs′ (Γ) ≤ Cs,s′(ηk)s

′−s‖g‖Hs(Γ) ∀g ∈ Hs(Γ).

There exists a tubular neighborhood T of Γ that depends solely on the analyticity properties of Γ
and there exists a constant η′ ≥ η depending only on η and Γ such that Lηk,Γg ∈ A(M,η′, T,Γ)

with

(3.2) M ≤ Cs‖g‖−1/2,Γ.

Proof. The operators Hη
k,Γ and Lηk,Γ are defined in [MS11, Lemmas 4.2, 4.3] and the properties

of Hη
k,Γ are shown there. For the properties of Lηk,Γ, we note the following: Let T be a tubular

neighborhood on which the analytic continuation nnn∗ of the normal vector nnn exists and let, as in
construction in [MS11], G ∈ Hs+3/2(Ω) be such that ∂nG = g on Γ and ‖G‖s′+3/2,Ω . ‖g‖s′,Γ
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for −1/2 ≤ s′ ≤ s. Then Lηk,Γg is defined as the restriction to Γ of nnn∗ · ∇Lηk,ΩG. By

construction, Lηk,ΩG is analytic on Rd with

‖∇nLηk,ΩG‖0,Rd ≤ C(ηk)n−1‖G‖1,Ω ∀n ∈ N0.

We conclude from Lemma 2.2 that nnn∗ · ∇Lηk,ΩG ∈ A(C‖G‖1,Ω, η′, T,Γ) for some C, η′ de-

pending only on η and Γ. Without loss generality, η′ ≥ η. We conclude with the estimate
‖G‖1,Ω . ‖g‖−1/2,Γ. �

Proposition 3.2 (Volume filters). For each η > 1, there exist two operators Lηk,Ω, H
η
k,Ω : L2(Ω)→

L2(Ω) such that Hη
k,Ω +Lηk,Ω = id. For 0 ≤ s′ ≤ s and 0 ≤ ε < 1/2, the operator Hη

k,Ω satisfies

‖Hη
k,Ωf‖s′,P ≤ Cs,s′(ηk)s

′−s‖f‖s,P ∀f ∈ Hs(P),(3.3)

‖Hη
k,Ωf‖H̃−ε(Ω)

≤ Cε(ηk)−ε‖f‖0,Ω ∀f ∈ L2(Ω)(3.4)

for constants Cs,s′, Cε independent of f , k, and η. Finally, we have Lηk,Ωf ∈ A(M,η,P) with

(3.5) M ≤ CΩ‖f‖0,Ω.

Proof. For all P ∈P, we set(
Hη
k,Ωf

)∣∣∣
P

= (Hηk(EP f)) |P
(
Lηk,Ωf

)∣∣∣
P

= (Lηk(EP f)) |P ,

where EP : Hs(P )→ Hs(Rd) is the Stein extension operator, [Ste70, Chap. VI], and Hηk and
Lηk are the “full space” high and low pass filters introduced in [MS11]. Then, the proof of
(3.3) and (3.5) can be found in [MS11, Lemmas 4.2, 4.3].
Regarding (3.4), note that for 0 ≤ ε < 1/2 and a bounded Lipschitz domain Ω, the space of
compactly supported smooth functions

⋃
P∈P C∞0 (P ) is dense in Hε(Ω). It is easy to check

that, for all 0 ≤ s ≤ 1,

‖Hηkf‖−s,Rd ≤ Cs(ηk)−s‖f‖0,Rd ∀f ∈ L2(Rd),

[MS11, Section 4.1.1]. For v ∈ C∞0 (P ) let ṽ denote the trivial extension by zero on all of Rd
of v. These observations give

∣∣(HΩ
ηkf, v)Ω

∣∣ =

∣∣∣∣∣∑
P∈P

(HηkEP (f), v)P

∣∣∣∣∣ =

∣∣∣∣∣∑
P∈P

(HηkEP (f), ṽP )Rd

∣∣∣∣∣
≤
∑
P∈P

‖HηkEP (f)‖−ε,Rd‖ṽP ‖ε,Rd .

Additionally, we have

‖HηkEP (f)‖−ε,Rd ≤ Cε(ηk)−ε‖EP (f)‖0,Rd ≤ Cε(ηk)−ε‖f‖0,P , ‖ṽ‖ε,Rd . Cε‖v‖ε,P

which leads to∣∣∣(Hη
k,Ωf, v)Ω

∣∣∣ ≤ Cε(ηk)−ε
∑
P∈P

‖f‖0,P ‖v‖ε,P ≤ Cε(ηk)−ε‖f‖0,Ω‖v‖ε,P ,

and the result follows since ‖v‖ε,P ≤ ‖v‖ε,Ω. �
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Remark 3.3 (Other constructions of high and low pass filters). The presented high and low
pass filters are by no means the only possible constructions. It is, e.g., possible to construct
the low-frequency filter on bounded domains by truncating the expansion in eigenfunctions
of the Laplacian endowed with Neumann boundary conditions. See also [Mel12, Sec. 6.1] for
similar considerations.

3.2. A contraction argument. We employ the low and high pass filters to formulate a
preliminary decomposition result. For given right-hand sides, the decomposition consists of
the desired final splitting plus a reminder that is solution to the time-harmonic problem with
new right-hand sides that are stricly smaller in norm than the original ones. We thus call the
preliminary result a “contraction” argument.

Due to the duality between Hε(Ω) and H̃−ε(Ω), if f ∈ L2(Ω) and g ∈ L2(Γ), we have with a
constant Cε only depending on ε,

|(f, v) + 〈g, v〉| ≤ Cε
(
kε−1‖f‖

H̃−ε(Ω)
+ k−1/2‖g‖0,Γ

)
‖v‖1,k,Ω ∀v ∈ H1(Ω).

Recalling that b+k is coercive by (AP1), this leads to

(3.6) ‖S+
k (f, g)‖1,t,k ≤ Cε

(
kε−1‖f‖

H̃−ε(Ω)
+ k−1/2‖g‖0,Γ

)
.

Lemma 3.4 (Unified contraction argument). Let (WP) and (AP) hold. Let q ∈ (0, 1) and
s ∈ [0, smax] be given. Then, there exists a parameter η > 1 depending on q and s such that

for all f ∈ Hs(P) and g ∈ Hs+1/2(Γ) we can write

S−k (f, g) = uF + uA + S−k (f̃ , g̃),

where

uF := S+
k (Hη

k,Ωf,H
η
k,Γg) uA := S−k (Lηk,Ωf, L

η
k,Γg) + S−k (A∆

k,ΩuF, A
∆
k,ΓuF),

and the pair (f̃ , g̃) ∈ Hs(P)×Hs+1/2(Γ) satisfies

(3.7) ‖f̃‖s,P + ‖g̃‖s+1/2,Γ ≤ q(‖f‖s,P + ‖g‖s+1/2,Γ).

In addition, we have uF ∈ Hs+2(P) with

(3.8) ‖uF‖s+2,P ≤ Cs
(
‖f‖s,P + ‖g‖s+1/2,Γ

)
,

and uA ∈ A(M,η′,P) for some η′ > 1 depending only on η and Γ with

(3.9) M ≤ CC−ana,kC
−
sol,k(1 + k−2C∆

A,k)(‖f‖0,Ω + ‖g‖1/2,Γ).

Proof. Let η > 1 to be fixed later on. For f ∈ Hs(Ω) and g ∈ Hs+1/2(Γ), we set u := S−k (f, g).
We introduce

uF := S+
k (Hη

k,Ωf,H
η
k,Γg), uA,I := S−k (Lηk,Ωf, L

η
k,Γg)

so that u = uF + uA,I + rI with

rI := S−k (T∆
k,ΩuF, T

∆
k,ΓuF) = S−k (R∆

k,ΩuF, R
∆
k,ΓuF) + S−k (A∆

k,ΩuF, A
∆
k,ΓuF),

where we employed (AP3). We then introduce

uA,II := S−k (A∆
k,ΩuF, A

∆
k,ΓuF), f̃ := R∆

k,ΩuF, g̃ := R∆
k,ΓuF,

leading to the splitting u = uF + uA + S−k (f̃ , g̃) with

uA := uA,I + uA,II = S−k (Lηk,Ωf, L
η
k,Γg) + S−k (A∆

k,ΩuF, A
∆
k,ΓuF).
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Before establishing the contraction estimate (3.7), we prove the regularity estimate (3.8).
Using (2.15) from (AP2) as well as the mapping properties (3.1) and (3.3) of the high pass
filters, we have

‖uF‖s+2,P ≤ Cs
(
‖Hη

k,Ωf‖s,P + ks‖Hη
k,Ωf‖0,Ω + ‖Hη

k,Γg‖s+1/2,Γ + ks+1/2‖Hη
k,Γg‖0,Γ

)
≤ Cs

(
‖f‖s,P + ks(kη)−s‖f‖s,P + ‖g‖s+1/2,Γ + ks+1/2(kη)−s−1/2‖g‖s+1/2,Γ

)
≤ Cs

(
‖f‖s,P + ‖g‖s+1/2,Γ

)
,

which proves (3.8).

We next establish (3.7). Recalling the definition of f̃ and g̃, estimates (2.17) and (2.18)
combined with trace inequality (2.4) show that

(3.10) ‖f̃‖s,P + ‖g̃‖s+1/2,Γ ≤ C
(
k2‖uF‖s,P + k‖uF‖s+1,P

)
.

The case s = 0 is treated separately. Fixing ε = 1/4, we have from (3.6) and the properties
(3.1) and (3.4) of the high-pass filters

k‖uF‖1,k,t
(3.6)

≤ Cεk
(
kε−1‖Hη

k,Ωf‖H̃−ε(Ω)
+ k−1/2‖Hη

k,Γg‖0,Γ
)

(3.1),(3.4)

≤ Cεk
(
kε−1(kη)−ε‖f‖0,Ω + k−1/2(kη)−1/2‖g‖1/2,Γ

)
≤ Cη−ε

(
‖f‖0,Ω + ‖g‖1/2,Γ

)
,(3.11)

where, since ε = 1/4 is fixed, we absorbed the constant Cε in a constant C independent of k

and ε; we also used that η−1/2 ≤ η−ε since η > 1. We conclude from (3.10) and (3.11)

‖f̃‖0,Ω + ‖g̃‖1/2,Γ ≤ Cη−ε
(
‖f‖0,Ω + ‖g‖1/2,Γ

)
.(3.12)

We turn to the case 0 < s ≤ smax. With ε = 0 in (3.6) we have together with the mapping
properties (3.1) and (3.3) of the high-pass filters that

k2‖uF‖0,Ω ≤ Ck
(
k−1‖Hη

k,Ωf‖0,Ω + k−1/2‖Hη
k,Γg‖0,Γ

)
≤ Cs(kη)−s‖f‖s,P + k1/2(kη)−s−1/2‖g‖s+1/2,Γ.

Hence, we find

(3.13) ks+2‖uF‖0,Ω ≤ Csη−s
(
‖f‖s,P + ‖g‖s+1/2,Γ

)
.

We note the multiplicative interpolation estimate for 0 ≤ r ≤ s+ 2:

(3.14) ‖uF‖r,P ≤ Cr‖uF‖
s+2−r
s+2

0,Ω ‖uF‖
r
s+2

s+2,P .

Inserting (3.13) and (3.8) into (3.14) we find

(3.15) ‖uF‖r,P ≤ Crkr−s−2η−s
s+2−r
s+2

(
‖f‖s,P + ‖g‖s+1/2,Γ

)
.

Using (3.15) with r = s and r = s+ 1, respectively, we find

(3.16)
‖f̃‖s,Ω + ‖g̃‖s+1/2,Γ ≤ Cs

(
k2‖uF‖s,P + k‖uF‖s+1,P .

)
≤ Cs

(
η−s

2
s+2 + η−s

1
s+2

) (
‖f‖s,P + ‖g‖s+1/2,Γ

)
.
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At this point, since the constants appearing in (3.12) and (3.16) are independent of η, f , g,
we can select η large enough (η may depend on s) to obtain (3.7) with q < 1. For the sake of
simplicity, we additionally select η larger than the constants γ0 of (WP4) and γ∆

A of (AP3).
We next establish (3.9). For the first component uA,I, properties (3.2) and (3.5) of the low
pass filters show that

Lηk,Ωf ∈ A(Mf , η,P), Lηk,Γg ∈ A(Mg, η
′, T,Γ)

with

Mf ≤ C‖f‖0,Ω, Mg ≤ C‖g‖−1/2,Γ

and a tubular neighborhood T of Γ and a constant η′ ≥ η that depend solely on η and Γ.
Recalling (WP3) and that η′ ≥ η ≥ γ0, we have uA,I ∈ A(MI, ϑ(η′),P) with

MI ≤ CC−ana,kC
−
sol,kk

−1 (Mf + kMg) ≤ CC−ana,kC
−
sol,kk

−1
(
‖f‖0,Ω + k‖g‖−1/2,Γ

)
.

We turn to the second component uA,II. From (3.11) we get ‖uF‖1,k,t . k−1
(
‖f‖0,Ω + ‖g‖1/2,Γ

)
.

Using (AP3), we arrive at

fII := A∆
k,ΩuF ∈ A(Mf,II, γ

∆
A ,P) gII := A∆

k,ΓuF ∈ A(Mg,II, γ
∆
A , T,P)

with

Mf,II + kMg,II ≤ C∆
A,kk

−1
(
‖f‖0,Ω + ‖g‖1/2,Γ

)
.

Since we chose η larger than γ0 and γ∆
A , we also have

fII := A∆
k,ΩuF ∈ A(Mf,II, η

′,P), gII := A∆
k,ΓuF ∈ A(Mg,II, η

′, T,Γ),

and it follows from (WP3) that uA,II ∈ A(MII, ϑ(η′),P) with

MII ≤ CC−ana,kC
−
sol,kk

−1 (Mf,II + kMg,II) ≤ CC−ana,kC
−
sol,kk

−1C∆
A,kk

−1
(
‖f‖0,Ω + ‖g‖1/2,Γ

)
.

Estimate (3.9) now follows since

uA := uA,I + uA,II ∈ A(MI +MII, ϑ(η′),P).

Relabelling the parameter ϑ(η′) as η′ and estimating generously ‖g‖−1/2,Γ . ‖g‖1/2,Γ gives
the result. �

3.3. Regularity splitting of time-harmonic solutions. The contraction result of Lemma 3.4
can be iterated to yield a splitting of the solution of Helmholtz problems into a part uF with
finite regularity and an analytic part uA:

Theorem 3.5 (Abstract regularity splitting). Assume (WP) and (AP) . For all 0 ≤ s ≤
smax, and for each f ∈ Hs(Ω) and g ∈ Hs+1/2(Γ) there is a splitting

S−k (f, g) = uF + uA

with uF ∈ Hs+2(P) satisfying

(3.17) ‖uF‖s+2,P ≤ Cs
(
‖f‖s,P + ‖g‖s+1/2,Γ

)
,

and uA ∈ A(M,γ?s ,P) with

(3.18) M ≤ C−ana,kCC
−
sol,k(1 + k−2C∆

A,k)(‖f‖0,Ω + ‖g‖1/2,Γ),

and a constant γ?s depending solely on s and the parameters appearing in (WP) , (AP) .
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Proof. The proof iterates the contraction argument in Lemma 3.4. To fix ideas, we select
q := 1/2 and denote by ηs, η

′
s the parameters η, η′ given by Lemma 3.4. Letting f (0) := f

and g(0) := g, the splitting

S−k (f (0), g(0)) = u
(0)
F + u

(0)
A + S−k (f (1), g(1)),

holds true with contracted data

‖f (1)‖s,P + ‖g(1)‖s+1/2,Γ ≤ q(‖f (0)‖s,P + ‖g(0)‖s+1/2,Γ);

the regular part u
(0)
F ∈ Hs+2(P) satisfies

‖u(0)
F ‖s+2,P ≤ Cs

(
‖f (0)‖s,P + ‖g(0)‖s+1/2,Γ

)
and the analytic part u

(0)
A ∈ A(M (0), η′s,P) with

M (0) ≤ CC−sol,k(1 + k−2C∆
A,k)

(
‖f (0)‖0,Ω + ‖g(0)‖1/2,Γ

)
.

We can then repeat this argument to split S−k (f (1), g(1)), and so on, resulting in an inductive

definition of (f (i), g(i)) ∈ Hs(P)×Hs+1/2(Γ), u
(i)
F ∈ Hs+2(P) and u

(i)
A ∈ A(M (i), η′s,P) with

‖f (i)‖s,P + ‖g(i)‖s+1/2,Γ ≤ qi(‖f (0)‖s,P + ‖g(0)‖s+1/2,Γ),

‖u(i)
F ‖s+2,P ≤ Csqi

(
‖f (0)‖s,P + ‖g(0)‖s+1/2,Γ

)
M (i) ≤ qiCC−sol,k(1 + k−2C∆

A,k)
(
‖f (0)‖0,Ω + ‖g(0)‖1/2,Γ

)
.

It follows that we have

u =
∑
i∈N0

u
(i)
F︸ ︷︷ ︸

=:uF

+
∑
i∈N0

u
(i)
A︸ ︷︷ ︸

=:uA

,

where the two series converge due to the exponential decrease of ‖f (i)‖s,P and ‖g(i)‖s+1/2,Γ.
Then, introducing γ?s := η′s, estimates (3.17) and (3.18) simply follows since q = 1/2 and∑

q∈N0
qi = 2. �

4. Stability and Convergence of Abstract Galerkin Discretizations

In this section, we utilize the splitting previously introduced to analyze Galerkin discretiza-
tions. We first establish quasi-optimality and error estimates for abstract discrete spaces.
These results are then applied to the particular case of the hp finite element method, where
explicit stability conditions are derived.
The proofs of this section hinge on duality techniques, and require properties of the adjoint
wave propagation problem. For the sake of simplicity, we assume here that the considered
wave propagation and auxiliary problems are symmetric in the sense that

(4.1) b−k (v, u) = b−k (u, v), b+k (v, u) = b+k (u, v)

for all u, v ∈ H1,t(Ω,Γ). We mention that (4.1) is not mandatory; however, without (4.1) one
needs to assume (WP) and (AP) for the adjoint problems, which we avoid here to simplify
the presentation.
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4.1. Abstract Galerkin discretizations. We start by considering a generic finite-dimensional
subspace Vh ⊂ H1,t(Ω,Γ). The corresponding Galerkin approximation uh ∈ Vh to the exact
solution u ∈ H1,t(Ω,Γ) of (2.5) is given by

(4.2) b−k (uh, vh) = (f, vh) + 〈g, vh〉 ∀vh ∈ Vh.

The key approximation properties of Vh are captured by the following two quantities for
m ≥ 1 and γ > 0 and the (fixed) tubular neighborhood T of Γ given as the intersection of
the two tubular neighborhoods given by (WP4) and (AP3):

η(m) := sup
(f,g)∈Hm−1(P)×Hm−1/2(Γ)
‖f‖m−1,P+‖g‖m−1/2,Γ=1

inf
vh∈Vh

‖S−k (f, g)− vh‖1,t,k,(4.3a)

η(exp)
γ := sup

(f,g)∈A(Mf ,γ,P)×A(Mg ,γ,T,Γ)
Mf+kMg=1

inf
vh∈Vh

‖S−k (f, g)− vh‖1,t,k,(4.3b)

To ease the presentation, we introduce the projection

Πhv := arg min
vh∈Vh

‖v − vh‖1,t,k.

Lemma 4.1. Let u ∈ H1,t(Ω,Γ) and assume that uh ∈ Vh satisfies

(4.4) b−k (u− uh, vh) = 0 ∀vh ∈ Vh.

Then, the estimate

(4.5) |b−k (u− uh, v)| ≤ C
(

1 + C−cont,kC
−
A,kη

(exp)

ϑ(γ−A )

)
‖u− uh‖1,t,k‖v‖1,t,k

holds true for all v ∈ H1,t(Ω,Γ), where C is a constant independent of k, u, and v.

Proof. For the sake of brevity we write eh := u−uh. For an arbitrary v ∈ H1,t(Ω,Γ), we have

|b−k (eh, v)| = |a(eh, v)− (T−k,Ωeh, v)− 〈T−k,Γeh, v〉|
(4.1)
= |a(eh, v)− (T−k,Ωv, eh)− 〈T−k,Γv, eh〉|

(2.9)

≤ |a(eh, v)|+ |(R−k,Ωv, eh)|+ |〈R−k,Γv, eh〉|+ |(A
−
k,Ωv, eh) + 〈A−k,Γv, eh〉|

(2.10),(2.11)

≤ C‖eh‖1,t,k‖v‖1,t,k + |(A−k,Ωv, eh) + 〈A−k,Γv, eh〉|.

The analytic part is now treated using a duality argument. Indeed, using (4.1), we have

(A−k,Ωv, eh) + 〈A−k,Γv, eh〉 = b−k (S−k (A−k,Ωv,A
−
k,Γv), eh) = b−k (eh, φ) = b−k (eh, φ−Πhφ),

where φ := S−k (A−k,Ωv,A
−
k,Γv). Then, using (WP4), we have

‖φ−Πhφ‖1,t,k = ‖φ−Πhφ‖1,t,k = inf
wh∈Vh

‖S−k (A−k,Ωv,A
−
k,Γv)− wh‖1,t,k ≤ C−A,kη

(exp)

ϑ(γ−A )
‖v‖1,t,k,

and the conclusion follows from (WP1) since

|(A−k,Ωv, eh) + 〈A−k,Γv, eh〉| = |b
−
k (eh, φ−Πhφ)| ≤ C−cont,k‖eh‖1,t,k‖φ−Πhφ‖1,t,k.

�
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Lemma 4.2. Assume that u ∈ H1,t(Ω,Γ) and uh ∈ Vh are such that

(4.6) b−k (u− uh, vh) = 0 ∀vh ∈ Vh.

Then, there exist two constants ρ and µ independent of k, u, and uh such that

(4.7)
(
µ− kη(1) − C∆

A,kη
(exp)

ϑ(γ∆
A )

)
‖u− uh‖1,t,k ≤ ρ

(
1 + C−cont,kC

−
A,kη

(exp)

ϑ(γ−A )

)
‖u−Πhu‖1,t,k.

Proof. We introduce the Galerkin error eh := u− uh. Recalling (2.13) and (4.6), there exists
a constant C0 independent of k, u, and uh such that

1

C0
‖eh‖21,t,k ≤ Re b+k (eh, σeh) = |b+k (eh, eh)| ≤

|b∆k (eh, eh)|+ |b−k (eh, eh)| = |b∆k (eh, eh)|+ |b−k (eh, u−Πhu)|.

Recalling Lemma 4.1, we may then write

‖eh‖21,t,k ≤ C0|b∆k (eh, eh)|+ C1

(
1 + C−cont,kC

−
A,kη

(exp)

ϑ(γ−A )

)
‖eh‖1,t,k‖u−Πhu‖1,t,k,

where C1 does not depend on k, u or uh. On the other hand, we have

b∆k (eh, eh)
(4.1)
= b∆k (eh, eh)

(2.16)
= (R∆

k,Ωeh, eh) + 〈R∆
k,Γeh, eh〉+ (A∆

k,Ωeh, eh) + 〈A∆
k,Γeh, eh〉

= b−k (S−k (R∆
k,Ωeh, R

∆
k,Γeh), eh) + b−k (S−k (A∆

k,Ωeh, A
∆
k,Γeh), eh)

= b−k (eh, φF) + b−k (eh, φA),

where φF := S−k (R∆
k,Ωeh, R

∆
k,Γeh) and φA := S−k (A∆

k,Ωeh, A
∆
k,Γeh).

|b−k (eh, φF)| = |b−k (eh, φF −ΠhφF)|
≤ ‖eh‖1,t,k‖φF −ΠhφF‖1,t,k
≤ η(1)‖eh‖1,t,k

(
‖R∆

k,Ωeh‖0,Ω + ‖R∆
k,Γeh‖1/2,Ω

)
≤ C2kη

(1)‖eh‖21,t,k,

where C2 is independent of k, u and uh. Similarly, we have

|b−k (eh, φA)| ≤ ‖eh‖1,t,k‖φA −ΠhφA‖1,t,k ≤ C∆
A,kη

(exp)

ϑ(γ∆
A )
‖eh‖21,t,k,

which leads to

|b∆k (eh, eh)| ≤
(
C2kη

(1) + C∆
A,kη

(exp)

ϑ(γ∆
A )

)
‖eh‖21,t,k,

and

(4.8)
(

1− C0C2kη
(1) − C0C

∆
A,kη

(exp)

ϑ(γ∆
A )

)
‖eh‖21,t,k ≤

C1

(
1 + C−cont,kC

−
A,kη

(exp)

ϑ(γ−A )

)
‖eh‖1,t,k‖u−Πhu‖1,t,k.

Estimate (4.7) then follows by setting 1/µ := C0 max(1, C2) and ρ := µC1 and multiplying
both sides by of (4.8) by µ. �
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Theorem 4.3 (abstract quasi-optimality). Assume (WP) and (AP). Let s ∈ [0, smax],

f ∈ Hs(P) and g ∈ Hs+1/2(Γ). Recall the constant µ from Lemma 4.2, and assume that

(4.9) kη(1) + C∆
A,kη

(exp)

ϑ(γ∆
A )
≤ µ

2
, C−cont,kC

−
A,kη

(exp)

ϑ(γ−A )
≤ 1.

Then, there exists C > 0 independent of k, f , g, and there exists a unique uh ∈ Vh such that
(4.2) holds, and for u := S−k (f, g), we have

(4.10) ‖u− uh‖1,t,k ≤ C inf
vh∈Vh

‖u− vh‖1,t,k.

Proof. Fix s ∈ [0, smax], f ∈ Hs(P), and g ∈ Hs+1/2(Γ). Let uh be any element of Vh such
that (4.2) holds true. We easily see that u := S−k (f, g) and uh satisfy the assumptions of
Lemma 4.2. Injecting (4.9) in (4.7), we have

µ

2
‖u− uh‖1,t,k ≤ 2ρ‖u−Πhu‖1,t,k = 2ρ inf

vh∈Vh
‖u− vh‖1,t,k,

so that (4.10) holds for all uh satisfying (4.2) with C := 4ρ/µ.
Next, we observe that having established (4.10) for all uh satisfying (4.2) implies, by linearity,
the uniqueness of the solution to (4.10). Since (4.10) corresponds to finite-dimensional linear
system, this proves the existence and uniqueness of uh. �

4.2. Application to hp-FEM. We now focus on the case where the discretization subspace
Vh is a piecewise (mapped) polynomial finite element space. We consider the case where the
mesh Th associated with the finite element space is aligned with the partition P. Since we
are working with analytic interfaces, dedicated assumptions are required [MS10].

Assumption 4.4 (Quasi-uniform regular fitted meshes). Let K̂ be the reference simplex in
spatial dimension d = 2, 3. The mesh Th is a partition of Ω into non-overlapping elements K

such that ∪K∈ThK = Ω. For each K ∈ Th, there exist a bijective mapping FK : K̂ → K that
can be written as FK = RK ◦ AK , where AK and RK are respectively an affine and analytic
mappings. Specifically, there exists constants Caffine, Cmetric, γ > 0 independent of K such
that

‖A′K‖L∞(K̂)
≤ CaffinehK , ‖(A′K)−1‖

L∞(K̂)
≤ Caffineh

−1
K ,

‖(R′K)−1‖L∞(K̃) ≤ Cmetric, ‖∇nRK‖L∞(K̃) ≤ Cmetricγ
nn! ∀n ∈ N0.

Here, K̃ = AK(K̂) and hK > 0 denotes the element diameter. Furthermore, we assume the
that mesh resolves the interfaces of P, i.e., each element K entirely lies in on subdomain
P ∈P.

We introduce, for p ≥ 1, the space Sp(Th) as the space of piecewise mapped polynomials of
degree p:

Sp(Th) :=
{
u ∈ H1(Ω): u

∣∣
K
◦ FK ∈ Pp(K̂) for all K ∈ Th

}
.

We note Sp(Th) ⊂ H1,t(Ω,Γ). We will require approximation operators that approximate
functions in the ‖ · ‖1,t,k-norm:

Proposition 4.5 (Interpolation errors). Let Assumption 4.4 be valid. There is an operator
Ih : H2(P) ∩H1(Ω)→ Sp(Th) with the following properties:

(i) Ih is defined elementwise, i.e., (Ihv)|K depends solely on v|K .
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(ii) For 1 ≤ m ≤ p and for all v ∈ Hm+1(P), we have

(4.11) ‖v − Ihv‖1,t,k ≤ Cm

(
1 +

(
kh

p

)1/2−t
+
kh

p

)(
h

p

)m
‖v‖m+1,P .

(iii) Fix C̃ > 0 and assume kh/p ≤ C̃. For all γ, there exist constants σγ, Cγ solely

depending on γ, Cmetric of Assumption 4.4, and C̃ such that for all v ∈ A(M,γ,P),

(4.12) ‖v − Ihv‖1,t,k ≤ Cγ

(
1 +

(
kh

p

)1/2−t
+
kh

p

)((
h

h+ σγ

)p
+ k

(
kh

σγp

)p)
M.

(iv) Finally, if 0 ≤ q ≤ p, we have

(4.13) ‖v − Ihv‖1,t,k ≤ Cq,γ

(
1 +

(
kh

p

)1/2−t
+
kh

p

)((
h

p

)q
+ k

(
kh

σγp

)p)
M.

Proof. The construction is essentially that of [MS10, Thm. 5.5], where the approximation in
the norm ‖∇ · ‖0,P +k‖ · ‖0,Ω is considered instead of ‖ · ‖1,k,t. We will therefore be brief. The
operator Ih is defined on the reference simplex and taken to be the one of [MS22, Lemma 8.3],

which in turn is actually the operator Π̂grad,3d
p (for d = 3) or the operator Π̂grad,2d

p (for d = 2)
of [MR18].
Proof of (ii): The p-dependence of the approximation properties are spelled out in [MS22,
Lemma 8.3] and the h-dependence follows from scaling arguments.

Proof of (iii): Denote by Îh the operator on the reference simplex, and introduce for K ∈ Th
and t ∈ {0, 1} the norm ‖v‖21,k,t,K := ‖∇v‖2L2(K) + k2‖v‖2L2(K) + k1−2t|v|2Ht(∂K). By standard

scaling arguments and the approximation properties of Îh (see the discussion in the proof of
[MS22, Lemma 8.3]) we get

‖v − Ihv‖1,k,t,K . hd/2−1p−1

(
1 +

kh

p
+

(
kh

p

)1/2−t
)
|v̂|

2,K̂
,

where û := u ◦FK is the pull-back of u to K̂. Noting that Îh is a projection onto Pp(K̂) (and
thus Ih a projection onto Sp(Th)) we arrive at

‖v − Ihv‖1,k,t,K . hd/2−1p−1

(
1 +

kh

p
+

(
kh

p

)1/2−t
)

inf
w∈Pp(K̂)

|v̂ − w|
2,K̂

.

For v ∈ A(M,γ,P), we can now proceed as in the proof of [MS10, Thm. 5.5] using in
particular the approximation result [MS10, Lemma C.2] for inf

w∈Pp(K̂)
|v̂−w|

2,K̂
. This leads

to the desired result for t ∈ {0, 1}. For t ∈ (0, 1) the boundary estimate |v − Ihv|t,Γ then
follows by the interpolation inequality.
Proof of (iv): If q ≤ p, the function

h→
(

h

h+ σγ

)p−q
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is non-decreasing. Hence, since h ≤ C, we have(
h

h+ σγ

)p
=

(
h

h+ σγ

)q ( h

h+ σγ

)p−q
≤ σ−qγ hq

(
C

C + σγ

)p−q
= σ−qγ hqρp−qγ = (ργσγ)−q hqρpγ

where ργ < 1. It is then clear that ρpγ ≤ Cγ,qp−q, and it follows that(
h

h+ σγ

)p
≤ Cq,γ

(
h

p

)q
.

Then, estimate (4.13) follows from (4.12). �

Our key result concerning finite element discretization is established under an additional
assumption of polynomial well-posedness that we detail now:

Assumption 4.6 (Polynomial well-posedness). There exist constants αa, αs, αc, C ≥ 0,
independent of k such that

C−ana,k ≤ Ck
αa ,(4.14)

C−sol,k ≤ Ck
αs ,(4.15)

C−cont,k + C−A,k + k−2C∆
A,k ≤ Ckαc .(4.16)

Lemma 4.7 (Approximation factors for hp finite elements). Assume that p ≥ 1+αa+2αc+αs.
Then, we have

(4.17) η(m) ≤ Cm,αs,αc

(
1 +

(
kh

p

)1/2−t
+
kh

p

)
((

h

p

)m
+
h

p

(
kh

p

)αa+αs+αc

+ kαa+αs+αc+1

(
kh

σγ?mp

)p)
for all m ≥ 1, and

(4.18) η(exp)
γ ≤ Cγ,αsk

−1

(
1 +

(
kh

p

)1/2−t
+
kh

p

)
((

h

p

)2αc+1(kh
p

)αa+αs

+ kαa+αs+1

(
kh

σϑ(γ)p

)p)
for all γ > 0.

Proof. Let 1 ≤ m ≤ p, and fix (f, g) ∈ Hm−1(P)×Hm−1/2(Γ) with

‖f‖m−1,P + ‖g‖m−1/2,Γ = 1.

Employing the notation u := S−k (f, g), Theorem 3.5 provides the splitting u = uF +uA, where
uF ∈ Hm+1(Ω) with

‖uF‖m+1,P ≤ Cm
and uA ∈ A(M,γ?m,P) with

M ≤ CC−ana,kC
−
sol,k(1 + k−2C∆

A,k) ≤ Ckαa+αs+αc .
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Applying (4.11), we have

‖uF − IhuF‖1,t,k ≤ Cm

(
1 +

(
kh

p

)1/2−t
+
kh

p

)(
h

p

)m
‖uF‖m+1,P

≤ Cm

(
1 +

(
kh

p

)1/2−t
+
kh

p

)(
h

p

)m
.

On the other hand, since p ≥ 1 + αa + αs + 2αc by assumption we can use (4.13) with
q = αa + αs + αc + 1 and γ = γ?m, showing that

‖uA − IhuA‖1,t,k ≤ Cq

(
1 +

(
kh

p

)1/2−t
+
kh

p

)((
h

p

)αa+αs+αc+1

+ k

(
kh

σγ?mp

)p)
M

≤ Cqkαa+αs+αc

(
1 +

(
kh

p

)1/2−t
+
kh

p

)((
h

p

)αa+αs+αc+1

+ k

(
kh

σγ?mp

)p)

≤ Cq

(
1 +

(
kh

p

)1/2−t
+
kh

p

)(
h

p

(
kh

p

)αa+αs+αc

+ kαa+αs+αc+1

(
kh

σγ?mp

)p)
.

Then, we have

‖u− Ihu‖1,t,k
≤ ‖uF − IhuF‖1,t,k + ‖uA − IhuA‖1,t,k

≤ Cm,q

(
1 +

(
kh

p

)1/2−t
+
kh

p

)((
h

p

)m
+
h

p

(
kh

p

)αa+αs+αc

+ kαa+αs+αc+1

(
kh

σγ?mp

)p)
,

and (4.17) follows from the definition of η(m) in (4.3a).
Consider now (f, g) ∈ A(Mf , γ,P)×A(Mg, γ, T,Γ) with Mf+kMg = 1, and set u := S−k (f, g).
We know from (WP3) that u ∈ A(Mu, ϑ(γ),P) with

Mu ≤ CC−ana,kC
−
sol,kk

−1(Mf + kMg) = C−ana,kCC
−
sol,kk

−1 ≤ Ckαa+αs−1.

It then follows from (4.13) with q = αa + αs + 2αc + 1 and γ = ϑ(γ) that

‖u− Ihu‖1,t,k ≤ Cγ,αkαa+αs−1

(
1 +

(
kh

p

)1/2−t
+
kh

p

)((
h

p

)αa+αs+2αc+1

+ k

(
kh

σϑ(γ)p

)p)
,

and (4.18) follows from the definition of η
(exp)
γ in (4.3b). �

Our main result is then a direct consequence of Theorem 4.3 and Lemma 4.7.

Theorem 4.8 (discrete stability of hp-FEM). Let (WP) and (AP) as well as Assump-
tions 4.4 and 4.6 hold true. Then, for all c2 > 0 there exists a constant c1 solely depending
on c2, α and the constants appearing in (WP) and (AP) such that whenever

(4.19)
kh

p
≤ c1 and p ≥ 1 + 2αc + αa + αs + c2 log k

the Galerkin solution uhp ∈ Sp(Th) of (4.2) exists and is unique and satisfies

(4.20) ‖u− uhp‖1,t,k ≤ C inf
vhp∈Sp(Th)

‖u− vhp‖1,t,k.
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Proof. Let c2 > 0 and fix p ≥ 1 + 2αc + αa + αs + c2 ln k. Then, we have in particular that
ln k ≤ 1/(c2)(p− 1/2), so that for any σ, b > 0

kb ≤
(
eb/c2

)p−1/2
,

and

(4.21) kb
(
kh

σp

)p−1/2

≤
(
eb/c2

)p−1/2 (c1

σ

)p−1/2
=

(
eb/c2

σ
c1

)p−1/2

.

Since p ≥ 1 + 3α by assumption, we can use (4.17) with m = 1. Since t ≤ 1, picking σ = σγ?1
and b = αa + αs + αc + 2 in (4.21), we have

kη(1) ≤ C

(
1 +

(
kh

p

)−1/2

+
kh

p

)(
kh

p
+

(
kh

p

)αa+αs+αc+1

+ kαa+αs+αc+2

(
kh

σγ?1p

)p)

≤ C

(
1 +

(
kh

p

)1/2

+

(
kh

p

)3/2
)((

kh

p

)1/2

+

(
kh

p

)αa+αs+αc+1/2

+ kαa+αs+αc+2

(
kh

σγ?1p

)p−1/2
)

≤ C
(

1 + c
1/2
1 + c

3/2
1

)c1/2
1 + c

αa+αs+αc+1/2
1 +

(
e(αa+αs+αc+2)/c2

σγ?1
c1

)p−1/2
 .

We then employ (4.18) with γ = ϑ(γ−A ), leading to

C−cont,kC
−
A,kη

(exp)

ϑ(γ−A )

≤ Cαs,αck
2αc−1

(
1 +

(
kh

p

)1/2−t
+
kh

p

)((
h

p

)2αc+1(kh
p

)αa+αs

+ kαa+αs+1

(
kh

σϑ(γ)p

)p)

≤ C

(
1 +

(
kh

p

)1/2

+

(
kh

p

)3/2
)(

k−1

(
h

p

)1(kh
p

)2αc+αa+αs−1/2

+ k2αc+αa+αs

(
kh

σϑ(γ)p

)p−1/2
)

≤ C

(
1 +

(
kh

p

)1/2

+

(
kh

p

)3/2
)(kh

p

)2αc+αa+αs+1/2

+ k2αc+αa+αs

(
kh

σϑ(γ−A )p

)p−1/2


≤ C
(

1 + c
1/2
1 + c

3/2
1

)c2αc+αa+αs+1/2
1 +

(
e(2αc+αa+αs)/c2

σϑ(γ−A )

c1

)p−1/2
 ,

where we have used (4.21) with σ = σϑ(γ−A ) and b = 2αc + αa + αs. Finally, since k ≥ k0, a

similar reasoning shows that

C∆
A,kη

(exp)

ϑ(γ∆
A )
≤ Ckαcη

(exp)

ϑ(γ∆
A )
≤ Ck2αcη

(exp)

ϑ(γ∆
A )

≤ Cα
(

1 + c
1/2
1 + c

3/2
1

)c2αc+αa+αs+1/2
1 +

(
e(2αc+αa+αs)/c2

σϑ(γ∆
A )

c1

)p−1/2
 .
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At this point, we assume that

(4.22) c1 ≤ 1
e(αs+αc)/c2

σγ?1
c1 ≤ 1,

e(2αc+αs)/c2

σϑ(γ−A )

c1 ≤ 1,
e(2αc+αs)/c2

σϑ(γ∆
A )

c1 ≤ 1,

leading to the simplified expressions

kη(1) + C∆
A,kη

(exp)

ϑ(γ∆
A )
≤ Cαs,αc

(
1 +

√
e(αc+αs)/c2

σγ?1
+

√
e(2αc+αs)/c2

σϑ(γ∆
A )

)
c

1/2
1

and

C−cont,kC
−
A,kη

(exp)

ϑ(γ−A )
≤ Cαc,αs

(
1 +

√
e(2αc+αs)/c2

σϑ(γ−A )

)
c

1/2
1 .

Then, we see that requiring, in addition to (4.22), that

Cαc,αs

(
1 +

√
e(αc+αs)/c2

σγ?1
+

√
e(2αc+αs)/c2

σϑ(γ−A )

+

√
e(2αc+αs)/c2

σϑ(γ∆
A )

)
c

1/2
1 ≤ min(µ/2, 1),

the requirements of Theorem 4.3 are met, leading to the result. �

5. Application to wave progagation problems

In this section, we verify that the Assumptions (WP), (AP) of Section 2 are in fact satisfied
for a variety of time-harmonic wave propagation problems. We emphasize that the assump-
tions (WP1), (WP2), in particular, Assumption 4.6, are assumed and have to be proved
separately.
We will consider the heterogeneous Helmholtz equation below and in all examples the sesquilin-
ear form a(·, ·) will be of the form

(5.1) a(u, v) = (A(x)∇u,∇v).

The strong form of problem (2.5) is

(5.2) L−k u := −∇ · (A(x)∇u)− k2n2u = f in Ω, ∂nAu− T
−
k,Γu = g on Γ,

with the co-normal derivative ∂nAv := nnn · (A∇v)|Γ and the outer normal vector nnn. Hence, in
all examples the volume operator is given by T−k,Ω = k2n2. The complex-valued coefficients

A ∈ L∞(Ω,GL(Cd)) and n ∈ L∞(Ω,C) are assumed to satisfy the following:

Re(ξHA(x)ξ) ≥ amin|ξ|2 ∀ξ ∈ Cd ∀x ∈ Ω,(5.3a)

‖∇pA‖L∞(Ω\Γinterf) ≤ CAγ
p
Ap! ∀p ∈ N0,(5.3b)

‖∇pn‖L∞(Ω\Γinterf) ≤ Cnγ
p
np! ∀p ∈ N0.(5.3c)

Remark 5.1. The coefficients A and n are allowed to depend on k. We merely require
that the constants in (5.3a)–(5.3c) not depend on k. Therefore, equations including volume
damping, classically written in the form −∇ · (A∇u)− k2n2u+ ikmu with some m satisfying
the condition that ‖∇pm‖L∞(Ω\Γinterf) ≤ Cmγ

p
mp! for all p ∈ N0 are included in this setting.

Also certain PML-variants lead to k-dependent matrices A, which are included in this setting.
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The strong form of problem (2.14) will be

(5.4) L+
k u := −∇ · (A(x)∇u) + k2u = f in Ω, ∂nAu− T

+
k,Γu = g on Γ

so that T+
k,Ω = k2. The problems (5.2), (5.4), which we discuss in more detail in Sections 5.1–

5.3, thus differ in the boundary conditions, i.e., the operators T−k,Γ and T+
k,Γ.

Throughout this section, we will assume:

Assumption 5.2. The boundary Γ and the interface Γinterf are analytic.

5.1. Heterogeneous Helmholtz problem with Robin boundary conditions and PML.
The heterogeneous Helmholtz problem with Robin boundary conditions corresponds to the
choice

T−k,Γu := ikGu

in (5.2) for some function G that is analytic in a fixed tubular neighborhood T of Γ. In (5.4),
we select T+

k,Γ := 0. Note that the fact that we allow for complex-valued coefficients A and n,

which covers forms of PML where the path deformation into the complex plane is based on
the use of polar/spherical coordinate [CM98, GLSW22]. Specifically, it can be seen following
the discussion in [CFV21, Remark 2.1] and the expression of A given in [GLSW22, Eq (1.11)]
that (WP3) holds true if the damping parameter is small enough (the width of the PML,
however, is not constrained).

Lemma 5.3 ((AP) for Robin b.c.). Let Assumption 5.2 and (5.3) be valid. Let G be analytic
in a tubular neighborhood T of Γ. For L−k , L+

k given by (5.2) and (5.4) with T−k,Γ = ikG and

T+
k,Γ = 0 the following holds with t = 1/2:

(i) b+k is bounded uniformly in k, and (AP1) holds with σ = 1.

(ii) ‖S+
k (f, g)‖1,k,t ≤ C

[
k−1‖f‖0,Ω + k−1/2‖g‖0,Γ

]
, and (AP2) holds for any fixed smax ≥

0.
(iii) The splittings of T−k,Ω−T

+
k,Ω and T−k,Γ−T

+
k,Γ of (AP3) are given by R∆

k,Ωu = k2(n2 +1)u,

A∆
k,Ω = 0 and R∆

k,Γu = ikGu, A∆
k,Γ = 0 and hence satisfy (AP3) for any fixed smax ≥ 0.

Proof. Proof of (i), (iii): Continuity of b+k follows by inspection. The coercivity (AP1) of

b+k with σ = 1 follows from (5.3a) and T+
k,Γ = 0.

Proof of (ii): The coercivity of b+k implies for u := S+
k (f, g)

‖u‖21,t,k . |(f, u)|+ |(g, u)Γ| . k−1‖f‖0,Ω‖u‖0,Ω + k−1/2‖g‖0,Γk1/2‖u‖0,Γ.
The trace inequality k‖v‖0,Γ . ‖v‖1,Ω + k‖v‖0,Ω . ‖v‖1,t,k then implies the a priori bound.
The validity of (AP2) follows from standard elliptic regularity theory for Neumann problems,
using that Γ and Γinterf are smooth. The fact that A is Cd×d-valued instead of pointwise SPD
is discussed in more detail in the proof of Lemma 5.4 below.
Proof of (iii): follows by inspection. �

Lemma 5.4 ((WP) for Robin b.c.). Let Assumption 5.2 and (5.3) be valid. Let G be analytic
in a tubular neighborhood T of Γ. Assume (WP2). Then:

(i) (WP1) holds with C−cont,k = O(1), and (WP3) holds with C−ana,k = O(1) (both uni-

formly in k).
(ii) (WP4) holds with R−k,Ωu = k2n2u, A−k,Ω = 0 and R−k,Γ = ikGu, A−k,Γ = 0. In particular,

for the constants in Assumption 4.6, we have C−cont,k = O(1) (uniformly in k) and

C−A,k = 0 and C∆
A,k = 0.
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(iii) (WP5) holds.

Proof. Proof of (i): C−cont,k = O(1) follows by inspection. To see (WP3), we first discuss

the case that the matrix A is pointwise SPD as this case is essentially covered by the lit-

erature. Specifically, we observe that the function u = S−k (f̃ , g̃) with f̃ ∈ A(C
f̃
, γ
f̃
,P),

g̃ ∈ A(Cg̃, γg̃, T,Γ), satisfies, upon setting ε = 1/k,

(5.5)
−ε2∇ · (A∇u)− n2u = ε2f in Ω,

ε2∂nAu = ε(εg + iGu) on Γ,

The regularity of solutions of these problems form has been addressed in [MS11, Lemma 4.13]
and [Mel02, Prop. 5.4.5, Rem. 5.4.6]. The procedure is as follows: the regularity can be ana-
lyzed locally and the boundary or the interface may be flattened by (local) changes of variables
so that one is reduced to the analysis on balls (interior estimates and transmission problems),
half-balls (boundary estimates). Note that that Lemma 2.2 (and [Mel02, Lemma 4.3.4]) pro-
vide that the analyticity classes are invariant under bi-analytic changes of variables. Hence,
one may apply [Mel02, Prop. 5.5.1] (interior analytic regularity), [Mel02, Prop. 5.5.3] (bound-
ary analytic regularity for Neumann problems) as well as [Mel02, Prop. 5.5.4] (interface
analytic regularity) if Γinterf 6= ∅, to problem (5.5). Considering as an example the case of
boundary regularity, we apply [Mel02, Prop. 5.5.3] with the following choices

CA = O(CA), Cb = 0, Cc = O(Cn2), Cf = O(ε2C
f̃
), CG1 = O(εC̃g), CG2 = O(Cn2),

γA = O(γA), γb = 0, γc = O(γn2), γf = O(γ
f̃
), γG1 = O(γg), CG2 = O(1),

where γn2 and Cn2 are the analyticity constants of the coefficient n2 and the O(·)-notation
absorbs the modification of constants due to the analytic change of variables. By combining
the finitely many local contributions, we arrive at

‖∇pu‖L2(Ω\Γinterf) . Cγ
p max{k, p}p(k−2C

f̃
+ k−1Cg̃ + k−1‖∇u‖L2(Ω) + ‖u‖L2(Ω))

. Cγp max{k, p}p(k−2C
f̃

+ k−1Cg̃ + C−sol,kk
−1(C

f̃
+ kCg̃))

. Cγp max{k, p}pC−sol,kk
−1(C

f̃
+ kCg̃) ∀p ≥ 2

where we applied the stability estimate (2.7) as well as C−sol,k & 1. The stability estimate (2.7)

shows that the bound is valid for p ∈ {0, 1} as well, so that S−k (f̃ , g̃) ∈ A(CC−sol,kk
−1(C

f̃
+

kCg̃), γ,P), i.e., (WP3) holds with C−ana,k = O(1).

For the case that the matrix A is not SPD but merely satisfies (5.3a), we note that the
proof of [Mel02, Props. 5.5.1, 5.5.3, 5.5.4] relies on a (piecewise) H2-regularity result for
the principal part of the operator (cf. [Mel02, Lemmas 5.5.5, 5.5.8, 5.5.9]), which in turns
hinges on the difference quotient technique of Nirenberg. We note that the condition (5.3a)
provides a coercivity that makes the difference quotient technique applicable for Neumann and
transmission problems so that also [Mel02, Props. 5.5.1, 5.5.3, 5.5.4] holds for complex-valued
coefficients A, n satisfying (5.3).
Proof of (ii), (iii): By inspection.

�

Under the assumption (WP2) we have the following quasi-optimality result for the hetero-
geneous Helmholtz equation with Robin boundary conditions:
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Theorem 5.5 (Robin b.c. and PML). Let t = 1/2. Let Assumption 5.2 and (5.3) be valid. Let
G be analytic on a tubular neighborhood of Γ. For the problem (5.2) with T−k,Γ = ikG assume

polynomial well-posedness of the solution operator S−k of Assumption 4.6. In the discretization
setting of Assumption 4.4, for each c2 > 0 there are constants c1, C > 0 independent of h, p,
and k such that under the scale-resolution condition (4.19) the quasi-optimality result (4.20)
holds.

Proof. Combine Lemmas 5.3 and 5.4 with the stability Assumption 4.6. �

5.2. Heterogeneous Helmholtz problem in the full space. The heterogeneous Helmholtz
problem with Sommerfeld radiation condition in full space Rd is to find U ∈ H1

loc(Rd) such
that

(5.6)
−∇ · (A∇U)− k2n2U = f in Rd,

|∂rU − ikU | = o
(
‖x‖

1−d
2

)
for ‖x‖ → ∞,

is satisfied in the weak sense. Here, ∂r denotes the derivative in the radial direction. We
assume f , A, and n (which are defined on Rd) to be local is the sense that there ex-
ists a bounded Lipschitz domain Ω ⊂ Rd, such that supp f ⊂ Ω, supp (A − I) ⊂ Ω and
supp (n − 1) ⊂ Ω. Problem (5.6) can be reformulated using the Dirichlet-to-Neumann op-

erator DtNk : H1/2(Γ) → H−1/2(Γ), which is given by g 7→ DtNkg := ∂nw := nnn · ∇w, and
w ∈ H1

loc(Rd \ Ω) is the unique weak solution to

−∆w − k2w = 0 in Rd \ Ω,

w = g on Γ,

|∂rw − ikw| = o
(
‖x‖

1−d
2

)
for ‖x‖ → ∞.

The heterogeneous Helmholtz problem in the full space is to find u ∈ H1(Ω) such that

(5.7)
L−k u := −∇ · (A∇u)− k2n2u = f in Ω,

∂nAu− T
−
k,Γu := ∂nAu−DtNku = g on Γ.

For g = 0, the solution u of (5.7) is then the restriction to Ω of the solution of (5.6). The
coupling interface Γ between the interior and exterior domain may be chosen to be arbitrary
as long as the exterior domain is non-trapping [BSW16, Def. 1.1] and Γ itself is analytic.
If d = 2, we assume that diam Ω < 1, which ensures that the single layer operator V0 :
H−1/2(Γ)→ H1/2(Γ) appearing below is boundedly invertible.
We define the operator DtN0 as the map DtN0 : g 7→ ∂nu

ext, where uext solves

−∆uext = 0 in Rd \ Ω,(5.8a)

uext = g on Γ,(5.8b)

uext(x) =

{
O(1/‖x‖) as ‖x‖ → ∞ for d = 3

b ln ‖x‖+O(1/‖x‖) as ‖x‖ → ∞ for some b ∈ R for d = 2.
(5.8c)

Remark 5.6. The reason for choosing the particular condition (5.8c) at ∞ is that it ensures
the representation formula

uext(x) = −(Ṽ0∂nu
ext)(x) + (K̃0u

ext)(x)
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with the usual single layer Ṽ0 and double layer potential K̃0 for the Laplacian; see, e.g.,
[McL00, Thm. 8.9] or [CS85, Lem. 3.5]. This particular choice will reappear in the analysis
of the difference DtNk −DtN0 in Lemma 5.7. For our choice of condition at ∞, one has the
Calderón identity

(5.9)

 uext

∂nu
ext

 =

 1
2 +K0 −V0

−D0
1
2 −K

′
0


 uext

∂nu
ext

 ,

where V0, K0, K ′0, and D0 denote the single layer, double layer, adjoint double layer, and the
hypersingular operator, respectively (see, e.g., [SS11, Ste08] for the precise definition). By
definition, we have ∂nu

ext = DtN0u
ext. From the Calderón identity (5.9), one easily concludes

(5.10) (DtN0u
ext, uext)Γ = −(D0u

ext, uext)Γ − (V0∂nu
ext, ∂nu

ext)Γ ≤ 0,

where we employed thatD0 is positive semidefinite and V0 is positive definite, [Ste08, Thm. 6.23,
Cor. 6.25].

For the auxiliary problem (5.4), we select T+
k,Γ = DtN0.

In order to show that Problem (5.7) fits into the framework of Section 4 we need to analyze
the operators DtNk and DtN0:

Lemma 5.7. Let Ω ⊂ Rd, d ∈ {2, 3}, be a bounded Lipschitz domains with smooth boundary
Γ. Then the following holds:

(i) −〈DtN0u, u〉 ≥ 0 for all u ∈ H1/2(Γ).

(ii) The operator DtN0 is a bounded linear operator Hs+1/2(Γ) → Hs−1/2(Γ) for every
s ≥ 0.

(iii) Let Ω+ be nontrapping with analytic boundary Γ. Let the ball BR(0) satisfy Ω ⊂ BR(0),
and set ΩR := BR(0) \ Γ. Let s ≥ 0 be given. Then

DtNk −DtN0 = kB + J∂nÃK

where the linear operators B : Hs(Γ)→ Hs(Γ) and Ã : Hs(Γ)→ C∞(ΩR) satisfy for all
u ∈ Hs(Γ)

‖Bu‖s,Γ . ‖u‖s,Γ, Ãu ∈ A(Ckβ‖u‖s,Γ, γ,ΩR)

with β = 7/2 + d/2, and constants C, γ ≥ 0 independent of k. Here, the operator

J∂nÃK realizes the jump of the normal derivative of Ãv and is given by J∂nÃKv :=

nnn · ∇(Ãv)|Ω+ −nnn · ∇(Ãv)|Ω (see (A.9)).
(iv) Let Γ = ∂B1(0) ⊂ R3 be the unit ball in dimension d = 3. Then DtNk−DtN0 : Hs(Γ)→

Hs(Γ) satisfies, for every s ≥ 0,

‖DtNku−DtN0u‖s,Γ . k‖u‖s,Γ ∀u ∈ Hs(Γ).

Proof. Proof of (i): −〈DtN0u, u〉 ≥ 0 is asserted in (5.10).
Proof of (ii): Follows from regularity properties of elliptic boundary value problems. Alter-
atively, it could be the representation of the (exterior) DtN0 as DtN0 = V −1

0 (−1/2 +K0) and
the mapping properties of V0 and K0 as given in, e.g., [SS11, Thm. 3.2.2].
Proof of (iii): See Appendix A.
Proof of (iv): For Γ = ∂B1(0) ⊂ R3, the operator DtNk has an explicit series representation
in terms of spherical harmonics. That is, denoting by Y m

` the standard spherical harmonics,
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a function u ∈ L2(Γ) can be expanded as

u =
∞∑
`=0

∑̀
m=−`

um` Y
m
` .

One has the norm equivalences ‖u‖2Hs(Γ) ∼
∑∞

`=0

∑`
m=−` |um` |2(` + 1)2s for every s ≥ 0, see,

e.g., [Néd01, Sec. 2.5.1]. The operators DtN0 and DtNk can be written as

DtN0u = −
∞∑
`=0

∑̀
m=−`

(`+ 1)um` Y
m
` , DtNku =

∞∑
`=0

∑̀
m=−`

z`(k)um` Y
m
` ,

with explicit estimates for the symbol z`(k) given in [Néd01, Sec. 2.6.3]. The formulas for
DtN0 and DtNk immediately give

(5.11) DtNku−DtN0u =
∞∑
`=0

∑̀
m=−`

(z`(k) + `+ 1)um` Y
m
` ,

From [DI01, Lem. 3.2, eqn. (3.28)], where the operator DtNk has opposite sign, we have

(5.12) `+ 1− k ≤ −Re z`(k) ≤ `+ 1 + k.

Consequently, we immediately have

(5.13) |Re z`(k) + `+ 1| ≤ k.
From [Néd01, Thm. 2.6.1, eqn. (2.6.24)] we have

(5.14) 0 ≤ Im z`(k) ≤ k.
Combining (5.13) and (5.14) yields

(5.15) |z`(k) + `+ 1| ≤ 2k.

For u ∈ Hs(Γ) and with the previous estimate we have

‖DtNku−DtN0u‖2s,Γ ∼
∞∑
`=0

∑̀
m=−`

(`+ 1)2s|z`(k) + `+ 1|2|um` |2Y m
`

≤ (2k)2
∞∑
`=0

∑̀
m=−`

(`+ 1)2s|um` |2Y m
` ∼ (2k)2‖u‖2s,Γ,

which yields the result. �

Lemma 5.8 ((AP) for full space problem). Let Assumption 5.2 and (5.3) be valid. Let Ω+

be non-trapping. For L−k , L+
k given by (5.2), (5.4) with T−k,Γ = DtNk and T+

k,Γ = DtN0 the

following holds with t = 1/2:
(i) b+k is bounded uniformly in k, and (AP1) holds with σ = 1.

(ii) ‖S+
k (f, g)‖1,k,t ≤ C

[
k−1‖f‖0,Ω + k−1/2‖g‖0,Γ

]
, and (AP2) holds for any fixed smax ≥

0.
(iii) The splitting of T−k,Ω − T+

k,Ω in (AP3) is given by R∆
k,Ωu = k2(1 + n2)u, A∆

k,Ω = 0.

The splitting of T−k,Γ − T
+
k,Γ in (AP3) is given by R∆

k,Γu = kB and A∆
k,Γ = J∂nÃK with

the operators B, J∂nÃK given by Lemma 5.7(iii); we refer to Remark 2.1(iii) for the

interpretation of J∂nÃK mapping into the analyticity classes of the form A(M,γ, T,Γ).
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(iv) For the case Γ = ∂B1(0) ⊂ R3, the statement (iii) holds true with the operator A∆
k,Γ = 0

and the operator R∆
k,Γ = B = DtNk − DtN0 of order zero bounded uniformly in k as

described in Lemma 5.7(iv).

Proof. Proof of (i): Continuity of b+k follows by inspection. The coercivity (AP1) of b+k with

σ = 1 follows from (5.3a) and the positivity of −T+
k,Γ = −DtN0 by (5.10).

Proof of (ii): Set w := S+
k (f, g). The a priori bound

(5.16) ‖w‖1,Ω + k‖w‖0,Ω + |w|1/2,Γ . ‖S+
k (f, g)‖1,k,t . k−1‖f‖0,Ω + k−1/2‖g‖0,Γ

follows by Lax-Milgram. To show the shift theorem asserted in (AP2), we reformulate the
problem solved by w = S+

k (f, g), i.e.,

−∇ · (A∇w) = f − k2w in Ω, ∂nw −DtN0w = g on Γ.

as a transmission problem. We define the function

w̃ :=

{
w in Ω

wext := −Ṽ0(DtN0γw) + K̃0γw in Ω+.

By the mapping properties of the potentials Ṽ0, K̃0, [SS11, Ste08], we have for any bounded

domain Ω̃

(5.17) ‖w̃‖
H1(Ω̃)

. ‖w‖1,Ω = ‖S+
k (f, g)‖1,k,t . k−1‖f‖0,Ω + k−1/2‖g‖0,Γ.

The function w̃ satisfies

−∇ · (A∇w̃) + k2w̃ = f in Ω, −∆w̃ = 0 in Ω+,

Jw̃K = 0 on Γ, J∂nw̃K = g on Γ.

Let Ω̃ ⊃⊃ Ω with ∂Ω̃ smooth. Let χ ∈ C∞0 (Ω̃) with χ ≡ 1 on a neighborhood of Ω. Upon

writing Â for the extension of A by the identity matrix and the characteristic function χΩ of
Ω

(5.18)

−∇(Â∇(χw̃)) + k2
1Ωχw̃ = f̂ in Ω̃,

Jχw̃K = 0 on Γ,

J∂n(χw̃)K = g on Γ,

χw̃ = 0 on ∂Ω̃.

with f̂ = f in Ω and f̂ = 2∇w̃ · ∇χ+ w̃∆χ in Ω̃ \Ω. Since Â satisfies (5.3a) with Ω replaced

by Ω̃, the Lax-Milgram Lemma gives for the solution χw̃ of (5.18)

‖∇(χw̃)‖
L2(Ω̃)

+ ‖(1 + k2χΩ)(χw̃)‖
L2(Ω̃)

. ‖f̂‖
H−1(Ω̃)

+ ‖g‖H−1/2(Γ)(5.19)

. ‖f̂‖
L2(Ω̃)

+ ‖g‖1/2,Γ . ‖f‖0,Ω + ‖g‖1/2,Γ + ‖w̃‖
1,Ω̃\Ω

The function χw̃ satisfies an elliptic transmission problem with piecewise smooth coefficients
in the equation and smooth interface Γ∪Γinterf . Although the coefficient Â is complex-valued,
it satisfies (5.3a) and, as discussed in the proof of Lemma 5.3, (piecewise) H2-regularity as
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formulated in [Mel02, Prop. 5.4.8] are available. Such an H2-regularity gives χw̃ ∈ H2(Ω̃ \
(Γinterf ∪ Γ)) and consequently w = (χw̃)

∣∣
Ω
∈ H2(Ω \ Γinterf) together with

‖w‖2,Ω\Γinterf
= ‖χw̃‖2,Ω\Γinterf

. ‖f̂ + k2
1Ωχw̃‖0,Ω̃ + ‖g‖1/2,Γ + ‖χw̃‖

1,Ω̃

. ‖f‖0,Ω + ‖2∇(χw̃) · ∇χ+ (χw̃)∆χ‖
0,Ω̃\Ω + k2‖w‖0,Ω + ‖g‖1/2,Γ

(5.19)

. ‖f‖0,Ω + ‖g‖1/2,Γ + k2‖w‖0,Ω
(5.16)

. ‖f‖0,Ω + ‖g‖1/2,Γ + k1/2‖g‖0,Γ.

Proof of (iii), (iv): follows from Lemma 5.7. �

Lemma 5.9 ((WP) for full space). Let Assumption 5.2 and (5.3) be valid. Let Ω+ be non-
trapping. For L−k , L+

k given by (5.2), (5.4) with T−k,Γ = DtNk and T+
k,Γ = DtN0 the following

holds with t = 1/2 if (WP2) holds:
(i) (WP1) holds with C−cont,k = O(kβ) with β given by Lemma 5.7, and (WP3) holds with

C−ana,k = O(1) (uniformly in k).

(ii) Let the operators B and J∂nÃK be given by Lemma 5.7(iii). Then (WP4) holds with

R−k,Ωu = k2nu, A−k,Ω = 0 and the choices R−k,Γ = DtN0 + kB, A−k,Γ = J∂nÃK. In

particular, for the constants in Assumption 4.6 we have C−cont,k +C−A,k +C∆
A,k = O(kβ)

with β given by Lemma 5.7.
(iii) For Γ = ∂B1(0) ⊂ R3 the assumption (WP4) holds with R−k,Ωu = k2nu, A−k,Ω =

0 and the choices R−k,Γ = DtNk and A−k,Γ = 0. In particular, for the constants in

Assumption 4.6 we have C−cont,k + C−A,k + C∆
A,k = O(1).

(iv) (WP5) holds.

Proof. Proof of (i): The full space problem corresponds to the choice T−k,Γu = DtNku. As

in the proof of Lemma 5.8 u is the restriction to Ω of the solution of the following full-space
transmission problem:

−∇ · (A∇u)− k2n2u = f in Ω ∪ Ω+,

JuK = 0 on Γ,

J∂nuK = g on Γ.

u satisfies radiation condition.

From now on the proof is completely analogous to the Robin case of Lemma 5.4 replacing the
use of Neumann conditions by transmission conditions on Γ.
Proof of (ii): We decompose T−k,Γ = DtNk = DtN0+(DtNk−DtN0) = (DtN0+kB)+J∂nÃK =:

R−k,Γ + A−k,Γ. The operator A−k,Γ is of the form given in (WP4). For the operator R−k,Γ, we

observe using the mapping properties of DtN0 and B∣∣∣〈R−k,Γu, v〉∣∣∣ ≤ |〈DtN0u, v〉|+ k |〈Bu, v〉| . ‖u‖1/2,Γ‖v‖1/2,Γ + k‖u‖0,Γ‖v‖0,Γ
t=1/2

. ‖u‖1,t,k‖v‖1,t,k

Proof of (iv): By inspection. �
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Bayliss-Gunzburger-Turkel Engquist-Mayda Feng

α = − 1+ik
2(1+k2)

α = 1+ik
2k2 α = − i

2k

β =
−2k2− 3ik

2
+ 3

4
2(ik−1) β = ik − 1

2 β = ik − 1
2 −

i
8k

Table 5.1. Parameters for 2nd -order ABCs for Γ = ∂B1(0) ⊂ R2; taken
from [Ihl98, Table 3.2].

Fixing the computational domain Ω and the coupling boundary Γ on which the DtN-operator
is employed, we have the following quasi-optimality result:

Theorem 5.10 (full space). Let t = 1/2. Let Assumption 5.2 and (5.3) be valid. For the
problem (5.2) with T−k,Γ = DtNk assume polynomial well-posedness of the solution operator S−k
of Assumption 4.6. In the discretization setting of Assumption 4.4, for each c2 > 0 there are
constants c1, C > 0 independent of h, p, and k such that under the scale-resolution condition
(4.19) the quasi-optimality result (4.20) holds.

Proof. Combine Lemmas 5.8 and 5.9 with the stability Assumption 4.6. �

5.3. Heterogeneous Helmholtz problem with second order ABCs. Various boundary
conditions that are formally of higher order than the Robin boundary conditions have been
proposed in the literature, notably for case of a sphere in R2. Our theory covers those
proposed by Bayliss-Gunzburger-Turkel [BGT82], Enquist-Majda [EM77, EM79] and Feng
[Fen84], see [Ihl98, Sec. 3.3.3, Table 3.2] for a comprehensive comparison. We denote by ∆Γ

and ∇Γ the surface Laplacian and the surface gradient on Γ (see, e.g., [Néd01, Sec. 2.5.6]).
The model problem for a heterogeneous Helmholtz equation with second order absorbing
boundary conditions is to find u such that

(5.20)
L−k u := −∇ · (A∇u)− k2n2u = f in Ω,

∂nAu− T
−
k,Γu := ∂nAu− (βu+ α∆Γu) = g on Γ,

for k-dependent parameters α, β satisfying

Imα 6= 0 and |Imα| ∼ 1

k
and |Reα| . 1

k2
, |β| ∼ k(5.21)

for k ≥ k0 > 0. The choices of α and β proposed by Bayliss-Gunzburger-Turkel, Engquist-
Mayda, and Feng are given in Table 5.1 as presented in [Ihl98, Sec. 3.3.3, Table 3.2]. The
coefficients A, n in (5.20) are assumed to satisfy (5.3b), (5.3c) and, instead of (5.3a), A is
assumed to be pointwise SPD, viz.,

(5.22) ξHA(x)ξ ≥ amin|ξ|2 > 0 ∀ξ ∈ Cd \ {0} x ∈ Ω.

Remark 5.11. Our analysis covers operators T−k,Γ of the form (5.20) for smooth Γ, which

is the form of the second order ABCs for spheres. It is expected that second order ABC for
general Γ have similar structure and k-scaling properties.

We select T+
k,Γ = α∆Γ. Then we have:
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Lemma 5.12 ((AP) for 2nd order ABCs). Let Assumption 5.2 be valid. Let the coefficients
A, n satisfy (5.3) and A additionally (5.22). For L−k , L+

k of (5.2), (5.4) with T−k,Γ given by

(5.20)–(5.21) and T+
k,Γ = α∆Γ the following is true for t = 1:

(i) b+k is bounded uniformly in k, and (AP1) holds for some σ depending on α in (5.21).

(ii) ‖S+
k (f, g)‖1,k,t ≤ C

[
k−1‖f‖0,Ω + k−1/2‖g‖0,Γ

]
, and (AP2) holds for smax = 0.

(iii) The splittings of T−k,Ω−T
+
k,Ω and T−k,Γ−T

+
k,Γ of (AP3) are given by R∆

k,Ωu = k2(n2 +1)u,

A∆
k,Ω = 0 and R∆

k,Γu = βu, A∆
k,Γ = 0 and hence satisfy (AP3) for any fixed smax ≥ 0.

Proof. Proof of (i): The Laplace-Beltrami operator ∆Γ : H1(Γ) → H−1(Γ) is a bounded
linear operator since Γ has no boundary. Furthermore, we have −〈α∆Γu, u〉 = α〈∇Γu,∇Γu〉.
Setting σ := α/|α| we estimate

(5.23) − Re(σ〈T+
k,Γu, u〉) = Re(σα)〈∇Γu,∇Γu〉 = Re(σα)|u|21,Γ&k−1|u|21,Γ,

where, in the last step, we employed the assumptions Imα ∼ k−1 and |Reα| . k−2 so that
|α| ∼ 1/k. Since the coefficient A is assumed to be SPD and satisfy (5.22), the coercivity of
b+k of (AP1) holds. The uniform-in-k boundedness of b+k is easily seen.

Proof of (ii): The a priori estimate for S+
k (f, g) follows from coercivity and continuity of b+k .

The function w = S+
k (f, g) satisfies

−∇ · (A∇w) = f − k2w in Ω, ∂nAw = g + α∆Γw on Γ.(5.24)

Note that for f ∈ L2(Ω) and g ∈ L2(Γ) we have by Lax-Migram, which follows from (i), and
|α| ∼ k−1 (cf. (5.21))

(5.25) ‖∇w‖0,Ω + k‖w‖0,Ω + k−1/2|w|1,Γ . k−1‖f‖0,Ω + k−1/2‖g‖0,Γ.

The following surface PDE is satisfied

α∆Γw = −g + ∂nAw on Γ,

which gives, since Γ is a smooth, compact manifold without boundary,

(5.26) ‖w‖2,Γ
|α|∼k−1

. k‖g‖0,Γ +k‖∂nAw‖0,Γ +‖w‖1,Γ
(5.25)

. k−1/2‖f‖0,Ω +k‖g‖0,Γ +k‖∂nw‖0,Γ.

In order to estimate ‖∂nAw‖0,Γ we introduce an auxiliary matrix-valued function Â ∈ C∞(Ω,GL(Cd))
that satisfies (5.3a) as well as Â = A in a neighborhood of Γ. We introduce an auxiliary func-
tion w̃ ∈ H1(Ω) as the solution of

(5.27) −∇ · (Âw̃) = 0 in Ω, w̃= w on Γ.

By the smoothness of Γ and Â, the map w 7→ ∂nAw̃ mapsH1/2(Γ)→ H−1/2(Γ) andH3/2(Γ)→
H1/2(Γ) so that by interpolation it maps H1(Γ)→ L2(Γ) with the a priori estimate

(5.28) ‖∂nAw̃‖0,Γ . ‖w‖1,Γ.

By interior regularity, we have additionally that w̃ ∈ C∞(Ω) and for each open Ω′ ⊂⊂ Ω
there is CΩ′ > 0 with

(5.29) ‖w̃‖2,Ω′ ≤ CΩ′‖w̃‖1,Ω . ‖w‖1/2,Γ.
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Let χ ∈ C∞(Ω) with χ ≡ 1 in a neighborhood of Γ and such that A|suppχ = Â|suppχ. The
function w − χw̃ ∈ H1

0 (Ω) solves

(5.30)
−∇ · (A∇(w − χw̃)) = f − k2w + z in Ω,

w − w̃ = 0 on Γ

for the function z := ∇ · (A(χw̃)). Since A = Â near Γ and therefore −∇ · (A∇(χw̃)) = 0
near Γ, we get in view of (5.29) that z ∈ L2(Ω) with

(5.31) ‖z‖0,Ω . ‖w‖1/2,Γ.

As discussed in the proof of Lemma 5.3, elliptic regularity implies w − χw̃ ∈ H2(Ω \ Γinterf)
with

(5.32) ‖w − χw̃‖2,Ω\Γinterf
. ‖f‖0,Ω + k2‖w‖0,Ω + ‖z‖0,Ω

(5.25),(5.31)

. ‖f‖0,Ω + k1/2‖g‖0,Γ.
Since χ ≡ 1 near Γ, we conclude

‖∂nAw‖0,Γ ≤ ‖∂nAw̃‖0,Γ + ‖∂nA(w − χw̃)‖0,Γ . ‖∂nAw̃‖0,Γ + C‖w − χw̃‖2,Ω\Γinterf

(5.28),(5.25),(5.32)

. ‖f‖0,Ω + k1/2‖g‖0,Γ.
Inserting this estimate in (5.26) yields

‖α∆Γw‖2,Γ . ‖f‖0,Ω + k1/2‖g‖0,Γ.
Noting that (5.24) is a Neumann problem for w, we get from elliptic regularity for Neumann
problems the desired statement (AP2).
We remark in passing that the above arguments can be bookstrapped to show (AP2) for
smax > 0. We refer to [Ber21, Rem. 6.5.7] and in particular to the bootstrapping argument
for the analytic regularity assertion (WP3) in Appendix B for more details.
Proof of (iii): By inspection. �

Lemma 5.13 ((WP) for 2nd order ABC). Let Assumption 5.2 be valid. Let the coefficients
A, n satisfy (5.3) and A additionally (5.22). For L−k , L+

k of (5.2), (5.4) with T−k,Γ given by

(5.20)–(5.21) and T+
k,Γ = α∆Γ the following is true for t = 1 if (WP2) holds:

(i) (WP3) holds with C−ana,k = O(1) (uniformly in k).

(ii) (WP4) holds with R−k,Ωu = k2(n2 + 1)u, A−k,Ω = 0 and R−k,Γ = α∆Γu + βu, A−k,Γ = 0.

In particular, for the constants in Assumption 4.6 we have C−cont,k = O(1) and C−A,k =

C∆
A,k = 0.

(iii) (WP5) holds.

Proof. Proof of (i): See Appendix B. To give more details, by local changes of variables and
the invariance of the analyticity classes under analytic changes of variables (see Lemma 2.2),
the analysis is reduced to balls or half-balls. For the regularity of S−k (f, g) with f ∈ A(Mf , γf ,P)),
g ∈ A(Mg, γg, T )Γ one obtains from Theorem B.5 (and the analytic changes of variables) for
a tubular neighborhood T of Ω for

‖∇p+2u‖L2(T∩Ω) . max(p, k)p+2γp
[
k−2Mf + k−1Mg + k−1‖u‖1,k,t

]
∀p ∈ N0,

where γ depends on γf , γg, but is independent of k. Together with corresponding estimates

in the interior of Ω, this shows (WP3) with C−ana,k = O(1).

Proof of (ii), (iii): By inspection. �
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Theorem 5.14 (2nd order ABC). Let t = 1. Let Assumption 5.2 and (5.3) be valid. For the
problem (5.2) with T−k,Γ = DtNk given by (5.20)–(5.21) assume polynomial well-posedness of

the solution operator S−k of Assumption 4.6. In the discretization setting of Assumption 4.4,
for each c2 > 0 there are constants c1, C > 0 independent of h, p, and k such that under the
scale-resolution condition (4.19) the quasi-optimality result (4.20) holds.

Proof. Combine Lemmas 5.12 and 5.13 with the stability Assumption 4.6. �

Appendix A. Dirichlet-to-Neumann maps via Boundary Integral Operators

The main goal of the present section is prove Lemma 5.7(iii). To that end, we rewrite the
Dirichlet-to-Neumann operators DtNk and DtN0 in terms of boundary integral operators.

A.1. Preliminaries. Let Ω ⊂ Rd, d = 2, 3, be a bounded Lipschitz domain with analytic
boundary Γ := ∂Ω. We denote by Ω+ the exterior domain, i.e., Ω+ := Rd \ Ω. Throughout
this section we assume Ω+ to be non-trapping, see [BSW16, Def. 1.1]. Furthermore, we
assume that the open ball BR of radius R around the origin contains Ω, i.e., Ω ⊂ BR. We
set ΩR := (Ω ∪ Ω+) ∩ BR = BR \ Γ. Following standard notation we introduce the interior
and exterior trace operators γint0 , γext0 by restricting to Γ and the γint1 and γext1 by setting, for
sufficiently smooth functions v, we have γint1 v = nnn · γint0 (∇v) and γext1 v = nnn · γext0 (∇v), where
nnn is the outer normal vector on Γ. Furthermore, we denote by Vk, Kk, K

′
k and Dk the single

layer, double layer, adjoint double layer and hypersingular boundary integral operators, see

[Ste08, Sec. 6.9 and 7.9]. The single layer and doulbe layer potentials are denoted Ṽk and K̃k.
Finally, given a coupling parameter η ∈ R\{0} we introduce the combined field operator A′k,η
by

A′k,η :=
1

2
+K ′k + iηVk.

We remind the reader of the exterior Calderón identitiesγext0 u

γext1 u

 =

1
2 +Kk −Vk

−Dk
1
2 −K

′
k

 ·
γext0 u

γext1 u

 ,

Given Dirichlet data u the Dirichlet-to-Neumann operator DtNk can be expressed for any
k ≥ 0 by a complex linear combination of the two equations in the Calderón identity: For
any η ∈ R \ {0} we have

(A.1) A′k,η(DtNku) =

(
1

2
+K ′k + iηVk

)
DtNku =

(
−Dk + iη(−1

2
+Kk)

)
u.

Our analysis relies on invertibility of the combined field operator A′k,η as an operator map-

ping Hs(Γ) into itself. Wavenumber-explicit estimates for ‖(A′k,η)−1‖L2(Γ)←L2(Γ) are dis-

cussed in [BSW16, Sec. 1.4]. For non-trapping Ω+ ⊂ Rd, d = 2, 3 it is known that

‖(A′k,η)−1‖L2(Γ)←L2(Γ) . k
5/4

(
1 +

k3/4

|η|

)
for all k ≥ k0 and η ∈ R\{0}, see [Spe14, Thm 1.11].

This bound can be sharpened assuming |η| ∼ k. In fact, for non-trapping Ω+ ⊂ Rd, d = 2, 3
and |η| ∼ k there holds

(A.2) ‖(A′k,η)−1‖L2(Γ)←L2(Γ) . 1
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for all k ≥ k0, see [BSW16, Thm. 1.13]. In Proposition A.1, we collect mapping properties of
some boundary integral operators:

Proposition A.1. Let Γ be analytic and η ∈ R \ {0} fixed. If d = 2, assume additionally
diam Ω < 1. Then

(i) A0,−η = 1
2 +K0 − iηV0 : Hs(Γ)→ Hs(Γ) is boundedly invertible for s ≥ 0.

(ii) A′0,η = 1
2 +K ′0 + iηV0 : Hs(Γ)→ Hs(Γ) is boundedly invertible for s ≥ −1.

(iii) For k > 0 the combined field operator A′k,η = 1
2 + K ′k + iηVk : Hs(Γ) → Hs(Γ) is

boundedly invertible for s ≥ −1.
(iv) For k ≥ 0 and s ≥ −1/2 the following operators are bounded:

(A.3)
Vk : H−1/2+s(Γ)→ H1/2+s(Γ), Kk : H1/2+s(Γ)→ H1/2+s(Γ),

K ′k : H−1/2+s(Γ)→ H−1/2+s(Γ), Dk : H1/2+s(Γ)→ H−1/2+s(Γ)

(v) For k ≥ k0 > 0 one can decompose

(A.4)
Vk − Vk = SV + γint0 ÃV , Kk −K0 = SK + γint0 ÃK ,

K ′k −K ′0 = SK′ + γint1 ÃV , Dk −D0 = SD + γint1 ÃK

with linear maps ÃV : H−3/2(Γ)→ C∞(Ω) and ÃK : H−1/2(Γ)→ C∞(Ω) and bounded
linear operators SV , SK , SK′, and SD having the following mapping properties for
s ≥ −1:

(A.5)

‖SV u‖−1/2+s,Γ ≤ Cs,s′k−(1+s−s′)‖u‖−1/2+s′,Γ, 1/2 ≤ s′ ≤ s+ 3,

‖SKu‖1/2+s,Γ ≤ Cs,s′k−(1+s−s′)‖u‖−1/2+s′,Γ, 1/2 ≤ s′ ≤ s+ 3,

‖SK′u‖−1/2+s,Γ ≤ Cs,s′k−(1+s−s′)‖u‖−3/2+s′,Γ, 3/2 ≤ s′ ≤ s+ 3,

‖SDu‖1/2+s,Γ ≤ Cs,s′k−(1+s−s′)‖u‖−3/2+s′,Γ, 3/2 ≤ s′ ≤ s+ 3.

The operators ÃV and ÃK have the mapping property

ÃV f ∈ A(CV k‖f‖−3/2,Γ, γV ,Ω) ∀f ∈ H−3/2(Γ),(A.6)

ÃKf ∈ A(CKk‖f‖−1/2,Γ, γK ,Ω) ∀f ∈ H−1/2(Γ),(A.7)

with constants CV , γV , CK , γK independent of k ≥ k0. For t ≥ 0 the following mapping
properties hold true:

(A.8)
‖SV u‖t,Γ ≤ Ctk−1‖u‖t,Γ, ‖SKu‖t,Γ ≤ Ct‖u‖t,Γ,
‖SK′u‖t,Γ ≤ Ct‖u‖t,Γ, ‖SDu‖t,Γ ≤ Ctk‖u‖t,Γ.

Proof. For Item (i) see [Mel12, Lem. 3.5(ii)]. For Item (ii) in the case s ≥ 0 see [Mel12,
Lemma 3.5(iv)]. We turn to the case s ∈ [−1, 0]. Note that the adjoint of A0,−η is precisely
the operator A′0,η. Furthermore, by Item (i) the operator A0,−η : Ht(Γ)→ Ht(Γ) is boundedly

invertible in particular for t ∈ [0, 1]. Hence, due to the adjoint of A0,−η being A′0,η, we

find that A′0,η : Hs(Γ) → Hs(Γ) is also boundedly invertible for s ∈ [−1, 0]. For Item (iii)

see [CWGLS12, Thm. 2.27] in the case s ∈ [−1, 0] as well as [BSW16, Sec. 6.1]. Consequently,
by [Mel12, Lem. 2.14] invertibility holds for any s ≥ 0. The mapping properties (A.3) in
Item (iv) are standard, see, e.g., [SS11, Rem. 3.1.18(c)]. For (A.4) and (A.5) in Item (v)
see [MMPR20, Lem. A.1] for the 1/2 < s′ and 3/2 < s′, respectively. The limiting cases
follow by inspection of the proof, a multiplicative trace estimate, and the estimates for the
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potentials given in [MMPR20, Lem. A.1]. (A.7) is likewise shown in [MMPR20, Lem. A.1].
(A.8) is just a simplification of (A.5). �

A.2. Decomposition of the Dirichlet-to-Neumann map. Before proceeding with the
proof of Lemma 5.7(iii) let us introduce the jumps of the trace operators:

(A.9) JuK := γext0 u− γint0 u, J∂nuK := γext1 u− γint1 u.

For linear operators Ã mapping into spaces of piecewise defined functions we define the

operator JÃK and J∂nÃK analogously, e.g., JÃKu := JÃuK.
We now collect further technical results of [Mel12]. We closely follow the notation and results
of [Mel12]. As in [Mel12] we assume

(A.10) C−1
η k ≤ |η| ≤ Cηk

for some Cη > 0 independent of k.
In the following Proposition A.2 we extend the results of [Mel12, Lem. 6.3] to a wider range
of Sobolev spaces.

Proposition A.2 ([Mel12, Lemma 6.3]). Let Ω ⊂ Rd be a bounded Lipschitz domain with an
analytic boundary Γ. Let q ∈ (0, 1). Then one can construct operators LnegΓ,q , Hneg

Γ,q on H−1(Γ)
with the following properties:

(i) LnegΓ,q f +Hneg
Γ,q f = f for all f ∈ H−1(Γ).

(ii) For −1 ≤ s′ ≤ s there holds ‖Hneg
Γ,q f‖s′,Γ ≤ Cs,s′(q/k)s−s

′‖f‖s,Γ.

(iii) LnegΓ,q f is the restriction to Γ of a function that is analytic on a tubular neighborhood T
of Γ and satisfies

‖∇nLnegΓ,q f‖0,T ≤ Cqk
d/2γnq max{k, n}n‖f‖−1/2,Γ ∀n ∈ N0,

‖∇nLnegΓ,q f‖0,T ≤ Cqk
d/2+1γnq max{k, n}n‖f‖−1,Γ ∀n ∈ N0.

Here, Cs,s′ is independent of q and k; the constants Cq, γq > 0 are independent of k.

Proof. For Items (i), (ii) in the case −1 ≤ s′ ≤ s ≤ 1 and Item (iii) see [Mel12, Lem. 6.3 and
Rem. 6.4]. The crucial extension is the estimate stated in Item (ii) in the case −1 ≤ s′ ≤ s for
s ≥ 1. In the proof of [Mel12, Lem. 6.3] the operatorsHneg

Γ,q and LnegΓ,q are explicitly constructed.

We collect the important ingredients of the proof of [Mel12, Lem. 6.3] in the following. On
the compact manifold Γ consider the eigenvalue problem for the Laplace-Beltrami operator

(A.11) −∆Γϕ = λ2ϕ on Γ.

There are countably many eigenfunctions ϕm, m ∈ N0, with corresponding eigenvalues
λ2
m ≥ 0, which we assume to be sorted in ascending order. Without loss of generality, these

eigenfunctions are normalized in L2(Γ). The functions (ϕm)m∈N0 may be assumed to be an
orthonormal basis of L2(Γ) and an orthogonal basis of H1(Γ). With um := (u, ϕm) we have

(A.12) ‖u‖20,Γ =

∞∑
m=0

|um|2 and ‖u‖21,Γ =

∞∑
m=0

(1 + λ2
m)|um|2.

For s ∈ R we introduce the sequence space hs by

hs :=

{
(um)m∈N :

∞∑
m=0

(1 + λ2
m)s|um|2 <∞

}
.
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The mapping ι : u 7→ ( (u, ϕm) )m∈N0 then provides an isomorphism between the Sobolev space
Hs(Γ) and the sequence space hs for s ∈ [−1, 1], with corresponding norm equivalence, see
[Mel12, Lem. C.3]. However, as we will see below ι is in fact an isomorphism for all s ≥ −1.
Inspection of the proof of [Mel12, Lem. 6.3], in particular the proof of the estimate for Hneg

Γ,q ,
reveals that

‖Hneg
Γ,q f‖s′,Γ ≤ Cs,s′(q/k)s−s

′‖f‖s,Γ

holds for all −1 ≤ s′ ≤ s, for which ι : Hs(Γ) → hs and ι : Hs′(Γ) → hs
′

are isomorphisms.
Hence, the proof is complete once we establish that ι : Hs(Γ)→ hs is an isomorphism for all
s > 1. We show the case s = 2.
The inclusion h2 ↪−→ H2(Γ): Let u =

∑∞
m=0 umϕm be such that

∑∞
m=0(1 + λ2

m)2|um|2 <
∞. Let uN =

∑N
m=0 umϕm. By the above construction, uN → u in H1(Γ) and ‖u‖1,Γ =

‖(um)m∈N‖h1 . Furthermore, we have

‖∆Γ(uN − uM−1)‖20,Γ =

∥∥∥∥∥
N∑

m=M

um∆Γϕm

∥∥∥∥∥
2

0,Γ

=

∥∥∥∥∥
N∑
i=M

umλ
2
mϕm

∥∥∥∥∥
2

0,Γ

=

N∑
i=M

|um|2λ4
m,

which converges to zero as N , M →∞. Here we used (A.11), the fact that the eigenfunctions
are an orthonormal basis of L2(Γ), and the assumed convergence

∑∞
m=0(1 + λ2

m)2|um|2 <∞.
Therefore, uN is a Cauchy sequence in H1(Γ,∆Γ) = {u ∈ H1(Γ) : ∆Γu ∈ L2(Γ)}, endowed
with the graph norm. Consequently uN converges in H1(Γ,∆Γ). Since ∆Γ : H1(Γ,∆Γ) →
L2(Γ) is continuous, we conclude ∆Γu =

∑
m∈N0

um∆Γϕm = −
∑

m∈N0
umλ

2
mϕm. Finally, by

elliptic regularity we can now estimate

(A.13) |u|22,Γ . ‖∆Γu‖20,Γ =
∑
m∈N0

|fm|2λ4
m = |(um)m∈N0 |2h2 ,

and ‖u‖22,Γ . ‖(um)m∈N0‖2h2 follows by (A.13) together with (A.12).

The inclusion H2(Γ) ↪−→ h2: Let u ∈ H2(Γ) be given with the representation u =
∑∞

m=0 umϕm,
where the sum converges in H1(Γ). Since u ∈ H2(Γ) we have −∆Γu =: f ∈ L2(Γ). In the
following we express the coefficient um in terms of fm. Note that

λ2
mum = λ2

m(u, ϕm) = (∇Γu,∇Γϕm) = (f, ϕm) = fm.

Hence, we have λ2
mum = fm and consequently

∞∑
m=0

λ4
m|um|2 =

∞∑
m=0

|fm|2 <∞.

Finally, using (A.13) as well as the fact that ‖u‖1,Γ = ‖(um)m∈N‖h1 , we find

‖(um)m∈N0‖2h2 = ‖(um)m∈N0‖2h1 + |(um)m∈N0 |2h2 = ‖u‖21,Γ + ‖∆Γu‖20,Γ ≤ ‖u‖22,Γ.

This concludes the proof for s = 2. Interpolation between s = 1 and s = 2 yields the result
for s ∈ (1, 2), see [Mel12, Lem. C.3]. Inductively one proceeds for the space H2n(Γ) by similar
arguments. Instead of ∆Γ one performs the same arguments for ∆n

Γ. �

In the following we will prove an extension of [Mel12, Thm. 2.9] in Theorem A.4 below. The

proof of Theorem A.4 relies on a decomposition of the volume potential Ṽk, which we present
below for the readers’ convenience.
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Proposition A.3 ([Mel12, Thm. 5.3]). Let Γ be analytic and q ∈ (0, 1). Then

Ṽk = Ṽ0 + S̃V,pw + ÃV,pw,

where the linear operators S̃V,pw and ÃV,pw satisfy the following for every s ≥ −1:

(i) S̃V,pw : H−1/2+s(Γ)→ H3+s(ΩR) with

‖S̃V,pwϕ‖s′,ΩR ≤ Cs′,sq
2(qk−1)1+s−s′‖ϕ‖−1/2+s,Γ, 0 ≤ s′ ≤ s+ 3.

Here, the constant Cs′,s > 0 is independent of q and k ≥ k0.

(ii) ÃV,pw : H−1/2+s(Γ)→ H2(BR) ∩ C∞(ΩR) with

‖∇nÃV,pwϕ‖0,ΩR ≤ Cqγq max{n+ 1, k}n+1‖ϕ‖−3/2,Γ ∀n ∈ N0.

Here, the constants Cq, γq > 0 are independent of k ≥ k0 but may depend on q.

Theorem A.4 (Extension of [Mel12, Thm. 2.9]). Let Γ be analytic and let s ≥ 0. Fix
q ∈ (0, 1). Then the operator A′k,η can be written in the form

A′k,η = A′0,1 +RA′ + kJÃ1K + J∂nÃ2K,

where the linear operator RA′ satisfies

‖RA′u‖s+1,Γ ≤ Ck‖u‖s,Γ,(A.14a)

‖RA′u‖s,Γ ≤ Ck‖u‖s−1,Γ,(A.14b)

‖RA′u‖s,Γ ≤ q‖u‖s,Γ,(A.14c)

‖RA′u‖s−1,Γ ≤ q‖u‖s−1,Γ,(A.14d)

and the linear operators Ã1, Ã2 : H−1(Γ)→ C∞(T ) satisfy

Ã1ϕ ∈ A(CqC1,ϕ, γq, T ), C1,ϕ = k‖ϕ‖−3/2,Γ + kd/2‖ϕ‖−1,Γ,(A.15a)

Ã2ϕ ∈ A(CqC2,ϕ, γq, T ), C2,ϕ = k‖ϕ‖−3/2,Γ.(A.15b)

The constant C and the tubular neighborhood T of Γ are independent of k ≥ k0 and q; the
constants Cq, γq > 0 are independent of k ≥ k0 (but may depend of q).

Proof. We perform a similar splitting as in the proof of [Mel12, Thm. 2.9]. The starting point
of our analysis is the decomposition

A′k,η =
1

2
+K ′0 + γint1 (S̃V,pw + ÃV,pw) + iηγint0 (Ṽ0 + S̃V,pw + ÃV,pw),

with S̃V,pw and ÃV,pw as in Proposition A.3, see [Mel12, Eq. (6.4)]. Adding and subtracting

iV0 and noting V0 = γint0 Ṽ0 we find

A′k,η =
1

2
+K ′0 + iV0 + γint1 (S̃V,pw + ÃV,pw) + i(η − 1)γint0 Ṽ0 + iηγint0 (S̃V,pw + ÃV,pw)

= A′0,1 + γint1 (S̃V,pw + ÃV,pw) + i(η − 1)γint0 Ṽ0 + iηγint0 (S̃V,pw + ÃV,pw).

Using the filters Hneg
Γ,q and LnegΓ,q of Proposition A.2 we define

RA′ = Hneg
Γ,q

(
γint1 S̃V,pw + iηγint0 S̃V,pw + i(η − 1)V0

)
,(A.16a)

Ã1 = −k−1χΩ

(
iηÃV,pw + LnegΓ,q

(
γint1 S̃V,pw + iηγint0 S̃V,pw + i(η − 1)V0

))
,

Ã2 = −χΩÃV,pw.
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The mapping properties of Ã1 and Ã2 stay the same as in [Mel12, Thm. 2.9]. We are left with
the mapping properties of RA′ . In the following the parameter q appearing in Proposition A.2
and A.3 is still at our disposal1. We fix it at the end of the proof to ensure the estimates (A.14c)
and (A.14d).
Step 1: We estimate the term i(η−1)Hneg

Γ,q V0 in various norms. We heavily use the estimates

for Hneg
Γ,q and V0 given in Proposition A.2 and (A.4) in Proposition A.1. First estimating η,

then using the properties of Hneg
Γ,q in Proposition A.2 and finally the mapping properties of

V0 we find

‖i(η − 1)Hneg
Γ,q V0u‖s+1,Γ ≤ Ck‖Hneg

Γ,q V0u‖s+1,Γ ≤ Ck‖V0u‖s+1,Γ ≤ Ck‖u‖s,Γ,
‖i(η − 1)Hneg

Γ,q V0u‖s,Γ ≤ Ck‖Hneg
Γ,q V0u‖s,Γ ≤ Ck‖V0u‖s,Γ ≤ Ck‖u‖s−1,Γ,

‖i(η − 1)Hneg
Γ,q V0u‖s,Γ ≤ Ck‖Hneg

Γ,q V0u‖s,Γ ≤ Ck(q/k)‖V0u‖s+1,Γ ≤ Cq‖u‖s,Γ,
‖i(η − 1)Hneg

Γ,q V0u‖s−1,Γ ≤ Ck‖Hneg
Γ,q V0u‖s−1,Γ ≤ Ck(q/k)‖V0u‖s,Γ ≤ Cq‖u‖s−1,Γ.

In the Steps 2 and 3 below we again heavily use the properties ofHneg
Γ,q given in Proposition A.2.

Furthermore, we often apply the results of Proposition A.3, especially Item (i). Below, we
will write certain exponents nonsimplified in order to indicate the corresponding choices of
Sobolev exponents when applying Proposition A.3.
Step 2: We claim:

‖Hneg
Γ,q γ

int
1 S̃V,pwu‖s+1,Γ ≤ Cqk‖u‖s,Γ,(A.17)

‖Hneg
Γ,q γ

int
1 S̃V,pwu‖s,Γ ≤ Cqk‖u‖s−1,Γ,(A.18)

‖Hneg
Γ,q γ

int
1 S̃V,pwu‖s,Γ ≤ Cq2‖u‖s,Γ,(A.19)

‖Hneg
Γ,q γ

int
1 S̃V,pwu‖s−1,Γ ≤ Cq2‖u‖s−1,Γ.(A.20)

To see (A.17), we calculate

‖Hneg
Γ,q γ

int
1 S̃V,pwu‖s+1,Γ ≤ C‖γint1 S̃V,pwu‖s+1,Γ ≤ C‖S̃V,pwu‖s+5/2,Ω

≤ Cq2(qk−1)1+(s+1/2)−(s+5/2)‖u‖s,Γ = Cqk‖u‖s,Γ.

By a similar calculation, we obtain (A.19):

‖Hneg
Γ,q γ

int
1 S̃V,pwu‖s,Γ ≤ Cq/k‖γint1 S̃V,pwu‖s+1,Γ ≤ Cq2‖u‖s,Γ.

In the case s ∈ [0, 1/2), we perform a multiplicative trace inequality and find

‖Hneg
Γ,q γ

int
1 S̃V,pwu‖s−1,Γ ≤ C(q/k)−s+1‖γint1 S̃V,pwu‖0,Γ

≤ C(q/k)−s+1‖S̃V,pwu‖1/21,Ω‖S̃V,pwu‖
1/2
2,Ω

≤ C(q/k)−s+1
[
q2(qk−1)1+(s−1/2)−1

]1/2 [
q2(qk−1)1+(s−1/2)−2

]1/2
‖u‖s−1,Γ

= Cq2‖u‖s−1,Γ.

1Do not confuse this q with the one appearing in the statement of the present theorem.
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In the case s ≥ 1/2 we perform a standard trace estimate and find

‖Hneg
Γ,q γ

int
1 S̃V,pwu‖s−1,Γ ≤ Cq/k‖γint1 S̃V,pwu‖s,Γ ≤ Cq/k‖S̃V,pwu‖s+3/2,Ω

≤ Cq/kq2(qk−1)1+(s−1/2)−(s+3/2)‖u‖s−1,Γ

= Cq2‖u‖s−1,Γ.(A.21)

The two previous estimates show (A.20). Analogously to (A.21), we find (A.18):

‖Hneg
Γ,q γ

int
1 S̃V,pwu‖s,Γ ≤ C‖γint1 S̃V,pwu‖s,Γ ≤ Cqk‖u‖s−1,Γ.

Step 3: We claim:

‖ηHneg
Γ,q γ

int
0 S̃V,pwu‖s+1,Γ ≤ Cq2k‖u‖s,Γ,(A.22)

‖ηHneg
Γ,q γ

int
0 S̃V,pwu‖s,Γ ≤ Cq2k‖u‖s−1,Γ,(A.23)

‖ηHneg
Γ,q γ

int
0 S̃V,pwu‖s,Γ ≤ Cq3‖u‖s,Γ,(A.24)

‖ηHneg
Γ,q γ

int
0 S̃V,pwu‖s−1,Γ ≤ Cq3‖u‖s−1,Γ.(A.25)

For (A.22) we estimate

‖ηHneg
Γ,q γ

int
0 S̃V,pwu‖s+1,Γ ≤ Ck‖γint0 S̃V,pwu‖s+1,Γ ≤ Ck‖S̃V,pwu‖s+3/2,Ω

≤ Ckq2(qk−1)1+(s+1/2)−(s+3/2)‖u‖s,Γ = Cq2k‖u‖s,Γ.

By a similar calculation, we show (A.23):

‖ηHneg
Γ,q γ

int
0 S̃V,pwu‖s,Γ ≤ Ckq/k‖γint0 S̃V,pwu‖s+1,Γ ≤ Cq3‖u‖s,Γ.

In the case s ∈ [0, 1/2), we perform a multiplicative trace inequality and find

‖ηHneg
Γ,q γ

int
0 S̃V,pwu‖s−1,Γ ≤ Ck(q/k)−s+1‖γint0 S̃V,pwu‖0,Γ

≤ C(q/k)−s+1‖S̃V,pwu‖1/20,Ω‖S̃V,pwu‖
1/2
1,Ω

≤ C(q/k)−s+1
[
q2(qk−1)1+(s−1/2)−0

]1/2 [
q2(qk−1)1+(s−1/2)−1

]1/2
‖u‖s−1,Γ

= Cq3‖u‖s−1,Γ.

In the case s ≥ 1/2 we perform a standard trace estimate and find

‖ηHneg
Γ,q γ

int
0 S̃V,pwu‖s−1,Γ ≤ Ckq/k‖γint0 S̃V,pwu‖s,Γ ≤ Ckq/k‖S̃V,pwu‖s+1/2,Ω

≤ Ckq/kq2(qk−1)1+(s−1/2)−(s+1/2)‖u‖s−1,Γ

= Cq3‖u‖s−1,Γ.(A.26)

The two previous estimates show (A.25). Analogously to (A.26), we assert (A.24):

‖ηHneg
Γ,q γ

int
0 S̃V,pwu‖s,Γ ≤ k‖γint0 S̃V,pwu‖s,Γ ≤ Cq2k‖u‖s−1,Γ.

Step 4: The definition of the operator RA′ in (A.16a), the triangle inequality, and appropriate
choice of q yields mapping properties of RA′ as stated in (A.14). �

Finally, a simple application of [Mel12, Cor. 7.5] for non-trapping Ω+ with analytic boundary
is the following
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Lemma A.5. Let Ω+ be non-trapping ([BSW16, Def. 1.1]). Let Γ be analytic, T be a tubular
neighborhood of Γ and Cg1, Cg2, γg > 0. Then there exist constants C, γ > 0 independent of
k ≥ k0 such that for all g1 ∈ A(Cg1 , γg, T ), g2 ∈ A(Cg2 , γg, T ) the solution ϕ ∈ L2(Γ) of

A′k,ηϕ = kJg1K + J∂ng2K

satisfies

ϕ = −J∂nvK, v ∈ A(Ck5/2(Cg1 + Cg2), γ,ΩR).

Proof. We apply [Mel12, Cor. 7.5] with sA = 0. By Proposition A.1(iii) the operator
A′η,k : L2(Γ) → L2(Γ) is boundedly invertible. The result follows immediately from [Mel12,

Cor. 7.5] together with the bound (A.2). �

Proof. Proof of Lemma 5.7(iii):
Step 1: We derive a splitting of (A′k,η)

−1, similar to the results of [Mel12, Thm. 2.11]. Fix

q̂ ∈ (0, 1). Let

q := q̂min

{
1,

1

‖(A′0,1)−1‖Hs(Γ)←Hs(Γ)
,

1

‖(A′0,1)−1‖Hs−1(Γ)←Hs−1(Γ)

}
.

Note that by Proposition A.1 the operator A′0,1 : Ht(Γ) → Ht(Γ) is boundedly invertible for

t ≥ −1 and therefore q is well defined and q ∈ (0, 1). Theorem A.4 applied with this q gives
a decomposition

A′k,η = A′0,1 +R+ JAK,

with R = RA′ and A = kÃ1 + ∂nÃ2, as in Theorem A.4. Note that by construction

(A.27) ‖(A′0,1)−1R‖Hs(Γ)←Hs(Γ) ≤ q̂ and ‖(A′0,1)−1R‖Hs−1(Γ)←Hs−1(Γ) ≤ q̂.

Hence, A′0,1 +R is boundedly invertible by a geometric series argument, since

(A.28) (A′0,1 +R)−1 = (I + (A′0,1)−1R)−1(A′0,1)−1

with norm estimates

‖(A′0,1 +R)−1‖Hs(Γ)←Hs(Γ) ≤ (1− q̂)−1‖(A′0,1)−1‖Hs(Γ)←Hs(Γ),(A.29a)

‖(A′0,1 +R)−1‖Hs−1(Γ)←Hs−1(Γ) ≤ (1− q̂)−1‖(A′0,1)−1‖Hs−1(Γ)←Hs−1(Γ).(A.29b)

By Proposition A.1 the operator A′k,η : Ht(Γ) → Ht(Γ) is boundedly invertible for t ≥ −1.

We may decompose (A′k,η)
−1 as follows

(A.30) (A′k,η)
−1 = (A′0,1 +R)−1 +Q, Q = −(A′k,η)

−1JAK(A′0,1 +R)−1,

since

I = (A′k,η)(A
′
k,η)
−1 = (A′k,η)(A

′
0,1 +R)−1 + (A′k,η)Q

= (A′0,1 +R+ JAK)(A′0,1 +R)−1 + (A′k,η)Q

= I + JAK(A′0,1 +R)−1 + (A′k,η)Q.

Step 2 We rewrite the difference DtNk − DtN0 using the combined field equations. Using
the combined field equations (A.1) with for η as in (A.10) (for DtNk) and η = 1 (for DtN0)
we find

(A.31) DtNk −DtN0 = (A′k,η)
−1 [−Dk + iη (−1/2 +Kk)]− (A′0,1)−1 [−D0 + i (−1/2 +K0)] .
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Adding and subtracting D0 and K0 in (A.31), employing the splitting of Dk−D0 and Kk−K0

given in (A.4) in Proposition A.1, and applying the splitting of (A′k,1)−1 in (A.30) we find

DtNk −DtN0 = −(A′k,η)
−1 [Dk −D0]− (A′k,η)

−1D0

+ iη(A′k,η)
−1 [Kk −K0] + iη(A′k,η)

−1 [−1/2 +K0]

+ (A′0,1)−1D0 − i(A′0,1)−1D0 [−1/2 +K0]

= (A′0,1)−1D0 − (A′0,1 +R)−1D0 −QD0

− (A′0,1 +R)−1SD −QSD − (A′k,η)
−1γint1 ÃK

+ iη(A′0,1 +R)−1SK + iηQSK + iη(A′k,η)
−1γint0 ÃK

+ iη(A′0,1 +R)−1 [−1/2 +K0] + iηQ [−1/2 +K0]

− i(A′0,1)−1 [−1/2 +K0]

= FSO + ASO

with the Finite Shift Operators (FSO) and the Analytic Shift Operators (ASO) given by

FSO := (A′0,1)−1D0 − (A′0,1 +R)−1D0 − (A′0,1 +R)−1SD + iη(A′0,1 +R)−1SK

+ iη(A′0,1 +R)−1 [−1/2 +K0]− i(A′0,1)−1 [−1/2 +K0] ,

ASO := −QD0 −QSD − (A′k,η)
−1γint1 ÃK

+ iηQSK + iη(A′k,η)
−1γint0 ÃK + iηQ [−1/2 +K0] .

Step 3 (Analysis of FSO): We claim

(A.32) FSO = kB,

where B : Hs(Γ) → Hs(Γ) is a bounded linear operator with ‖Bu‖s,Γ . ‖u‖s,Γ, as in the
asserted of the present lemma. Using the mapping properties of (A′0,1 + R)−1 in (A.29a) as

well as (A.3), (A.8) and Proposition A.1(ii) we find

‖(A′0,1 +R)−1SDu‖s,Γ . ‖SDu‖s,Γ . k‖u‖s,Γ,
k‖(A′0,1 +R)−1SKu‖s,Γ . k‖SKu‖s,Γ . k‖u‖s,Γ,

k‖(A′0,1 +R)−1 [−1/2 +K0]u‖s,Γ . k‖ [−1/2 +K0]u‖s,Γ . k‖u‖s,Γ,
‖(A′0,1)−1 [−1/2 +K0]u‖s,Γ . ‖ [−1/2 +K0]u‖s,Γ . ‖u‖s,Γ.

The assertion (A.32) therefore follows once we have shown

‖(A′0,1)−1D0 − (A′0,1 +R)−1D0u‖s,Γ . k‖u‖s,Γ.

To that end, we find using (A.28)

(A′0,1)−1D0 − (A′0,1 +R)−1D0 = (A′0,1)−1D0 − (I + (A′0,1)−1R)−1(A′0,1)−1D0

=
[
I − (I + (A′0,1)−1R)−1

]
(A′0,1)−1D0 = −

[ ∞∑
n=1

(−1)n((A′0,1)−1R)n

]
(A′0,1)−1D0.

Applying the previous calculations, a geometric series argument with (A.27), the mapping
properties of (A′0,1)−1 in Proposition A.1(ii), the estimate ‖Ru‖s,Γ . k‖u‖s−1,Γ given by
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Theorem A.4, again the mapping properties of (A′0,1)−1 and finally the mapping properties

of D0 given in (A.3) in Proposition A.1 we find

‖(A′0,1)−1D0−(A′0,1 +R)−1D0u‖s,Γ

=

∥∥∥∥∥
[ ∞∑
n=1

(−1)n((A′0,1)−1R)n−1

]
((A′0,1)−1R)(A′0,1)−1D0u

∥∥∥∥∥
s,Γ

≤ 1

1− q̂
‖(A′0,1)−1R(A′0,1)−1D0u‖s,Γ . ‖R(A′0,1)−1D0u‖s,Γ

. k‖(A′0,1)−1D0u‖s−1,Γ . k‖D0u‖s−1,Γ . k‖u‖s,Γ.
Hence, the assertion in (A.32) follows, which concludes the analysis of the finite shift operators
FSO.
Step 4 (Analysis of Analytic Shift Operators ASO): We have

ASO = −QD0 −Q [SD − iηSK − iη [−1/2 +K0]] + (A′k,η)
−1[iηγint0 ÃK − γint1 ÃK ].

Step 4a (Analysis of −QD0): With the definition of Q in (A.30) we have for f ∈ Hs(Γ)

−QD0f = (A′k,η)
−1JAK(A′0,1 +R)−1D0f

= (A′k,η)
−1
[
kJA1K(A′0,1 +R)−1D0f + J∂nA2K(A′0,1 +R)−1D0f

]
.

In order to apply Lemma A.5, we use the mapping properties of A1 and A2 given in Theo-
rem A.4 and estimate

k‖(A′0,1 +R)−1D0f‖−3/2,Γ + kd/2‖(A′0,1 +R)−1D0f‖−1,Γ

. kd/2‖(A′0,1 +R)−1D0f‖s−1,Γ . k
d/2‖D0f‖s−1,Γ . k

d/2‖f‖s,Γ,

where we used the trivial embedding Hs−1(Γ) ⊂ H−1(Γ) ⊂ H−3/2(Γ), the fact that k+kd/2 .
kd/2, the mapping property (A.29b), and finally the mapping properties of D0 given in (A.3).
Hence, for the tubular neighborhood T given in Theorem A.4 we find

A1(A′0,1 +R)−1D0f ∈ A(C1k
d/2‖f‖s,Γ, γ1, T ),

A2(A′0,1 +R)−1D0f ∈ A(C1k‖f‖s,Γ, γ1, T ),

for constants C1, γ1 > 0 independent of k. We find Lemma A.5 to be applicable, which yields

the representation, for constants C̃1, γ̃1 > 0 independent of k,

(A.33) −QD0f = J∂nv1
f K, v1

f ∈ A(C̃1k
5/2+d/2‖f‖s,Γ, γ̃1,ΩR).

Step 4b (analysis of −Q [SD − iηSK − iη [−1/2 +K0]]): We estimate

kd/2‖(A′0,1 +R)−1 [SD − iηSK − iη [−1/2 +K0]] f‖−1,Γ

. kd/2‖(A′0,1 +R)−1 [SD − iηSK − iη [−1/2 +K0]] f‖s,Γ

. kd/2‖ [SD − iηSK − iη [−1/2 +K0]] f‖s,Γ

. kd/2+1‖f‖s,Γ,

where we first use the trivial embedding Hs(Γ) ⊂ H−1(Γ), the mapping property (A.29a), the
mapping properties of SD, SK , and K0 given in (A.8) and (A.3) as well as |η| . k. Proceeding
as in Step 4a we find the representation

(A.34) −Q [SD − iηSK − iη [−1/2 +K0]] = J∂nv2
f K, v2

f ∈ A(C̃2k
5/2+d/2+1‖f‖s,Γ, γ̃2,ΩR)
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to hold true, for constants C̃2, γ̃2 > 0 independent of k.

Step 4c (analysis of (A′k,η)
−1[iηγint0 ÃK − γint1 ÃK ]): For f ∈ Hs(Γ) the mapping properties

of ÃK are such that ÃKf ∈ A(CKk‖f‖−1/2,Γ, γK ,Ω), see (A.7). Upon extending ÃKf with
zero outside of Ω, we find Lemma A.5 to be applicable, which yields the representation

(A.35) (A′k,η)
−1[iηγint0 ÃK − γint1 ÃK ]f = J∂nv3

f K, v3
f ∈ A(C̃3k

5/2+1‖f‖−1/2,Γ, γ̃3,ΩR),

with constants C̃3, γ̃3 > 0 independent of k.
Step 5: Collecting the representations derived in (A.33), (A.34), and (A.35), we find

ASO = J∂nÃK, Ãu ∈ A(Ck7/2+d/2‖u‖s,Γ, γ,ΩR)

with Ã as in the assertions of the present lemma. Hence, the splitting

DtNk −DtN0 = kB + J∂nÃK

with B and Ã as asserted, holds true. This concludes the proof. �

Appendix B. Analytic regularity for second order absorbing boundary
conditions

The present section develops similar results as [Mel02, Sec. 5.5] for a model problem with
second order boundary conditions. We start by introducing general notation: For d ≥ 2 and
R > 0 let BR ⊂ Rd denote the ball of radius R with center in the origin. Let B+

R ⊂ Rd be a half

ball with radius R, i.e., B+
R = {x ∈ BR : xd > 0}. Furthermore, let ΓR := {x ∈ BR : xd = 0}.

We consider functions u that satisfy

(B.1)
−∇ · (A∇u) = f in B+

R ,

∂nAu+ α∇Γ · (AΓ∇Γu) = α1/2g +G on ΓR,

with the conormal derivative ∂nAu = nnn · (A∇u). We assume that solutions u of (B.1) satisfy

a(u, v) :=

∫
B+
R

(A∇u) · ∇v + α

∫
ΓR

(AΓ∇Γu) · ∇Γv(B.2)

=

∫
B+
R

fv +

∫
ΓR

(α1/2g +G)v ∀v ∈ C∞0 (B+
R).

To describe the parameter α, it is convenient to introduce, for fixed θ > 0, the sector

Sθ := {α ∈ C | | argα| ≤ π − θ}.

B.1. The shift theorem in tangential direction. The proof of Lemma B.2 uses the well-
established difference quotients method of Nirenberg that can be found, e.g., in [Eva98,
Sec. 6.3]. For j ∈ {1, . . . , d − 1}, the j-th unit vector ej ∈ Rd, and h ∈ R \ {0} we in-

troduce the translation operator τhj by (τhj v)(x) = v(x + hej) and the difference quotient

(Dh
j v)(x) = h−1(v(x + hej) − v(x)). Inspection of the proof of [Eva98, Sec. 5.8.2, Thm. 3]

shows that for fixed 0 < r1 < r2

(B.3) ∂xjv ∈ L2(Br2) =⇒ ‖Dh
j v‖L2(Br1 ) ≤ ‖∂xjv‖L2(Br2 ) ∀|h| < r2 − r1,

as well as

(B.4) ‖Dh
j v‖L2(Br1 ) ≤ Cv ∀|h| ≤ r2 − r1 =⇒ ‖∂xjv‖L2(Br1 ) ≤ Cv.
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Lemma B.1. Let G, u ∈ H1(B+
R). Let r, δ > 0 with r+ δ < R be given. Let χ ∈ C∞0 (Rd;R)

be a cut-off function with suppχ ⊂ Br+δ/2 and χ ≡ 1 on Br. Then there exists a constant
C > 0 depending only on the spatial dimension, such that∣∣∣∣∫

ΓR

GD−hxj (χDh
xju)

∣∣∣∣ ≤
C
(
δ−1‖G‖L2(B+

r+δ)
+ ‖∇G‖L2(B+

r+δ)

)(
δ−1‖∇u‖L2(B+

r+δ)
+ ‖χ∇Dh

xju‖L2(B+
r+δ)

)
.

Proof. Let χ′ be another cut-off function with suppχ′ ⊂ Br+δ, χ
′ ≡ 1 on suppχ and

‖∇χ′‖L∞ ≤ Cδ−1. Then, for h sufficiently small (depending only on r, δ)∫
ΓR

GD−hj (χDh
j u) =

∫
ΓR

χ′GD−hj (χDh
j u).

Let v = D−hj (χDh
j u). Scaling B+

R to a half ball of radius 1, we denote by Ĝ the scaled

version of χ′G and by v̂ the scaled version of v. It is also convenient to define ψ as the
solution of the Neumann problem −∆ψ = 0 in B+

1 and ∂nψ = v̂ on ∂B+
1 . Note that v̂ ≡ 0

on ∂B+
1 \ Γ1. Furthermore,

∫
Γ1
v̂ = 0 and therefore the solvability condition for the above

Neumann problem is satisfied. We then have

R−(d−1)

∫
ΓR

χ′Gv =

∫
∂B+

1

Ĝv̂ =

∫
∂B+

1

Ĝ∂nψ =

∫
B+

1

∇Ĝ · ∇ψ

≤ ‖∇Ĝ‖L2(B+
1 )‖∇ψ‖L2(B+

1 )

≤ R(1−d)/2‖∇(χ′G)‖L2(B+
R)‖v̂‖H−1/2(∂B+

1 ).

Since v̂ ≡ 0 on ∂B+
1 \ Γ1, we estimate ‖v̂‖H−1/2(∂B+

1 ) ≤ C‖v̂‖H−1/2(Γ1). To estimate this last

norm, we write w = χDh
j u and denote by ŵ the corresponding scaled function. We observe

for ϕ ∈ C∞0 (Γ1) and h sufficiently small (depending only on δ, r, R)∣∣∣∣∫
Γ1

(D
−h/R
j ŵ)ϕ

∣∣∣∣ =

∣∣∣∣∫
Γ1

ŵD
h/R
j ϕ

∣∣∣∣
≤ ‖ŵ‖L2(Γ1)‖D

h/R
j ϕ‖L2(Γ2)

(B.3)

≤ ‖ŵ‖L2(Γ1)‖∂xjϕ‖L2(Γ1)

≤ ‖ŵ‖L2(Γ1)‖ϕ‖H1(Γ1).

Hence, ‖D−h/Rj ŵ‖H−1(Γ1) ≤ C‖ŵ‖L2(Γ1) uniformly in h. Similarly, (B.3) shows

‖D−h/Rxj ŵ‖L2(Γ1) ≤ C‖∂xj ŵ‖L2(Γ1) ≤ C‖ŵ‖H1(Γ1)

uniformly in h. By interpolation, we arrive at

‖D−h/Rxj ŵ‖H−1/2(Γ1) ≤ C‖ŵ‖H1/2(Γ1) ≤ C‖ŵ‖H1(B+
1 ) ≤ C‖∇ŵ‖L2(B+

1 ),
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where the penultimate estimate follows from the trace inequality and the last one by a Poincaré
inequality, which is applicable due to the support properties of ŵ. In conclusion, we arrive at∣∣∣∣∫

ΓR

GD−hxj (χDh
xju)

∣∣∣∣ ≤ C‖∇(χ′G)‖L2(B+
R)‖∇(χDh

xju)‖L2(B+
R)

≤ C
(
δ−1‖G‖L2(B+

r+δ)
+ ‖∇G‖L2(B+

r+δ)

)(
δ−1‖∇u‖L2(B+

r+δ)
+ ‖χ∇Dh

xju‖L2(B+
r+δ)

)
.

�

Lemma B.2. Let A ∈ C1(B
+
R), AΓ ∈ C1(Γ

+
R) be matrix-valued functions that are pointwise

symmetric positive definite with lower bound on the eigenvalues λmin > 0. Let α ∈ Sθ. Let
f ∈ L2(B+

R), g ∈ L2(ΓR) and G ∈ H1(B+
R). Then there exists Cstab > 0 depending only on θ,

a lower bound on λmin, and an upper bound on ‖A‖L∞ +R‖∇A‖L∞ + ‖AΓ‖L∞ +R‖∇AΓ‖L∞
such that any solution u of (B.1) satisfies for all r, δ > 0 with r + δ < R

‖∇2u‖L2(Br) + |α|1/2‖∇2
Γu‖L2(Γr) ≤

Cstab

(
‖f‖L2(B+

r+δ)
+ ‖g‖L2(Γr+δ) + δ−1‖G‖L2(B+

r+δ)
+ ‖∇G‖L2(B+

r+δ)
(B.5)

+ δ−1‖∇u‖L2(B+
r+δ)

+ |α|1/2δ−1‖∇Γu‖L2(Γr+δ)

)
.

Proof. Step 1: A calculation reveals that α ∈ Sθ implies the existence of ccoer > 0 such that

|y1 + αy2| ≥ ccoer(y1 + |α|y2) ∀y1, y2 ≥ 0.(B.6)

Step 2: Let χ ∈ C∞0 (Rd;R) be a cut-off function with suppχ ⊂ Br+δ/2 and χ ≡ 1 on Br. We

assume furthermore ‖∇χ‖L∞ ≤ Cδ−1, and ∂nAχ = 0 on ΓR, see [Mel02, Lemma 5.5.21] for a

similar construction. For h sufficiently small, we select the test function v = −D−hj χ2Dh
j u in

(B.2) and get

a(u,−D−hj χ2Dh
j u) = −

∫
B+
R

fD−hj χ2Dh
j u−

∫
ΓR

(α1/2g +G)D−hj χ2Dh
j u.(B.7)

We treat the left-hand and the right-hand side separately. We proceed as in the proof
of [Eva98, Sec. 6.3, Thm. 1]. We have

−
∫
B+
R

(A∇u) ·∇(D−hj χ2Dh
j u) =

∫
B+
R

Dh
j (A∇u) · ∇(χ2Dh

j u)

=

∫
B+
R

((τhj A)(Dh
j∇u) + (Dh

jA)∇u) · ∇(χ2Dh
j u)

=

∫
B+
R

((τhj A)(Dh
j∇u) + (Dh

jA)∇u) ·
(
χ2∇Dh

j u+ 2χ∇χDh
j u
)

=

∫
B+
R

χ2((τhj A)∇Dh
j u) · ∇Dh

j u+Rvol

with Rvol given by

Rvol =

∫
B+
R

(τhj A)(Dh
j∇u)2χ∇χDh

j u+ (Dh
jA)∇u ·

(
χ2∇Dh

j u+ 2χ∇χDh
j u
)
.
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Hence, we can estimate

|Rvol| ≤ Cδ−1‖A‖L∞‖χ∇Dh
j u‖L2(B+

R)‖D
h
j u‖L2(B+

r+δ/2
)

+ C‖∇A‖L∞‖∇u‖L2(B+
r+δ/2

)‖χ∇D
h
j u‖L2(B+

R)

+ Cδ−1‖∇A‖L∞‖∇u‖L2(B+
r+δ/2

)‖D
h
j u‖L2(B+

r+δ/2
).

Analogously, we get

−
∫

ΓR

(AΓ∇Γ) · ∇ΓD
−h
j χ2Dh

j u =

∫
ΓR

χ2((τhj AΓ)∇ΓD
h
j u) · ∇ΓD

h
j u+Rbnd

with

|Rbnd| ≤ Cδ−1‖AΓ‖L∞‖χ∇ΓD
h
j u‖L2(ΓR)‖Dh

j u‖L2(Γr+δ/2)

+ C‖∇AΓ‖L∞‖∇Γu‖L2(Γr+δ)‖χ∇ΓD
h
j u‖L2(ΓR)

+ Cδ−1‖∇AΓ‖L∞‖∇Γu‖L2(Γr+δ/2)‖Dh
j u‖L2(Γr+δ/2).

For the right-hand side of (B.7), we get with (B.3) applied to v = −D−hj χ2Dh
j u and Lemma B.1

∣∣∣∣∣
∫
B+
R

fD−hj χ2Dh
j u

∣∣∣∣∣ ≤ C‖f‖L2(B+
r+δ/2

)

(
δ−1‖Dh

j u‖L2(B+
r+δ/2

) + ‖χ∇Dh
j u‖L2(B+

R)

)
,∣∣∣∣∫

ΓR

gD−hj χ2Dh
j u

∣∣∣∣ ≤ C‖g‖L2(Γr+δ/2)

(
δ−1‖Dh

j u‖L2(Γr+δ/2) + ‖χ∇ΓD
h
j u‖L2(ΓR)

)
,∣∣∣∣∫

ΓR

GD−hj χ2Dh
j u

∣∣∣∣ =

∣∣∣∣∫
ΓR

Dh
jGχ

2Dh
j u

∣∣∣∣
≤ C

(
δ−1‖G‖L2(B+

r+δ)
+ ‖∇G‖L2(B+

r+δ)

)(
δ−1‖∇u‖L2(B+

r+δ)
+ ‖χ∇Dh

j u‖L2(B+
r+δ)

)
.

Step 3: Using (B.6) we get

ccoer

(∫
B+
R

χ2((τhj A)∇Dh
j u) · ∇Dh

j u+ |α|
∫

ΓR

χ2((τhj A)∇ΓD
h
j u) · ∇ΓD

h
j u

)
≤ |a(u,−D−hj χ2Dh

j u)−Rvol − αRbnd|

≤

∣∣∣∣∣
∫
B+
R

fD−hj χ2Dh
j u

∣∣∣∣∣+

∣∣∣∣∫
ΓR

(α1/2g +G)D−hj χ2Dh
j u

∣∣∣∣+ |Rvol|+ |α||Rbnd|.
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Using the lower bound for A and AΓ and the above estimates together with (B.3) we find

ccoerλmin

(
‖χ∇Dh

j u‖2L2(B+
R)

+ |α|‖χ∇ΓD
h
j u‖2L2(ΓR)

)
≤

C
(
‖f‖L2(B+

r+δ)
δ−1‖∂xju‖L2(Br+δ) + ‖f‖L2(B+

r+δ)
‖χ∇Dh

j u‖L2(B+
R)

+ ‖g‖L2(B+
r+δ)

δ−1|α|1/2‖∂xju‖L2(Γr+δ) + ‖g‖L2(Γr+δ)|α|
1/2‖χ∇ΓD

h
j u‖L2(ΓR)

+
(
δ−1‖G‖L2(B+

r+δ)
+ ‖∇G‖L2(B+

r+δ)

)(
δ−1‖∇u‖L2(B+

r+δ)
+ ‖χ∇Dh

j u‖L2(B+
r+δ)

)
+ (‖A‖L∞ + δ‖∇A‖L∞)δ−1‖∇u‖L2(B+

r+δ)
‖χ∇Dh

j u‖L2(B+
R)

+ δ‖∇A‖L∞δ−2‖∇u‖2
L2(B+

r+δ)

+ (‖AΓ‖L∞ + δ‖∇AΓ‖L∞)|α|δ−1‖∇Γu‖L2(Γr+δ)‖χ∇ΓD
h
j u‖L2(ΓR)

+ δ‖∇AΓ‖L∞ |α|δ−2‖∇Γu‖2L2(Γr+δ)

)
.

The Cauchy-Schwarz inequality with epsilon allows us to absorb the terms ‖χ∇Dh
j u‖L2(B+

R)

and ‖χ∇ΓD
h
j u‖L2(ΓR) from the right-hand side into the left-hand side and we get

1

2
ccoerλmin

(
‖χ∇Dh

j u‖2L2(B+
R)

+ |α|‖χ∇ΓD
h
j u‖2L2(ΓR)

)
≤

C
(
‖f‖L2(B+

r+δ)
δ−1‖∂xju‖L2(Br+δ) + λ−1

min‖f‖
2
L2(B+

r+δ)

+ ‖g‖L2(B+
r+δ)

δ−1|α|1/2‖∂xju‖L2(Γr+δ) + λ−1
min‖g‖

2
L2(Γr+δ)

+
(
δ−1‖G‖L2(B+

r+δ)
+ ‖∇G‖L2(B+

r+δ)

)
δ−1‖∇u‖L2(B+

r+δ)

+R2λ−1
min

(
δ−1‖G‖L2(B+

r+δ)
+ ‖∇G‖L2(B+

r+δ)

)2

+ λ−1
min(‖A‖L∞ + δ‖∇A‖L∞)2δ−2‖∇u‖2

L2(B+
r+δ)

+ δ‖∇A‖L∞δ−2‖∇u‖2
L2(B+

r+δ)

+ λ−1
min(‖AΓ‖L∞ + δ‖∇AΓ‖L∞)2|α|δ−2‖∇Γu‖2L2(Γr+δ)

+ δ‖∇AΓ‖L∞ |α|δ−2‖∇Γu‖2L2(Γr+δ)

)
.

From (B.4), we get in the limit h→ 0 that ∇∂xju ∈ L2(B+
r ) and ∇Γ∂xju ∈ L2(Γ+

r ) together
with

‖∇∇x′u‖L2(Br) + |α|1/2‖∇Γ∇x′u‖L2(Γr) ≤

Cstab

(
‖f‖L2(B+

r+δ)
+ ‖g‖L2(Γr+δ) + δ−1‖G‖L2(B+

r+δ)
+ ‖∇G‖L2(B+

r+δ)
(B.8)

+ δ−1‖∇u‖L2(B+
r+δ)

+ |α|1/2δ−1‖∇Γu‖L2(Γr+δ)

)
with Cstab > 0 depending only on θ, a lower bound on λmin, and an upper bound on ‖A‖L∞+
R‖∇A‖L∞ + ‖AΓ‖L∞ +R‖∇AΓ‖L∞ .
Step 4: We complete the proof by controlling ‖∂2

xd
u‖L2(B+

r ). This follows from the differential
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equation

−Add∂2
xd
u = f +

d∑
i,j=1

(∂xiAij)∂xju−
∑

(i,j)6=(d,d)

Aij∂xi∂xju.

We have Add = e>d Aed ≥ λmin and therefore

λmin‖∂2
xd
u‖L2(B+

r ) ≤ ‖f‖L2(B+
r ) + Cδ‖∇A‖L∞δ−1‖∇u‖L2(B+

r ) + ‖A‖L∞‖∇∇x′u‖L2(B+
r ).

Noting ‖A‖L
∞

λmin
≥ 1 together with (B.8) concludes the proof.

�

B.2. Control of the tangential derivatives. For functions v = (vi)i∈I, (I some finite index
set) defined on Rd we introduce the notation

(B.9) |∇pv|2 =
∑
i∈I

∑
α∈Nd0 : |α|=p

|α|!
α!
|Dαvi|2.

Analogously, the notation |∇px′v| for x′ ∈ Rd−1 indicates that α ∈ Nd−1 in the sum. We
proceed as described, e.g., in [Mel02, Sec. 5.5.3 and 5.5.4]. We write ∇x′ for the tangential
derivatives in contrast to [Mel02, Sec. 5.5.3], where ∇x denotes the tangential derivatives and
introduce

M ′R,p(f) :=
1

p!
sup

R/2≤r<R
(R− r)p+2‖∇px′f‖L2(B+

r ),

M ′R,p,Γ(g) :=
1

p!
sup

R/2≤r<R
(R− r)p+2‖∇px′g‖L2(Γr),

N ′R,p(v) :=

{
1
p! supR/2≤r<R(R− r)p+2‖∇2∇px′v‖L2(B+

r ) if p ≥ 0,

supR/2≤r<R(R− r)p+2‖∇2+pv‖L2(B+
r ) if p = −1, −2,

N ′R,p,Γ(v) :=

{
1
p! supR/2≤r<R(R− r)p+2‖∇p+2

x′ v‖L2(Γr) for p ≥ 0,

supR/2≤r<R(R− r)p+2‖∇p+2
x′ v‖L2(Γr) for p = −2, −1,

HR,p(v) :=
1

[p− 1]!
sup

R/2≤r<R
(R− r)p+1

[
‖∇px′v‖L2(B+

r ) +
R− r

[p]
‖∇px′∇v‖L2(B+

r )

]
,

where

[p]! := max{p, 1}!.

Analogous to [Mel02, Lemmas 5.5.15 and 5.5.23] is

Lemma B.3. Let p ∈ N0. Let A ∈ Cp+1(B
+
R), AΓ ∈ Cp+1(Γ

+
R) be matrix-valued functions

that are pointwise symmetric positive definite with lower bound on the eigenvalues λmin > 0.
Let f ∈ Hp(B+

R), g ∈ Hp(Γ+
R), G ∈ Hp+1(B+

R) and α ∈ Sθ. There exists a constant CB > 0
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depending only on the same quantities as the constant Cstab in Lemma B.2 such that

N ′R,p(u) + |α|1/2N ′R,p,Γ(u) ≤ CB

{
M ′R,p(f) +M ′R,p,Γ(g) +HR,p(G)

+

p+1∑
q=1

(
p+ 1

q

)((
R

2

)q
‖∇qA‖L∞(B+

R) +

(
R

2

)q−1

q‖∇q−1A‖L∞(B+
R)

)
[p− q]!
p!

N ′R,p−q(u)

+N ′R,p−1(u) +N ′R,p−2(u)

+ |α|1/2
(
p+1∑
q=1

(
p+ 1

q

)(
R

2

)q
‖∇qx′AΓ‖L∞(ΓR)

[p− q]!
p!

N ′R,p−q,Γ(u)

+N ′R,p−1,Γ(u) +N ′R,p−2,Γ(u)

)}
.

Proof. The proof follows the lines of the proofs of [Mel02, Lemmas 5.5.12, 5.5.15 and 5.5.23].

We abbreviate a = An, where n is the outer normal vector on ΓR. The derivative Dα′
x′ u with

α′ ∈ Nd−1
0 satisfies

−∇ · (A∇Dα′
x′ u) = Dα′

x′ f − {∇ · (A∇Dα′
x′ u)−Dα′

x′ (∇ · (A∇u))},

∂nAD
α′
x′ u+ α∇Γ · (AΓ∇ΓD

α′
x′ u) = Dα′

x′ (α
1/2g1 + g2)

+ α{∇x′ · (AΓ∇x′Dα′
x′ u)−Dα′

x′ (∇x′ · (AΓ∇x′u))}

+
{

(a · ∇Dα′
x′ u)−Dα′

x′ (a · ∇u)
}
.

The remainder of the proof proceeds analogously to the proof of [Mel02, Lemmas 5.5.12
and 5.5.23] and uses Lemma B.2 with δ = R−r

p+2 . Specifically, the terms arising from A, f , G

are obtained directly as in the proofs of [Mel02, Lemmas 5.5.12 and 5.5.23]. The terms arising
from the Laplace-Beltrami are treated with the same arguments as in the proof of [Mel02,
Lemma 5.5.12]. �

B.3. Tangential control for k-dependent problem. We consider the problem

(B.10)
−∇ · (A∇u)− ck2u = f in B+

R ,

∂nAu+ α∇Γ · (AΓ∇Γu) = α1/2g +G+ bku on Γ.

For the data, we assume

‖∇pf‖L2(B+
R) ≤ Cfγ

p
fR
−p max{p+ 1, Rk}p ∀p ∈ N0,(B.11a)

‖∇px′g‖L2(ΓR) ≤ CgγpgR−p max{p+ 1, Rk}p ∀p ∈ N0,(B.11b)

‖∇pG‖L2(B+
R) ≤ CGγ

p
GR
−p max{p+ 1, Rk}p ∀p ∈ N0,(B.11c)

‖∇pA‖L∞(B+
R) ≤ CAγ

p
Ap! ∀p ∈ N0,(B.11d)

‖∇px′AΓ‖L∞(ΓR) ≤ CAΓ
γpAΓ

p! ∀p ∈ N0,(B.11e)

‖∇pb‖L∞(B+
R) ≤ Cbγ

p
b p! ∀p ∈ N0,(B.11f)

‖∇pc‖L∞(B+
R) ≤ Ccγ

p
c p! ∀p ∈ N0.(B.11g)
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Additionally, we assume that

(B.12) |α|1/2 ≤ Cαk−1/2

as well as α ∈ Sθ for some θ > 0 uniformly in k.

Theorem B.4. Let R ≤ 1. Let f , g, G, A, AΓ, b and α satisfy (B.11) and (B.12), respec-
tively. Let u solve (B.10). Then there exists a K ≥ 1 depending only on the coefficients A,
AΓ of the differential operator, θ, and the constants in (B.11) and (B.12) such that for all
p ≥ −1

N ′R,p(u) + k−1/2N ′R,p,Γ(u) ≤ CuKp+2 max{p+ 3, Rk}p+2

[p]!
(B.13)

where

Cu = min{1, Rk}2(k−2Cf + k−2Cg + Cc‖u‖L2(B+
R))

+ min{1, Rk}k−1CG(1 + γGR)

+ min{1, Rk}(1 + γbR)Cb‖u‖L2(B+
R)(B.14)

+ min{1, Rk}(1 + Cb min{1, Rk})k−1‖∇u‖L2(B+
R)

+ min{1, Rk}k−3/2Cα‖∇Γu‖L2(ΓR)).

Proof. We will frequently use the elementary property

min{a,Rk}max{a,Rk} = aRk a > 0.

We first verify that (B.13) is correct for p = −1, if K ≥ (1 +C−1
α )/2. To that end, note that

N ′R,−1(u) ≤ R

2
‖∇u‖L2(B+

R) =
1

2
kRk−1‖∇u‖L2(B+

R)

=
1

2
max{1, Rk}min{1, Rk}k−1‖∇u‖L2(B+

R)

≤ 1

2
max{1, Rk}Cu,

k−1/2N ′R,−1,Γ(u) ≤ k−1/2R

2
‖∇Γu‖L2(ΓR)

≤ C−1
α

2
max{1, Rk}min{1, Rk}k−1k−1/2Cα‖∇Γu‖L2(ΓR)

≤ C−1
α

2
max{1, Rk}Cu.

Hence, we have

N ′R,−1(u) + k−1/2N ′R,−1,Γ(u) ≤ 1 + C−1
α

2
max{1, Rk}Cu,

which concludes the case p = −1. We next show that it is correct for p = 0 and then by
induction for all p ≥ 1. To that end, we rewrite the equation as

−∇ · (A∇u) = f + ck2u in B+
R ,

∂nAu+ α∇Γ · (AΓ∇Γu) = α1/2g +G+ bku on Γ.
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For p = 0, an application of Lemma B.2 (used with δ ∼ R− r) gives

N ′R,p(u) + k−1/2N ′R,p,Γ(u)

≤ Cstab

(R2

4
(‖f + ck2u‖L2(B+

R) + ‖g‖L2(ΓR))

+
R

2
‖G+ bku‖L2(B+

R) +
R2

4
‖∇(G+ bku)‖L2(B+

R)

+
R

2
‖∇u‖L2(B+

R) + |α|1/2R
2
‖∇Γu‖L2(ΓR)

)
≤ Cstab

(
R2(‖f‖L2(B+

R) + Cck
2‖u‖L2(B+

R) + ‖g‖L2(ΓR))

+R‖G‖L2(B+
R) +R2‖∇G‖L2(B+

R)

+Rk(1 + γbR)Cb‖u‖L2(B+
R) +R2kCb‖∇u‖L2(B+

R)

+R‖∇u‖L2(B+
R) + Cαk

−1/2R‖∇Γu‖L2(ΓR)

)
≤ Cstab

(
R2(Cf + Cg + Cck

2‖u‖L2(B+
R))

+RCG +R2γGCG

+Rk(1 + γbR)Cb‖u‖L2(B+
R) +R2kCb‖∇u‖L2(B+

R)

+R‖∇u‖L2(B+
R) +Rk−1/2Cα‖∇Γu‖L2(ΓR)

)
≤ CstabCu max{3, Rk}2,

where the last estimate follows by similar estimates as in the case p = −1. Let us assume
that (B.13) is correct for all −1 ≤ p′ ≤ p−1 for some p ≥ 1. We show that it is correct for p if
K is chosen sufficiently large. In fact, we will implicitly assume K > max{γf , γg, γG, γc, γb},
so that the various geometric series below converge.
It is convenient to abbreviate

(B.15) m(p) := max{p+ 3, Rk}p+2.

In order to apply Lemma B.3, we have to estimate M ′R,p(f − k2cu), M ′R,p,Γ(g) and H ′(kbu).

Since M ′R,p(f − k2cu) ≤M ′R,p(f) +M ′R,p(k
2cu), we first estimate M ′R,p(f).

M ′R,p(f) ≤ 1

p!

(
R

2

)p+2

Cfγ
p
fR
−p max{p+ 1, Rk}p

≤
Cf
4

(γf
2

)p
R2 1

p!
max{p+ 3, Rk}p

≤
Cf
4

(γf
2

)p
k−2 min{1, Rk}2m(p)

p!
.
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From [Mel02, Lemma 5.5.13] and the induction hypothesis, we have

M ′R,p(k
2cu) ≤ k2Cc

p∑
q=0

(
γc
R

2

)q (R
2

)2 [p− q − 2]!

(p− q)!
N ′R,p−q−2(u)

=
Cc
4

min{1, Rk}2 max{1, Rk}2
p∑
q=0

(
γcR

2

)q [p− q − 2]!

(p− q)!
N ′R,p−q−2(u)

≤ Cc
4

min{1, Rk}2 max{1, Rk}2
p∑
q=0

(
γcR

2

)q 1

(p− q)!
Kp−q max{p− q + 1, Rk}p−qCu

=
Cc
4

min{1, Rk}2Kp max{1, Rk}2
p∑
q=0

(
γcR

2K

)q 1

(p− q)!
max{p− q + 1, Rk}p−qCu

≤ Cc
4

min{1, Rk}2Kp max{1, Rk}2
p∑
q=0

(
γcR

2K

)q 1

p!
pq max{p− q + 1, Rk}p−qCu

≤ Cc
4

min{1, Rk}2Kp+2m(p)

p!
K−2

p∑
q=0

(
γcR

2K

)q
Cu

≤ Cc
4

min{1, Rk}2Kp+2m(p)

p!

K−2

1− γcR/(2K)
Cu,

where the last step follows from a geometric series argument and assumes K > γcR/2. Simi-
larly, we find

M ′R,p,Γ(g) ≤ Cg
4

(γg
2

)p
k−2 min{1, Rk}2m(p)

p!
.

From [Mel02, Lemma 5.5.24], similar estimates to the above and the induction hypothesis,
we have

HR,p(kbu) ≤ Cb
1

[p]!

1

2
min{1, Rk}×{

max{p+ 1, Rk}2
p∑
q=0

(
p

q

)[(
γbR

2

)q
+

(
γbR

2

)q+1
]
q![p− q − 2]!N ′R,p−q−2(u)

+ max{p+ 1, Rk}
p∑
q=0

(
p

q

)(
γbR

2

)q
q![p− q − 1]!N ′R,p−q−1(u)

}

≤ Cb
2

min{1, Rk}Kp+2m(p)

p!

(
K−2

1− γbR/(2K)
+

K−2γbR/2

1− γbR/(2K)
+

K−1

1− γbR/(2K)

)
Cu.

Finally, we estimate HR,p(G) as at the end of the proof of [Mel02, Prop. 5.5.25]

HR,p(G) ≤ CGγpGk
−1 min{1, Rk}(1 + γGR)

m(p)

p!
.(B.16)
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We are now in the place to perform the induction argument. Lemma B.3 gives

N ′R,p(u) + k−1/2N ′R,p,Γ(u)

≤ CB
[
M ′R,p(f − k2cu) +M ′R,p,Γ(g) +HR,p(G+ bku)

+ CA

p+1∑
q=1

(
p+ 1

q

)
q!

((RγA
2

)q
+
(RγA

2

)q−1
)

[p− q]!
p!

N ′R,p−q(u)

+N ′R,p−1(u) +N ′R,p−2(u)

+ |α|1/2CAΓ

p+1∑
q=1

(
p+ 1

q

)
q!

(
RγAΓ

2

)q [p− q]!
p!

N ′R,p−q,Γ(u)

+ |α|1/2(N ′R,p−1,Γ(u) +N ′R,p−2,Γ(u))
]

≤ CB
[
Cfk

−2 min{1, Rk}2γpf
m(p)

p!
+ Cgk

−2 min{1, Rk}2γpg
m(p)

p!

+
Cc
4

min{1, Rk}2Kp+2m(p)

p!

K−2

1− γcR/(2K)
Cu

+ CGγ
p
Gk
−1 min{1, Rk}(1 + γGR)

m(p)

p!

+
Cb
2

min{1, Rk}Kp+2m(p)

p!

(
K−2

1− γbR/(2K)
+

K−2γbR/2

1− γbR/(2K)
+

K−1

1− γbR/(2K)

)
Cu

+ CAK
p+2m(p)

p!

(
K−2

1− γAR/(2K)
+

K−2γAR/2

1− γAR/(2K)

)
Cu

+Kp+2m(p)

p!

(
K−2 +K−1

)
Cu

+ CαCAΓ
Kp+2m(p)

p!

K−2

1− γAΓ
R/(2K)

Cu

+ CαK
p+2m(p)

p!

(
K−2 +K−1

)
Cu

]
≤ CBKp+2m(p)

p!

[
Cfk

−2 min{1, Rk}2K−2
(γf
K

)p
+ Cgk

−2 min{1, Rk}2K−2
(γg
K

)p
+
Cc
4

min{1, Rk}2 K−2

1− γcR/(2K)
Cu + CGk

−1 min{1, Rk}(1 + γGR)K−2
(γG
K

)p
+
Cb
2

min{1, Rk}
(

K−2

1− γbR/(2K)
+

K−2γbR/2

1− γbR/(2K)
+

K−1

1− γbR/(2K)

)
Cu

+ CA

(
K−2

1− γAR/(2K)
+

K−2γAR/2

1− γAR/(2K)

)
Cu +

(
K−2 +K−1

)
Cu

+ CαCAΓ

K−2

1− γAΓ
R/(2K)

Cu + Cα
(
K−2 +K−1

)
Cu

]
≤ CuKp+2m(p)

p!
CB

[
· · ·
]
.
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The induction argument is complete, once we established that there exists a sufficiently large

K, which can be chosen uniformly in p such that CB

[
· · ·
]
≤ 1. This can be easily seen, since

CB

[
· · ·
]
= CB

[
K−2

(γf
K

)p
+K−2

(γg
K

)p
+
Cc
4

K−2

1− γcR/(2K)
+K−2

(γG
K

)p
+
Cb
2

(
K−2

1− γbR/(2K)
+

K−2γbR/2

1− γbR/(2K)
+

K−1

1− γbR/(2K)

)
+ CA

(
K−2

1− γAR/(2K)
+

K−2γAR/2

1− γAR/(2K)

)
+
(
K−2 +K−1

)
+ CαCAΓ

K−2

1− γAΓ
R/(2K)

+ Cα
(
K−2 +K−1

)]
,

which concludes the proof. �

B.4. Control of all derivatives for k-dependent problems. Control of the derivatives
∂qxd is achieved using the differential equation. For that purpose, we introduce

N ′p,q,R(u) :=
1

[p+ q]!
sup

R/2≤r<R
(R− r)p+q+2‖∇px′∂

q+2
xd

u‖L2(B+
r ).

Theorem B.5. Assume the hypotheses of Theorem B.4. Then there exist constants K1, K2

depending only on the coefficients A, AΓ of the differential operator, θ, and the constants in
(B.11) and (B.12) such that for all p, q ∈ N0 ∪ {−1,−2} with p+ q 6= −2

N ′R,p,q(u) ≤ CuKp+2
1 Kq+2

2

max{p+ q + 3, Rk}p+q+2

[p+ q]!
,(B.17)

where Cu is given in Theorem B.4.

Proof. The proof follows directly from the proof of [Mel02, Prop. 5.5.2]. Namely, [Mel02,
Prop. 5.5.2] proceeds by induction on q. The induction step relies on a) the fact that an
elliptic equation in B+

R of the form studied here is considered and b) control of the tangential
derivatives, which is provided in Theorem B.4. Hence, the proof of [Mel02, Prop. 5.5.2]
applies. �
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