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Abstract. As storage hierarchies are getting deeper on modern high-
performance computing systems, intelligent data placement strategies
that can choose the optimal storage tier dynamically is the key to realize
the potential of hierarchical storage architecture. However, providing a
general solution that can be applied in different storage architectures and
diverse applications is challenging. In this paper, we propose adaptive
storage learner (ASL), which explores the idea of using machine learning
techniques to mine the relationship between data placement strategies
and 1/O performance under varied workflow characteristics and system
status, and uses the learned model to choose the optimal storage tier
intelligently. We implement a prototype and integrate it into an existing
data management system. Empirical comparison based on real scientific
workflows tests shows that ASL is capable of combining workflow char-
acteristics and real-time system status to make optimal data placement
decisions.

Keywords: Storage Optimization - Machine Learning -  Hierarchical
Storage - Data Placement

1 Introduction

With the converging of High-Performance Computing (HPC) and big data, mas-
sive datasets are produced and analyzed by HPC systems. For example, the large
N-body simulation that evolved more than a trillion particles on the BG/Q Mira
system generates approximately 5PB of raw outputs [1]. The exascale deep learn-
ing on the Summit system analyzes 3.5TB climate data [2] to detect extreme
weather. As scientific workflows become more complex and more data-intensive,
supporting these workflows on HPC systems present serious challenges in I/0
performance [3,4].

To improve the I/O performance, many modern HPC systems use middle-
ware or heterogeneous storage devices to expand the storage subsystem in a
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hierarchical manner. Memory-based staging solutions, such as DataSpaces [5],
use memory space of compute nodes to stage intermediate data. Shared burst
buffer strategy, such as Cori system [6], uses SSDs near I/O nodes and Cray
DataWarp software [7] to implement a shared staging area for coupling applica-
tions. Local burst buffer strategy, such as Summit system [8], equips per-node
attached SSD for each compute node to buffer intermediate data locally. Mean-
while, current research on storage class memories (SCM) is expected to be able
to add additional layers to the memory and storage hierarchy in future HPC
systems [9].

Due to the largely different latency, bandwidth and capacity of heterogeneous
storage devices, different data placement strategies could lead to wildly varying
I/O performance. However, existing storage systems usually apply one-layout-
fits-all strategy or leave the burden of making data placement decisions to users
[10]. Such fixed and manual data placement might result in the inefficient use
of hierarchical storage architecture because of load imbalance [11] and resource
contention [12]. Previous works [13,14] provide workflow-aware data placement
mechanism but depend on user-provided hints, which is infeasible for complex
workflows. While Stacker [15] leverages hierarchical n-grams model to predict
upcoming read request and guide data prefetching, smart data placement deci-
sions across different storage tiers remain to be researched.

In this paper, we propose adaptive storage learner (ASL), which explores
the idea of leveraging machine learning techniques to mine the relationship be-
tween data placement strategies and I/O performance under varied workflow
characteristics and system status, and uses the learned model to choose the op-
timal storage tier dynamically during the workflow execution. Compared with
previous works, ASL focus on scientific workflows and enables intelligent data
placement strategy to make the most benefit of hierarchical storage architecture
without any user-provided hints. We provide a prototype implementation of ASL
and integrate it with Alluxio [16] data management system. Our evaluations of
two scientific workflows validate the effectiveness of ASL in combining workflow
characteristics and real-time system status to make optimal data placement de-
cisions. While this paper focuses on optimizing data placement across different
storage tiers, the idea of training a classification model to guide storage opti-
mization can be applied in different scenarios. Our contributions in this paper
can be summarized as follows.

— A workflow simulator with I/O performance model that reflects the changing

workloads, heterogeneous storage devices, and varying configurations.

A classification model that leverages workflow characteristics and system

status to make optimal data placement decisions.

A prototype implementation that manages data on tiered storage architec-

ture and enables intelligent data management decisions.

— An extensive evaluation with two scientific workflows on a typical HPC sys-
tem.

The rest of this paper is organized as follows. Section 2 presents a brief
background and the motivation of this paper. We explore the idea of training a
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classification model for storage optimization in Section 3 and present the design
and implementation in Section 4. We validate the effectiveness of ASL in Section
5. Section 6 discusses some related studies currently existing in the literature.
We conclude the paper and talk about future works in Section 7.

2 Background and Motivation

Scientific workflows: A scientific workflow is the assembly of complex sets of
scientific data processing activities with data dependencies between them [17].
Due to the repetitive nature of scientific discovery, scientific workflow manage-
ment system (SWIMS) like Pegasus [18] and Swift [19] are increasingly used in
HPC environments to manage the complex simulations and analyses. Workflow
description file contains the necessary information about the entire workflow,
including the tasks to be executed and data-flow/control-flow dependencies be-
tween these tasks. SWfMSs take the description of the abstract workflow as input
and coordinate and execute workflow tasks over available computing resources.

Motivation: Data placement strategies on hierarchical storage architecture can
be divided into horizontal placement (how data are distributed inside a storage
layer) and vertical placement (how data are distributed across different storage
layers). In this paper, we focus on vertical data placement since heterogeneous
storage devices show largely different latency, bandwidth, and capacity. While
different data placement strategies could lead to wildly varying I/O performance,
existing data management systems [15,16] often apply the one-layout-fits-all
strategy that uses the top storage tier (e.g., memory tier) as the performance
tier and uses lower storage tier (e.g., SSD tier or HDD tier) as capacity tier.
However, such fixed data placement strategy might result in the inefficient use
of hierarchical storage architecture. Firstly, serious load imbalance occurs since
the fixed data placement strategy keeps staging data to a specific storage layer,
while other storage layers keep unused [11]. Secondly, as the available space of
that layer gets insufficient, backend data migration requests need to move data
to lower tiers. The resource contention between regular write requests and
backend data migration requests could even lead to almost 70% performance
degradation [12].

3 Training Classification Model for Storage Optimization

The basic idea that guides our design is that both data access patterns and
real-time system status should be taken into consideration to make the optimal
data placement decision. For example, if the top storage layer has plenty of space
to stage all the intermediate data during the execution of scientific workflows,
choosing the top storage layer to serve every write request will provide superior
I/O performance. Otherwise, only data will be accessed by subsequent task im-
mediately can be written into the top storage layer, and other data should be
written to the lower storage layer to keep load balance. While setting these rules
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manually may perform well for some applications, providing a general solution
that can be applied in different storage architectures and diverse applications is
challenging. In this paper, we propose Adaptive Storage Learner (ASL), which
explore the idea of using machine learning techniques to solve this challenge.

3.1 Problem Definition

Selecting the optimal storage layer can be regarded as a multi-classification prob-
lem. We want to learn a model that takes parameters related to workflow char-
acteristics and system status as input and predicts the optimal storage layer for
each output file. We maintain three principles to train the prediction model:

— Both workflow characteristics and real-time system status are taken into
consideration to make the optimal data placement decision.

— The optimization goal of the prediction model is not to minimize the I/0
time of a single task, but to minimize the overall I/O time of the entire work-
flow by leveraging data access patterns and preventing resource contention.
In other words, the optimal storage tier for an output file may not be the
fastest storage tier, even if there is plenty of space currently.

— We set the granularity of a data placement decision to a file instead of each
write request since dividing a file across a slow and a fast tier may lead to
the problem that a slow tier becomes the bottleneck.

To train such a multi-classification model, we first identify parameters that affect
I/O performance.

3.2 Parameters Affecting I/O Performance

Scientific workflows might demonstrate different I/O performance based on the
workflow characteristics and system specifications. We summarize three sets of
parameters that might affect the I/O performance and explain some of them
because of space limitations.

Workflow characteristics: These parameters include the scale of the work-
flow, the control-flow dependencies and data-flow dependencies between tasks.
Specifically, data-flow dependencies contain data access pattern information of
each output file. As previous works have demonstrated [14], data access patterns
can be leveraged to improve I/O performance. For example, staging a file that
will be accessed immediately to the top storage tier can reduce the data read
time. Compared with previous works depend on user-provided hints to iden-
tify the data access patterns, we don’t set any rules manually but provide all
these information to the prediction model and let the model learns from it. All
these parameters are statically determined before running a workflow and can
be retrieved by parsing the workflow description file.

Runtime storage information: These parameters describe the storage
information of generated intermediate files during the workflow execution, such
as the size of each intermediate file and the storage tier that file resides. All these
parameters are collected during the execution of the workflow.
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Table 1. Variables contained in each I/O record

Variable Description

Vi ID of the current output file

V2 Type of current task

V3 Number of tasks of the current type

V4 Number of input files of the current task

V5 Number of output files

V6 Number of tasks that is dependent with current output file
V7 Minimum distance between the output file and dependent tasks
V8 Total size of input files of the current task

V9 The remaining capacity of the memory storage tier

V10 The remaining capacity of the SSD storage tier

V11 The remaining capacity of the HDD storage tier
Prediction The optimal storage tier

System status: These parameters are specifications of the system where the
workflow runs, including the deployment of the storage subsystem, the perfor-
mance metrics of different storage tier, etc. All these parameters affect the I/O
performance of a given workflow. While parameters like bandwidth and latency
of each storage tier can be obtained statically, parameters like the remaining
capacity of each storage tier require real-time monitoring.

3.3 Collecting I/0 records

After identifying parameters that affect the I/O performance, we are able to col-
lect the I/O records during the workflow execution. We model these parameters
into 11 variables listed in Table 1. Each I/O record represents a data placement
decision for a given output file under the conditions described by 11 variables.
Specifically, V1 and V2 are used to identify the data producer for each file cre-
ate request. V3-V7 reflect the workflow characteristics and V8-V11 describe the
real-time storage information and system status.

It’s deserved to be mentioned that the size of each output file will definitely
influence the I/O performance, but we abandon it to avoid the contradiction
against the usage of the prediction model. The goal of the prediction model is
to make data placement decisions before data are written to the target storage
tier. However, the size of an output file can be calculated only after the write
operation is finished. A compromise solution is to train another regression model
to predict the size of the output file, but we do not implement it in our current
work.

Collecting I/O records is complicated and cumbersome for two reasons. Firstly,
all the I/O records need to be labeled since multi-classification problem requires
supervised learning. In other words, each record must be labeled with the target
storage tier explicitly before they can be used to train the prediction model.
Secondly, recall the principle that the optimization goal of the prediction model
is to minimize the overall I/O time of the entire workflow by leveraging data
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access patterns and preventing resource contention. This principle exacerbates
the complexity of labeling records since impropriate training data leads to the
inaccurate prediction model.

To solve this challenge, we extend a workflow simulator [20] to simulate
the I/O performance and label the I/O records automatically. In general, the
extended workflow simulator has the following design considerations:

Tiered storage architecture: we add hybrid storage module consists of
three storage tiers to model the I/O performance. Specifically, the specification
of each storage tier is set based on real system tests. Detailed configurations are
discussed in Section 5.

Simulation rules: Several rules are set empirically to simulate the actual
I/O performance. These include: the location of data contribute to the maximum
read/write bandwidth, the bandwidth degradation once the available space of a
storage tier exhausted. We do not list all the rules here because of space limits. To
validate the effectiveness of the simulation, we compare the simulated I/O time
and the actual I/O time of the Binary-Tree workflow [21]. Fig. 1 illustrates the
result of each type of task. When storage tier is set to memory, SSD, and HDD,
the I/O time generated by workflow simulator are noted as Sim-Mem, Sim-SSD,
and Sim-HDD, respectively. Similarly, the I/O time of running workflows on
the real system is noted as Real-Mem, Real-SSD, and Real-HDD. Overall, the
difference between simulation and real system tests is less than 10%.

Genetic Algorithm (GA): To search the optimal combinations of storage
tiers for a given workflow, we implement a genetic algorithm in the workflow
simulator. We treat a candidate storage tier combination as an individual, and
the storage tier of each output file is represented as 2 genes (since each gene is
a Boolean variable, at least two genes are needed to represent 3 storage tiers).
The GA starts from a population of randomly generated individuals and evolves
in an iterative process. The overall 1/O time of a workflow is used to calculate
the fitness of each individual. An individual is qualified to have the next gen-
eration only when its fitness is no less than the average fitness. The iterative
crossover and mutation between qualified individuals improve the quality of the
represented solution. Finally, the best individual is chosen to be the optimal
combinations of storage tiers.

We randomly chose 58 workflows with varying scales and I/O characteristics
from the synthetic workflow dataset [22]. We ran these workflows on top of the
simulator and collect 3810 labeled I/O records.

3.4 Model training

Gradient boosting algorithm with Classification and Regression Tree (CART)
as base learners is used to train the prediction/classification model. While there
are lots of machine learning algorithms, including logistic regression and support
vector machines, we chose CART as the basic learner for two reasons. Firstly,
CART is easy to understand and interpret. Secondly, the prediction overhead
of CART is negligible. Since a single CART model might suffer from the poor
generality, we use the gradient boosting technique, which averages over multiple
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CART classifiers and produces the final prediction, to enhance its generalization
ability. The final prediction model can be treated as an ensemble of CART
models.

4 Design and Implementation

We design and implement a prototype of ASL that uses the prediction model
presented in section 3 to make optimal data placement decisions.

Fig. 2 presents the architecture overview of ASL. ASL acts as a middleware
integrated with an existing data management system that can manage data
on tiered storage architecture. The key component of ASL includes workflow
parser, real-time system monitor and storage predictor. The workflow parser ex-
tracts workflow characteristics form the workflow description file before running
a given workflow. The real-time system monitor collects system status during the
workflow execution. For each file create request, the storage predictor combines
workflow characteristics and system status to make data placement decisions.

Parser and Monitor: To enable workflow-aware storage optimization, we
implement a workflow parser that extracts workflow characteristics from the
workflow description file. The extracted data are stored in multiple in-memory
data structures and transform into variables V3-V7 as listed in Table 1. Although
the workflow description file contains lots of valuable information, information
like the size of a specific input file and the remaining capacity of each storage tier
can only be collected during the workflow execution. The system monitor is used
to collect such information dynamically. The dynamically collected information
transformed into variables V8-V11 as listed in Table 1.

Prediction: The storage predictor uses the prediction model to make the
data placement decision for every incoming file create request. Specifically, the
decision-making process can be summarized into the following steps: 1. After
receiving the file create request, the storage predictor verifies the type of the
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current task based on the name of the created file and the extracted work-
flow description info. 2. Retrieving workflow characteristics and system status
from the workflow parser and the system monitor, respectively. 3. Constructing
variables related to workflow characteristics and system status and feed these
variables to the prediction model. 4. Predicting the optimal storage tier for the
newly created file. As in the case of new workflows, the storage predictor can
also predict the result since none of the input variables depend on historical
information.

Implementation: We have implemented a prototype of ASL and integrated
it with Alluxio. The workflow parser is implemented as a command line utility.
All the parsed workflow dependent information are sent to Alluxio master, which
manage the metadata of the storage system and serve metadata requests. We
add extra modules to manage workflow dependent data structures. The system
monitor and the storage predictor are also implemented in Alluxio master to
guide data placement for every incoming file create request.

5 Evaluation

To demonstrate the effectiveness of ASL, we evaluate its performance on a typical
HPC system with real scientific workflows.

5.1 Experimental Setup

Our testbed consists of 32 nodes configured in one rack on the on data analytics
cluster of the Tianhe-2 system [23]. Each node is equipped with two 2.20GHz
Intel Xeon E5-2692-v2 processors (24 cores per node), 64 GB of RAM and one
PCle 1.5TB SSD. Alluxio is used to manage data on top of heterogeneous storage
devices. Specifically, two nodes are used as the master nodes to manage the global
metadata, and the other 30 nodes are used as the workers to stage data into local
memories or per-node attached SSDs. We allocate 2-15GB RAM of each node
to constitute the memory storage tier. The per-node attached SSDs constitute
the SSD storage tier, and the underlying Lustre file system acts as the HDD
storage tier. Detailed specifications of each storage tier under the management
of Alluxio are listed in Table 2.

We use Binary tree workflow[21] and GenBase workflow [24] to validate the
effectiveness of ASL. These workflows are also used to train the prediction model,
but none of the simulated workflow scales are used during the real-system eval-
uation. All intermediate data are staged into hierarchical storage architecture
managed by Alluxio.

5.2 Decision-making under varied workflow scales

Firstly, we validate the effectiveness of ASL in making optimal data placement
decisions based on workflow characteristics. We set capacity of memory storage
layer to 300GB and vary the scales of workflows. For GenBase workflow with
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Table 2. Storage configurations under the management of Alluxio

Tier Allocated Capacity Write BW Read BW
Memory Tier 60-450GB 950MB/s 1100MB/s
SSD Tier 1200GB 800MB/s 850MB/s
HDD Tier 1200GB 500MB/s 550MB/s

800 [ Vemory

7501 M ssD
5700 BB Random
—6501 BE=SASL

T T T T T T T T e
100 200 300 400 500 600 700 800 20k*20k 40k* 6
Data size (GB) Data Size

(a) Binary-Tree workflow (b) GenBase workflow

Fig. 3. Performance of varied scales workflows

80k*80k input data scales, 120GB of raw data are processed and will generate
more than 400GB intermediate data. While the initial storage configuration of
each run is fixed, we evaluate the performance of four data placement strategies.
Staging all data into memory storage tier and SSD storage tier are noted as
Memory and SSD, respectively. Selecting the memory or the SSD tier for each
file randomly is noted as Random. Using the predictor and make data placement
decision intelligently is noted as ASL. Since the SSD storage tier is sufficient to
stage all the intermediate data during the evaluation, HDD tier is not used in
consideration of I/O performance. Fig. 3 shows the performance of the Binary-
Tree and the GenBase workflow.

For the Binary-Tree workflow, when data size is smaller than 300GB, mem-
ory storage layer has enough space to stage all the intermediate data. As a
result, Memory strategy performs better than SSD and Random strategy. As
data size keeps increasing, Memory strategy migrates data from the memory tier
to the SSD tier to make room for the newly created file. The resource contention
between regular write request and backend data migration request leads to per-
formance degradation. Since SSD tier has enough space to stage all intermediate
data during our evaluations, resource contention problem does not occur in SSD
strategy. The Random strategy alleviates the load imbalance problem to some
extent, but data access patterns of workflows are not taken into consideration.

Contrast to these strategies, ASL combines information including available
space of each storage layer, input size of the current task, and distance of depen-
dent task to choose the optimal storage tier for each intermediate file. When the
memory storage tier has plenty of space to stage all the intermediate data, ASL
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Fig. 4. Performance of varied memory capacity

choose the memory tier as the primary storage tier to minimize the data access
time. As data size increases and the memory storage tier gets exhausted, ASL
leverages the hidden data access pattern info and only stage data that will be
accessed by subsequent tasks intermediately to the memory tier to prevent re-
source contention. As a result, ASL shows the best performance in all cases. For
the GenBase workflow, ASL shows similar performance with Memory strategy
at first and outperforms other strategies as data size increases.

5.3 Decision-making under varied system status

Secondly, we validate the effectiveness of ASL in making optimal data place-
ment decisions based on system status. The scales of Binary-Tree and GenBase
workflow are set to 400GB and 60k*60k, respectively. We vary the capacity of
the memory storage tier from 60GB to 420GB and show the result in Fig. 4.
For the Binary-Tree workflow, when the capacity of the memory storage tier is
less than 240GB, Memory strategy performs the worst because of the serious
load imbalance and resource contention. As available capacity keeps increasing,
Memory strategy shows better performance. While SSD strategy shows stable
performance as expected, Random strategy performs better as memory capac-
ity increases. In comparison, ASL performs the best by making optimal data
placement decision based on workflow characteristics and system status. For the
GenBase workflow, since 60k*60k input data scale generates almost 250GB in-
termediate data, ASL performs the best at first and shows similar performance
with Memory strategy as the capacity of memory tier is larger than 300GB.

In summary, our evaluations validate the effectiveness of ASL in combining
workflow characteristics and real-time system status to make intelligent data
placement decisions.
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6 Related work

As storage hierarchies are getting deeper on HPC systems, managing data on
tiered storage architecture are getting increased attention. Data Elevator [12]
enables asynchronously data flushing from burst buffer to the PFS, but different
storage layers are managed separately. Heterogeneity-Aware Tiered Storage [25]
and OctopusFS [11] extend HDFS to support tiered data storage architecture.
They propose data placement and retrieval policies based on I/O throughput and
capacity of storage devices, however, data access patterns are not used to make
data management decisions. While Alluxio [16] and UniStor [26] provide a uni-
fied view across different storage layers, both of them lack the ability to choose
the optimal storage tier dynamically. Multi-tiered data staging framework [13],
Hermes [27] and TDMS [14] provide application-aware data placement mech-
anism but depend on user-provided hints to identify the data access patterns.
Compared with these works, we treat selecting the optimal storage tier as a
multi-classification problem and use machine learning techniques to make data
placement strategies intelligently.

Many efforts have been made to enable adaptive and intelligent storage op-
timization. Stacker [15] chooses hierarchical n-grams model to predict upcom-
ing read request and guide data prefetching on hierarchical storage architecture.
Since stripe size and the distribution of correlated blocks dominate the aggregate
bandwidth of parallel file systems, Dong Dai et al. [28] explored the idea of using
word embedding technique to mine the block correlations. Erica Tomes et al. [29]
combined graph coloring, bin packing, and network flow techniques to distribute
correlated data blocks to different storage servers adaptively. Compared with
these works, we focus on data placement and load balance across different stor-
age hierarchies. Ziggurat [30] profiles the application’s access stream online to
predict the behavior of individual writes and chooses non-volatile main memory
or disks to serve the write request. While the classification criteria in Ziggu-
rat is set empirically, ASL does not depend on any manual rules and combine
both workflow characteristics and real-time system status to choose the optimal
storage tier.

7 Conclusion

Due to the largely different performance characteristics of hierarchical storage
layers and the variety of scientific workflows, providing a general solution that
can make intelligent data placement decisions is challenging. In this paper, we
explore the idea of using machine learning techniques to solve this challenge.
We propose that selecting the optimal storage layer under varied workflow char-
acteristics and system status can be regarded as a multi-classification problem.
We implement a workflow simulator to collect labeled I/O records automatically
and use the gradient boosting algorithm with CART as base learners to train
the classification model. We implement a prototype and integrate it into Alluxio
system. Our evaluations on two scientific workflows validate the effectiveness of
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using machine techniques to optimize I/O performance. In our current imple-
mentation, the prediction model is not modified once it is deployed. In future
work, we plan to collect histories records of workflows and update the model
dynamically.
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