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1 Language Virtual Machines : Society Assets

Language Virtual Machines (VMs) are pervasive in every laptop, server, and smartphone, as is the case
with Java or Javascript. They allow application portability between different platforms and better usage of
resources. They are used in critical applications such as stock exchange, banking, insurance, and health [25].
Virtual machines are an important asset in companies because they allow the efficient execution of high-level
programming languages. Nowadays, they even attract investments from large non-system companies, e.g.,
Netflix 1, Meta 2, Shopify 3 and Amazon 4.

VMs achieve high-performance thanks to aggressive optimization techniques that observe and adapt the
execution dynamically, either by doing just-in-time compilation [5] or by adapting the memory management
strategies at runtime [90, 91]. For all these reasons Virtual Machines are highly-complex engineering pieces,
often handcrafted by experts, that mix state-of-the-art compilation techniques with complex memory manage-
ment that collaborate with the underlying operating systems and hardware. However, besides some well-known
techniques that are published in research venues, most knowledge and technology around virtual machines
are highly concentrated in large companies such as Microsoft, Google, and Oracle, making Virtual Machine
construction difficult, and experiments difficult to reproduce and replicate.

Language VMs present many multidisciplinary scientific challenges that appear at the intersection of
fields such as hardware, system software, compiler, and software language engineering. This document aims
to give a brief overview of the current challenges the VM community faces. To keep this document short,
we selected remarkable challenges in managed execution, managed memory, performance evaluation, software
engineering and security.

2 Challenges in Managed Execution

VMs achieve balance speed with portability by having a mixed-mode execution that combines interpretation
techniques with dynamic compilation (a.k.a. JIT compilation). Peter Deutsch introduced in his seminal work
the idea of runtime binary translation for programming language implementations [22], where code is dyna-
mically compiled at runtime to remove interpretation overhead and expensive operations of object-oriented
languages such as message-sends are cached inline in machine code routines. It was not until a decade later
that Hölzle extended this work with adaptive optimizations [31] where dynamic translation takes advantage of
runtime information to apply standard compiler optimizations at runtime speculatively. Since then, adaptive
and speculative optimizations have been an important subject of research with a notable appearance of different
speculative compilation techniques such as runtime tracing [7, 75], speculative partial evaluation [100, 98, 99],
and lazy block versioning [20]. Although state-of-the-art Virtual Machines such as Google V8 [94], Oracle
HotSpot [67] and Microsoft CLR [60] achieve impressive execution performance for specific use cases, there
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are still open research questions that are fundamental for understanding the organization of such execution
engines :

Minimizing warm-up times. Speculations and adaptive optimizations require a warm-up phase to extract
runtime information and optimize accordingly. Current trends investigate how to optimize interpreters [45,
73, 77], how to minimize dynamic compilation times [46], and how to reuse speculative decisions on
subsequent executions [9, 97].

Understanding speculative compilation. Speculative compilation is based on the strong assumption that
runtime behavior stabilizes. Recently in 2017, Barrett et al. [8] showed that such stabilization does
not necessarily happen in most applications, producing under-performant compilations. This led to the
recent study of phased behavior : study the phases an application goes through during its execution and
would require different compilation and speculation schemas [42]. Moreover, speculative optimization uses
compilation heuristics that aim to be one-size-fits-all which are not suitable for all applications. Recent
work proposes the usage of machine learning approaches to learning application-specific optimization
heuristics online, considerably increasing warm-up times [59, 58].

Hardware and Operating System Integration. Several works explore the fusion between operating systems
and high-level language implementation technology to lift the security and safety properties of high-
level programming languages to operating system development [15, 82, 29]. Recent work has shown that
making operating systems aware of language virtual machines yields important optimization opportunities
by reusing JIT compiled code between applications, and reducing start-up and warm-up times [101, 43,
97]. In the same venue, recently researchers have explored how to lift hardware support to the programming
language runtimes and vice-versa [47, 89, 64].

3 Challenges in Performance Evaluation

Evaluating programming language implementations has faced since its beginning the problem of representa-
tivity. Programs used to evaluate performance, often called synthetic, do not illustrate real work-loads [79, 63].
The DaCapo benchmark suite [11] proposed in 2006 a series of programs aiming at representing typical Java
programs to evaluate language implementation (JVM) performance. These suites inspired others for languages
such as Scala [80], and Javascript and WebAssembly [71, 14]. Although these synthetic benchmark suites are
currently in use by language implementation researchers, they are still not considered representative of realistic
workloads, and state-of-the-art VMs such as V8 now deprecate their usage in favor of real applications [2].

Besides the programs used to evaluate language implementations, other issues arise from the used metho-
dologies : their reproducibility and significance. Indeed, benchmarking results suffer from non-determinisms
from hardware, operating systems, and multi-threaded environments. Georges et al. [28] proposed in 2007 a
statistically rigorous benchmarking methodology that has been in use for the last decade and a half. Recently in
2017 [8] the VM community discovered great flaws in such methodology and its derivates based on the wrong
assumption that application performance stabilizes in a steady state.

Finally, the other side of the benchmarking coin is the runtime profile and monitoring. While benchmarking
presents the execution results as a snapshot or a summary statistic, better understanding the performance
behavior of language implementations requires tools to observe their execution on-line. Most profiling tools
focus on application performance and provide little-to-none insights on language implementation behavior and
its impact on performance [78, 39, 53, 70]. Recent work proposes to expose the internals of Virtual Machines
to better understand the inter-relations of their different components [87], but mostly focus on their JIT
compilers [41, 93].

It is worth noticing that these challenges have been explored in the past for speed reasons. It is not until
recently that work started to evaluate also VM performance in terms of the consumption of energy [65] or
memory [4, 72].

4 Challenges in Memory Management

Automated memory management has been a topic of increasing interest and study since McCarthy’s seminal
work in the 60s [56]. Whether automatic or manual, the agreement is that memory management is crucial
to application performance due to its intricate relationship to hardware concerns, programming languages,
application development patterns, and new data-centric applications. Yet, understanding such relationships
remains an unresolved issue. The research community has recently barely been able to propose approximations
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of the cost of different memory management strategies [13] and shown that modern system performance is
dominated by cache misses [34].

Besides performance, memory management is still nowadays one of the biggest causes of bugs and vulne-
rabilities due to memory unsafety and corruption [49]. Data-oriented programming attacks [32] do not only
produce leaks of sensible data but also break program control flow integrity [3] allowing attacking disciplines
such as the so-called return-oriented programming [81].

Moreover, memory management research needs to adapt to the new hardware technologies that appear at a
great speed, such as disaggregated memory [10], GPUs [47], processor in memory [24], compressed memory [84],
non-volatile memory [48] and hybrid solutions [83]. It is still an open question whether the current programming
language abstractions adapt correctly to such technologies [55] or not.

5 Challenges in VM Software Engineering

Virtual Machines are complex pieces of engineering, used ubiquitously for personal, professional, and aca-
demic purposes. This ubiquity has raised the stakes in delivering quality implementations that achieve good
speed and strong security, and are able to quickly evolve and adapt to a changing world.

Recent work acknowledges that Virtual Machines construction incurs a high cost in practice [95] because
of the complexity and inter-dependence of its many components [54]. It is indeed a case where the whole
is more than the sum of its parts. Several work address VM construction with modular approaches [27, 40],
some targetting embedded systems [85] or dynamic reconfigurations [88, 51]. Recently it has been proposed to
re-use existing compilers in different scenarios to build multi-tier execution engines with minimal effort [38, 37].
Wimmer et al. argue that some components can be automatically generated up to some degree e.g., a compiler
from an interpreter [12, 99], an interpreter from a compiler [86]. However, these specifications are partial and
the generated artifacts present for example degradations in memory management in some cases [61]. Moreover,
the underlying technology lies in some cases under the control of private companies (e.g., Oracle Graal).

A hidden cost in VM construction is the verification of their functional properties (correctness) and non-
functional properties (speed, security). VM testing tasks have been traditionally approached with simulation
environments [92, 36, 57, 74] and Metacircular VMs [96]. However, reproducing bugs still remains an expensive
and time-consuming task because millions of instructions may need to be executed before hitting the actual
problem. Several works have explored the path of reducing the cost of testing through program fuzzing [19, 18,
102, 68], test generation [35], and test transplantation [50]. These solutions are subject to VM nondeterminisms
and require the availability of several execution engines as test oracles. Lately, interpreter-guided JIT compiler
unit testing has shown that we can leverage the multiple execution engines inside a single VM for both test
generation and testing oracle. However, it is still open how such an approach could be applied to coarse-grained
integration tests. Similar techniques have been proposed also to perform automatic performance evaluations,
either by the means of leveraging existing application test cases [23] or by doing microbenchmark generation [76].

6 Challenges in Security

VM complexity makes the VM runtime an interesting target for attackers, by either exploiting memory or
JIT compiler vulnerabilities. The Chromium Project found out that about 70% of their identified security bugs
were caused by memory safety violations [1]. Vulnerabilities in JIT compilers lead to code injection [16] or JIT
spraying attacks [17], often needing no more than a carefully written input program and knowledge of the JIT
compiler behavior.

Such security concerns raised recently awareness in the research community, which needs to respond with
solutions that increase the security of language runtimes without sacrificing their performance benefits. Ahead
of time verification of virtual machines has been explored for interpreters, sacrificing JIT compilation capabilities
altogether with their speculative optimizations [21]. Software isolation-based solutions make a primary focus
on fault-isolation [30, 6, 66, 33, 52], but largely restrain developers in the proposed programming model. Low-
cost hardware-based enforcement of fine-grained memory isolation has been an important research focus as
a countermeasure to the most advanced JIT attacks [62, 26, 69]. It comes in different forms, from memory
protection keys to hardware-enforced environments. Memory isolation splits the components of an application
with controlled communication and verified access to other resources. Some works based on the approach
developed in [44] propose to extend the instruction set in order to counter previously cited JIT-based attacks.
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7 Early Achievements

7.1 RMOD

Action Exploratoire AlaMVic. Since February 2021. Lead by G. Polito lead. AlaMVic explores new methods
for Virtual Machines construction to solve the high-cost of VM construction, joining together program-
ming language implementation, design, and engineering, using a holistic generative approach.

Interpreter-guided Differential JIT Compiler Unit Testing @ PLDI’22 . Novel automated testing approach
for virtual machines combining concolic meta-interpretation and differential testing of interpreters and
JIT compilers.

Interpreter Register Autolocalisation @ MoreVMs’22 . Automatic transformation to improve interpreter
performance without sacrificing code quality.

Ahead-of-time JIT Compiler Generation - In progress . RQ : Can we generate baseline JIT compilers
ahead-of-time using meta-interpretation techniques ?

JIT Compiler Static Code Reordering . RQ : Is code reordering worth it in a heuristic static setting without
profiling information ? Alternative to Pettis-Hansen basic block reordering.

7.2 Benagil

J-NVM @ SOSP’21. Efficient integration of persistent memory in a Java Virtual Machine.

PrivaDSL - In progress. Use of hardware-enforced isolation such as Intel SGX in a Java virtual machine.

VM Disaggregated Memory - In progress. Study of a Java virtual machine for disaggregated memory.

Language Support for Serverless Applications - In progress. A shell language and runtime for serverless
applications.

7.3 ENSTA Bretagne

Porting a JIT compiler to RISC-V : Challenges and Opportunities @ MPLR’22 . First works about Pharo
port on RISC-V architecture. Works with RMOD colleagues.

Protections against JIT Attacks - In progress. How JIT compilers can be secured using an extended ISA ?

RISC-V cores - In progress . Developing RISC-V modules to study custom Instruction Set Architecture (ISA)
extensions for JIT protection and other security related issues.
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[9] C. Béra, E. Miranda, T. Felgentreff, M. Denker, and S. Ducasse. Sista : Saving optimized code in
snapshots for fast start-up. In Proceedings of the 14th International Conference on Managed Languages
and Runtimes, pages 1 – 11, Prague, Czech Republic, Sept. 2017. ACM.

[10] S. Bergman, P. Faldu, B. Grot, L. Vilanova, and M. Silberstein. Reconsidering os memory optimizations
in the presence of disaggregated memory. In M. Lippautz and D. Chisnall, editors, Proceedings of the
2022 ACM SIGPLAN International Symposium on Memory Management, pages 1–14. ACM, June 2022.
2022 ACM SIGPLAN International Symposium on Memory Management, ISMMM 2022 ; Conference
date : 14-06-2022 Through 14-06-2022.

[11] S. M. Blackburn, R. Garner, C. Hoffmann, A. M. Khang, K. S. McKinley, R. Bentzur, A. Diwan, D. Fein-
berg, D. Frampton, S. Z. Guyer, M. Hirzel, A. Hosking, M. Jump, H. Lee, J. E. B. Moss, A. Phansalkar,
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[57] E. Miranda, C. Béra, E. G. Boix, and D. Ingalls. Two decades of smalltalk vm development : live vm
development through simulation tools. In Proceedings of International Workshop on Virtual Machines
and Intermediate Languages (VMIL’18), pages 57–66. ACM, 2018.

[58] R. Mosaner, D. Leopoldseder, W. Kisling, L. Stadler, and H. Mössenböck. Compilation forking : A fast
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