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Key Points:25

‚ Closing total energy budgets in ESMs without ad hoc fixers is a monumental task.26

‚ Largest errors are from missing processes/terms, thermodynamic inconsistencies27

and dynamical core.28

‚ Further research is needed on conservative discretizations, unified thermodynam-29

ics and missing processes.30
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Abstract31

This paper provides a comprehensive derivation of the total energy equations for the at-32

mospheric components of Earth system models (ESMs). The assumptions and approx-33

imations made in this derivation are motivated and discussed. In particular, it is em-34

phasized that closing the energy budget is conceptually challenging and hard to achieve35

in practice without resorting to ad hoc fixers. As a concrete example, the energy bud-36

get terms are diagnosed in a realistic climate simulation using a global atmosphere model.37

The largest total energy errors in this example are spurious dynamical core energy dis-38

sipation, thermodynamic inconsistencies (e.g. coupling parameterizations with the host39

model) and missing processes/terms associated with falling precipitation and evapora-40

tion (e.g. enthalpy flux between components). The latter two errors are not, in general,41

reduced by increasing horizontal resolution. They are due to incomplete thermodynamic42

and dynamic formulations. Future research directions are proposed to reconcile and im-43

prove thermodynamics formulations and conservation principles.44

Plain Language Summary45

Earth System Models (ESMs) have numerous total energy budget errors. This ar-46

ticle establishes the governing total energy equations for large-scale ESMs and assesses47

the energy budget errors in real-world simulations in a widely used climate model. To48

move towards a closed energy budget in ESMs, further research on total energy conserv-49

ing discretizations (in the dynamical core), unified thermodynamics (through thermo-50

dynamic potentials/conserved variables) and missing processes is paramount. This re-51

search is especially important since some of the energy budget errors will not improve52

with higher spatial resolution and may even get worse.53

1 Introduction54

Earth system models (ESMs) are extremely complex, and represent a wide range55

of physical processes in separate component models (atmosphere, ocean, land surface,56

sea ice). In addition, each component has separate sub-modules that compute the effect57

of unresolved physical processes, such as cloud microphysics and radiation in atmosphere58

models. The Navier–Stokes equations that serve as the foundation for the ESMs used59

for climate change projections satisfy conservation laws for mass, energy, and momen-60

tum. These conservation laws, combined with the second law of thermodynamics, im-61

pose key constraints on the climate system. It is believed that accurate satisfaction of62

these constraints is critical for the integrity of long-term climate change simulations.63

In practice, satisfying such constraints is complicated. Discretisation schemes tend64

to introduce aliasing errors, phase errors, unphysical modes, and spurious extrema. These65

errors may introduce spurious sources and sinks of energy, erroneous spectral transfers66

between energy modes, make positive definite concentrations negative etc. Some numer-67

ical schemes and generalized vertical coordinates require interpolation, which may pro-68

duce similar errors.69

The use of certain physical approximations (such as the anelastic or Boussinesq ap-70

proximations) alter the form of the conserved energy quantities and thermodynamic po-71

tentials in (sometimes) subtle ways that need to be properly understood to avoid the in-72

troduction of spurious sinks and sources. Understanding how to endow such approxima-73

tions with consistent energetics and thermodynamics is relatively recent, but has been74

progressing rapidly over the past decade, e.g., Ingersoll (2005), Pauluis (2008), Young75

(2010), Tailleux (2012), Brown et al. (2012), Vasil et al. (2013) and Dewar et al. (2016).76

Many of these advances, however, have yet to be widely adopted in ESMs. Additionally,77

the fact that physical parameterisations are developed independently may mean that dif-78

ferent components of a model rely on inconsistent approximations for constants or con-79
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served quantities. For example, until quite recently NCAR’s Community Atmosphere80

Model (CAM, Neale et al., 2010) used a total energy formula that was inconsistent with81

the sigma-pressure vertical coordinate (Williamson et al., 2015). Another example is when82

a physics subgrid scale model assumes that a certain quantity is conserved (e.g. heat based83

on liquid water potential temperature, θl) while the atmosphere model is expecting an-84

other quantity to be conserved (e.g. enthalpy). These sorts of inconsistencies can eas-85

ily arise if the choices made by each sub-module, or component as a whole, are not doc-86

umented and coupled consistently.87

Another source of energy errors is that different components of an ESM often op-88

erate on different temporal scales and are coupled asynchronously. This may produce89

spurious energy transfers. Also, the fact that models cannot resolve scales below the model90

grid scale means that assumptions have to be made about the energy transfers between91

the resolved and unresolved motions. The physical validity of these assumptions is hard92

to assess, although emerging literature is making significant strides towards a better and93

more physical understanding of grid and sub-grid scale coupling (e.g., Gassmann & Her-94

zog, 2015). The basic problem is that dissipative processes occur at the viscous scale which95

cannot be resolved with a finite grid size. Hence, energy propagates from resolved to un-96

resolved scales (or vice versa) and is no longer visible to the resolved dynamics. It is there-97

fore by no means straightforward to represent physically correct energy transfers. It is98

likely that designing prognostic sub-grid models that are coupled consistently with the99

resolved-scales is the only way to ensure physically realizable energy transfers for more100

complicated wave interactions.101

Numerical dissipation, which is commonly used to stabilize fluid flow solvers, can102

produce physically unrealizable solutions. By physically unrealizable we mean that the103

second law of thermodynamics is not satisfied (i.e. there is “unphysical” up-gradient mix-104

ing). If one argues that the second law should be satisfied for numerical dissipation op-105

erators, then they must be positive definite. This is, for example, not the case for stan-106

dard hyperdiffusion operators, but is true for carefully implemented Smagorinsky type107

(second-order) diffusion (Becker, 2001; Becker & Burkhardt, 2007; Schaefer-Rolffs & Becker,108

2018)109

Even though they continue to neglect the complications of grid/sub-grid scale cou-110

pling, research groups studying the Earth’s energy imbalance using observations and re-111

analysis products have started developing advanced energy equations that include, for112

example, enthalpy fluxes associated with precipitation (Mayer et al., 2017; Trenberth &113

Fasullo, 2018; Kato et al., 2021). The global modeling community has been lagging be-114

hind in terms of incorporating these processes in their modeling systems. Kato et al. (2021)115

noted116

When models are constrained by ToA (Top of Atmosphere) radiation data prod-117

ucts, models that conserve energy and water mass do not match an observed global118

mean precipitation rate (e.g. Held et al., 2019) because of, in part, the existence119

of a significant energy balance residual when satellite energy flux products are in-120

tegrated.121

Hence it is clear that even though the energy budget is closed, in part by using energy122

conserving formulations or the use of energy fixers where energy consistency is not pos-123

sible, the energy balance still suffers from significant errors (Kato et al., 2011; L’Ecuyer124

et al., 2015). The causes of these errors are largely unknown, but are observed to be large125

over tropical oceans (Loeb et al., 2014; Kato et al., 2016; Harrop et al., 2022). Further-126

more, Lucarini and Ragone (2011) analyzed pre-industrial simulations from a wide range127

of IPCC climate models, and found that most climate models featured biases of the or-128

der of 1 W/m2 for the net global and the net atmospheric, oceanic, and land energy bal-129
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ances. They concluded that these imbalances are partly due to imperfect closure of the130

energy cycle in the fluid components.131

As a result of these problems, demonstrating that ESMs are physically consistent132

is an enormously complicated problem that requires a holistic view and wide expertise133

that most individual scientists do not possess. In October 2019 we organized a week-long134

workshop at the Banff International Research Station (BIRS) in order to address some135

of these big-picture fundamental issues related to ESMs (BIRS, 2019). We brought to-136

gether scientists involved in developing operational and research atmosphere models, physics137

packages, ocean models and couplers. Our meeting did not include representatives of the138

land surface and sea ice modeling communities, although they are clearly important. Par-139

ticipants included developers for the MOM6 (Adcroft et al., 2019), CROCO (Hilt et al.,140

2020) and NEMO (Madec et al., 2019) ocean models, the Community Atmosphere Model (CAM,141

Neale et al., 2010) which is part of the Community Earth System Model (CESM, Dan-142

abasoglu et al., 2020) from the National Center for Atmospheric Research (NCAR), the143

Energy Exascale Earth System Model (E3SM) (Golaz et al., 2019), the DYNAMICO (Dynamical144

Core on Icosahedral Grid), Dubos et al., 2015), the Unified Model (Walters et al., 2017),145

LFRic (S. Adams et al., 2019; Melvin et al., 2019) and ICON-IAP (Icosahedral Nonhy-146

drostatic model at the Institute for Atmospheric Physics, Gassmann, 2013) atmosphere147

models, and the CLUBB (Cloud Layers Unified By Binormals) parameterization of tur-148

bulence and clouds in the atmosphere (Larson, 2017). Participants also included devel-149

opers of Adaptive Mesh Refinement (AMR) methods for geophysical flows via the CHOMBO150

library (M. Adams et al., 2019; Ferguson et al., 2016, 2019) as well as WAVETRISK (Dubos151

& Kevlahan, 2013; Kevlahan & Dubos, 2019). Since the group was deliberately hetero-152

geneous, the workshop began with a series of overview talks on each component (atmo-153

sphere, ocean, physics, couplers). This ensured that all participants started from a com-154

mon knowledge base for each component. In addition to reviewing the basic structure155

and assumptions of each component, overview talks considered specific topics such as156

total energy errors in dynamics, energy conversion and internal entropy production, en-157

ergy conservation in cloud and turbulence parameterizations, and ocean-atmosphere cou-158

pling.159

The goals of the workshop were to identify the most important fundamental ques-160

tions related to energy conservation in each component/sub-module and in the coupled161

system, and to propose prioritized future directions of research. We also decided to make162

some specific recommendations for best practices which take into account all components163

of ESMs. These classifications and recommendations were developed through extensive164

focused discussions involving all workshop participants during and after the workshop.165

With such a broad interdisciplinary group, it was challenging to assemble a coherent man-166

uscript, and many iterations were necessary to produce this version. At an early stage167

we decided to focus on the atmosphere component, leaving out very important discus-168

sions on other components in the Earth system. Attempting to write a paper encompass-169

ing all components and discussions during the workshop would require leaving out im-170

portant details that are paramount for understanding the complexity of energy budgets171

in ESMs. Also, any attempt at a “unified discussion” of energetics of all components would172

lead to a paper written at an undesirably high level of mathematical abstraction.173

A first step towards a more accurate and comprehensive closure of energy budgets174

in ESMs is to formulate comprehensive energy equations and diagnose the different terms175

involved in the energy budget. In the spirit of reaching the broader modeling commu-176

nity, we have chosen to start with well-known large-scale equation sets (and associated177

assumptions) and then add complexity incrementally. Please note that this paper focuses178

on documenting possible sources of energy non-conservation, raising awareness about all179

the problems that may arise, as well as providing suggestions on how to address some180

of the issues identified. Hence, this paper is by no means an exhaustive analysis of the181
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overall problem, but rather an attempt at assembling the building blocks of a future, more182

general, approach.183

The paper is structured as follows:184

‚ Theoretical energetics/budgets (Section 2)185

First, the total energy equations for traditional (large-scale) climate models are186

derived. We start with the dry hydrostatic primitive equations (HPE) and grad-187

ually increase the thermodynamic complexity by first adding water vapor and then188

condensates to the HPE. Special attention is given to the derivation of enthalpy189

terms (and associated reference states), latent heat terms and surface flux terms.190

For these models, a detailed explanation of the approximations made in large-scale191

models can be included rigorously. An in-depth discussion is included of surface192

fluxes and the complications arising due to falling precipitation and/or water en-193

tering the atmosphere using a single-component fluid approach.194

‚ Energy budget errors of a climate model (Section 3)195

After deriving the theoretical energy budget, we use the NCAR CAM climate model196

to estimate the magnitude of various terms in the total energy equation. This ex-197

ample highlights which energy terms are important and illustrates why it is dif-198

ficult to close energy budgets when using the assumptions that are standard for199

large scale models (e.g. that all components of air have the same temperature).200

‚ Other energy budget errors (Section 4)201

In addition to the energy budget errors and imbalances discussed in Section 3, we202

discuss the following additional energy errors:203

– Numerical truncation energy errors in dynamical cores (adiabatic).204

– Physics–dynamics coupling errors due to spatial and temporal discretization er-205

rors. This excludes inconsistencies at the level of the continuous equations.206

– Thermodynamic inconsistency energy errors:207

˚ As an illustration we discuss a specific example in some detail: coupling the208

CLUBB cloud parameterization package with the CAM climate model.209

˚ Mass “clipping” errors and energy210

˚ Thermodynamic and vertical coordinate inconsistencies between dynam-211

ical core and parameterizations212

‚ Summary and future directions (Section 5)213

We end by summarizing the various energy budget imbalances discussed in this214

paper. This provides an opportunity to rank these errors in order of importance,215

and suggests where advances need to be made to reduce energy imbalances in a216

large-scale (traditional) climate model setting.217

Since the workshop participants also include experts in cutting edge mathemat-218

ical areas that could lead to major advances in developing more energetically con-219

sistent models, we take the opportunity to provide accessible introductions to these220

new approaches. These include:221

– Geometric mechanics formulations for Geophysical Fluid Dynamics222

(GFD)223

A framework for deriving energy conserving equation sets beyond the hydro-224

static primitive equations is given in Section 5.2.1.225

– Structure-preserving discretizations226

Strategies for eliminating or reducing energy discretization errors in the fluid227

flow solver (i.e. the dynamical core) using mimetic discretizations.228

– Thermodynamic Potential229

Section 5.2.3 introduces the concept of a thermodynamic potential in some de-230

tail. While the use of thermodynamic potentials is standard in the ocean com-231

munity, due to the more complex equation of state for seawater (TEOS-10 stan-232

dard; http://www.teos-10.org/), thermodynamic potentials are less commonly233
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used by the atmospheric community. The thermodynamic potential can be used234

to ensure thermodynamic consistency in modeling systems.235

Several discussions and details have been moved from the main text to Appendices, with236

the intention of a better flow of the discussions in the main text. These Appendices in-237

clude comprehensive detail and we hope they will serve as a standard reference for ex-238

pert readers. The Appendices are:239

A. A note on averaging: unresolved and unrepresented total energy. This is a huge,240

complicated and immensely important subject. Although it is not tackled in this241

paper, we feel it is important to introduce the reader to this subject.242

B. Derivation of the single-fluid energy equation and energy conservation equation243

in the primitive equation set with a generalized vertical coordinate in the presence244

of mass sources. A detailed derivation of local energy equations for a single-fluid245

is given. Among other things, this Appendix serves the purpose of discussing how246

the geopotential and internal energy terms are converted into surface geopoten-247

tial and enthalpy terms. The two pairs can not be conflated. Their relationship248

to the surface fluxes is also presented.249

C. Enthalpy and energy formulas using different reference states. The energy formu-250

las can be derived using different reference states and different communities tend251

to use different reference states. For completeness, we include the energy formu-252

las using all possible reference states. The Appendix is divided into several sub-253

sections: (B1) Partial specific enthalpies for different reference states, (B2) Sur-254

face enthalpy flux, and (B3) Final energy equations with different reference states.255

D. Ocean enthalpy fluxes. A brief discussion of the enthalpy boundary condition be-256

tween atmosphere and ocean as well as their associated complications.257

E. Mechanical dissipation of kinetic energy and resultant heating. The momentum258

exchange between the atmosphere and ocean is intriguing since it is not a mate-259

rial energy flux. The ocean and atmosphere exert mechanical work on each other260

through a stress tensor, but there is no transfer of kinetic energy via a flux. The261

energetics of that problem is discussed in some detail.262

F. Use of the barycentric velocity as a basis for consistently representing the frictional263

dissipation of rain in atmospheric models. Large-scale models have many miss-264

ing processes associated with water entering and leaving the column. One miss-265

ing process is the frictional heating of falling precipitation, which can be repre-266

sented using the barycentric velocity framework. This is not explicitly discussed267

in the literature and so we add a discussion on this approach in this Appendix.268

G. CAM setup. Details of the climate model setup we are using in this paper to as-269

sess the magnitude of different terms in the energy equation.270

H. Sponge-layer diffusion and frictional heating. This Appendix supports the discus-271

sion of sponge layers and energetics.272

I. List of symbols appearing more than once in the main text to help the reader through273

the many equations.274

2 Theoretical energetics and energy budgets275

From a modeling perspective an ESM is a collection of components (atmosphere,276

ocean, sea ice, land surface, . . . ) that are coupled so that they exchange energy. The up-277

per boundary of an ESM is the top of the atmosphere component and the lower bound-278

ary is either the sea floor or the lower boundary of the land component (see Figure 2).279

From first principles the Earth’s total energy budget should be closed, meaning that the280

change in total energy of the Earth system, B
Bt

˝
ρpallqpEesmqdV is balanced by the flux281

of total energy through the upper (F ptopq) and lower boundary (F pbottomq) of the Earth282
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ToA
Top of Atmosphere 

Ztop

Hbot

SEA-ICE MODEL

OCEAN MODEL

Grassland

Canopy

ToA Radiation Fluxes

Geothermal
Heating

Ocean bottom

Bedrock

Z0

WAVE MODEL

LAND 
MODEL

Calm seas

ATMOSPHERE  MODEL

Wavy seas Sea-ice

Hbot

Z0

Ztop

Tidal 
Energy

Vertical extents of the modeled Earth System (ToA to Hbot , black); and of its component models 
of the Atmosphere (Ztop to Z0, red); the Ocean (surface, H0 to bottom, Hbot , blue); the Land 
(Z0 above ground to bedrock, Hbot; floating Sea-ice (grey); Land-ice (orange) and Surface Waves 
(purple). The external energy fluxes are Radiation, Geothermal and Tidal. 

Ground
H0

LAND-ICE 
MODEL

Ice sheet

Bedrock
Hbot

Figure 1. Vertical extents of the modeled Earth System (ToA to Hbot , black); and of its

component models of the Atmosphere (Ztop to Z0, red); the Ocean (surface, H0 to bottom,

Hbot, blue); the Land (Z0 above ground to bedrock, Hbot); floating Sea-ice (grey); Land-ice

(orange) and Surface Waves (purple). The external energy fluxes are Radiation, Geothermal and

Tidal.

system, i.e.283

B

Bt

˚
ρpallq pEesmq dV “ ´

‹
top

F ptopqesm dA`

‹
bottom

F pbottomqesm dA. (1)284

where ρpallq is the total density (defined in detail later). Here, the direction of the fluxes285

is defined positive upwards. The subscript esm refers to ESM. The upper boundary flux286

of energy F ptopq is the net radiative flux at the atmosphere model top. The lower bound-287

ary flux will either be the lower boundary flux in the ocean, land or ice component de-288

pending on geographical location. The flux could be due to geothermal heating or tidal289

energy (over ocean).290

The total energy of the ESM, Eesm, can be divided into atmosphere (1atm1), ocean291

(1ocn1), etc. components C “ p1atm1,1 ocn1, ...q292

B

Bt

˚
ρpallq pEesmq dV “

ÿ

`PC

B

Bt

˚
ρpallqE` dV, (2)293

with energy fluxes exchanged between the components (that cancel out) and outer bound-294

aries of the domain (that do not cancel out). For the atmosphere, the energy budget equa-295

tion can be written as296

B

Bt

˚
ρpallq pEatmq dV “ ´

‹
F ptopqatm dA`

‹
F pbottomqatm dA, (3)297

where F pbottomqatm “ F ptopqocn is the energy flux from the ocean into the atmosphere (for ex-298

ample, energy fluxes associated precipitation and evaporation). In this paper we do not299

consider land and ice components, but their energy fluxes at the interface with the at-300

mosphere are part of equation (3). For the ocean the energy equation can be written as301

B

Bt

˚
ρpallq pEocnq dV “ ´

‹
F ptopqocn dA`

‹
F pbottomqocn dA, (4)302
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where as before the upward flux F ptopqocn “ F pbottomqatm . Again, there are additional terms303

in (4). For example, energy fluxes from the land to the ocean (such as fresh water fluxes)304

are not discussed here. In most models the fluxes do not exactly match, as discussed in305

Section 3.306

The total energy conserved by the governing equations of motion and associated307

thermodynamics is referred to as the fluid equations of motion energy , Efeom. The fluid308

equations of motion and the thermodynamics are usually approximated. For example,309

the fluid equations of motion may make the hydrostatic assumption, which means that310

the total energy of the system Eatm includes energy associated with motions neglected311

in the fluid equations of motion (e.g. non-hydrostatic motion, breaking gravity waves and312

turbulence). Other simplifications in the fluid equations of motion could include neglect-313

ing individual momentum equations for hydrometeors, and making the single temper-314

ature assumption, so that all components of moist air have the same temperature. There-315

fore, the total energy for the atmosphere may be divided into the energy associated with316

the fluid equations of motion and the energy associated with all motions and processes317

(such as radiation) not represented in the fluid equations of motion, Eother318

Eatm “ Efeom ` Eother. (5)319

Alternatively, one could describe Eother as unrepresented energy, as it is not rep-320

resented in the fluid equations of motion and their associated thermodynamics. We ob-321

viously do not have an exact expression for Eother. However, some parameterizations in-322

clude approximations for the energies associated with some of the processes that we know323

must be in the true unrepresented energy Eother. As models are run at higher and higher324

resolutions, and use less approximated equation sets and associated thermodynamics,325

more and more processes are being represented in the fluid equations of motion energy326

rather than in the “other” category.327

In addition to this prior argument for the continuous equation of motion, there is328

an even more complex problem. It is not possible to run ESMs at the small scales nec-329

essary to resolve all fluid and physical processes. We must therefore homogenize (i.e. av-330

erage) processes smaller than about 50–100 km in operational climate models, and roughly331

0.5–3 km for cutting edge convection-permitting global models. In particular, the small-332

est energetic turbulent scales of motion are Op10´3q m, which means that the energy E333

will always have both a resolved and an unresolved component334

Eatm “ Epresq ` Epunresq. (6)335

Things now become complicated and less well understood. Since this topic, though im-336

mensely important, is not the main focus of this paper, a (brief) discussion of the treat-337

ment of resolved and unresolved scales is provided in Appendix A. Henceforth, we will338

focus mainly on the unaveraged energy equations and only, when necessary, distinguish339

between resolved and unresolved scales (e.g. when discussing frictional heating and sub-340

grid-scale energy reservoirs).341

2.1 Unaveraged total energy equations: Atmosphere Efeom342

The energy Efeom associated with the governing equations of motion is the energy343

of a fluid subject to gravity and rotation:344

Efeom “ K ` U ` Φ. (7)345

The various equation sets discussed below have different expressions for kinetic energy346

K, internal energy U and geopotential Φ, which depend on the particular assumptions347

made and the choice of thermodynamics. Commonly made assumptions for geophysi-348

cal fluid models are both geometric (traditional shallow-atmosphere, spherical-geoid) and349

–8–



A
cc

ep
te

d
 A

rt
ic

le

This article is protected by copyright. All rights reserved.  

 

 

 

 

 

 

 

manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

dynamical (quasi-hydrostatic, Boussinesq). In what follows, our emphasis will be almost350

entirely on the form of internal energy U and the associated thermodynamics, since this351

is usually the place where significant approximations are made. It is also where incon-352

sistency is easily introduced. An important assumption we will always make is that of353

local thermodynamic equilibrium, which ensures that mean fluid quantities such as tem-354

perature and pressure are well-defined.355

It is important to note here that in this section we discuss the total (conserved)356

energy for a given set of assumptions (e.g. hydrostatic, shallow atmosphere) for the fluid357

part of the atmosphere. If we consider only reversible dynamics, total energy in fact de-358

fines the associated processes that occur in the fluid (through the Lagrangian/Hamiltonian359

formulation). However, this same energy is also conserved if we introduce irreversible dy-360

namics, which is a new set of processes, but with the same energy. For example, both361

the compressible Euler (inviscid) and compressible Navier–Stokes–Fourier equations (vis-362

cous) conserve the same total energy. However, the Navier–Stokes–Fourier equations have363

additional terms describing the irreversible (viscous) processes. This distinction is im-364

portant since we are interested in physics-dynamics coupling, which necessarily involves365

both reversible and irreversible dynamics.366

A formal general derivation of the energy conservation equations for the primitive367

equations is given in Appendix B. Here we take a more constructive approach, for di-368

dactical purposes and for application to special cases.369

We start by defining the energy for the atmosphere component Efeom for commonly370

used equation sets. The energy formulae are for the non-averaged equations applying to371

all scales.372

2.1.1 Total energy of the dry primitive equations373

Many ESMs make use of the primitive equations on the sphere (essentially the Navier–374

Stokes equations in the hydrostatic and shallow atmosphere limits). We refer to this equa-375

tion set as the hydrostatic primitive equations (HPE). The corresponding total energy376

is well-established in text books and the literature377

Efeom “ K ` U ` Φ, (8)378

(e.g. Kasahara, 1974) where K is horizontal specific kinetic energy ( 1
2~v ¨ ~v where ~v is379

the horizontal velocity), U is the specific internal energy and Φ is the geopotential. Spe-380

cific total energy K ` U ` Φ differs from that of a non-hydrostatic flow (obeying the381

standard Euler or Navier–Stokes equations) only in that vertical kinetic energy does not382

contribute. In the commonly used shallow atmosphere approximation Φ “ gz where383

g is the (constant) gravitational acceleration. Note that there is an arbitrary choice of384

reference for the geopotential. The common reference for z is mean sea-level so that z385

is elevation above sea level.386

To begin, let us consider a single phase, single component fluid, i.e. the dry atmo-387

sphere. Dry air is actually a mixture of many different gases, but it is assumed to have388

constant concentrations of each component, same temperature and velocity and thus is389

referred to as a single-component fluid.390

For an ideal perfect gas the internal energy (up to a constant reference discussed391

later) is given by392

U pdq “ cpdqv T, (dry air = ideal perfect gas), (9)393

where c
pdq
v is the specific heat at constant volume for dry air. We note that the termi-394

nology “specific heat capacity” in the physics literature is typically used to indicate an395

extensive quantity (amount of heat energy required by a substance to raise its temper-396

ature by 1K) whereas “specific heat” is an intensive quantity (amount of heat energy397
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required by a unit of mass of a substance to raise its temperature 1K); the meteorolog-398

ical literature is not always consistent with this terminology.399

The energetics of the dry primitive equations should be unambiguous. However,400

we will highlight several sources of widespread ambiguities that arise even for these sim-401

ple equations.402

Ambiguity 1: It should be noted that specifying how U depends on T does not403

fully determine the thermodynamics used by the atmospheric model. In general, U is404

not a function of temperature alone. However, even when it is, the relationship U “ UpT q405

must be complemented by extra information, such as the perfect gas law406

p “ ρpdqRpdqT, (10)407

where Rpdq ” kB{Mpdq (kB is the Boltzmann constant, Mpdq is the molar mass of dry408

air). This can be avoided if (specific) internal energy is regarded as a function of (spe-409

cific) volume and (specific) entropy, in which case it is a thermodynamic potential that410

contains all information needed for the thermodynamics of the atmospheric fluid. This411

approach is developed further in subsection 5.2.3.412

Ambiguity 2: Depending on the type of boundaries and the boundary conditions,413

total energy might not be conserved. Typically, in the atmosphere we assume a rigid lower414

boundary and either a rigid (constant-height) or a pressure top upper boundary. In the415

case of a rigid upper boundary, total energy will be conserved up to boundary fluxes, with416

the following expression417

B

Bt

˚
”

K ` cpdqv T ` Φ
ı

ρpdqdAdz “ 0, zt constant (11)418

(Kasahara, 1974) where dA “ r2 cosϕdλdϕ is an infinitesimal surface area element, zt419

is the height at the model top and ρpdq is the mass of dry air per unit volume of air (i.e.420

density). However, in the case of a pressure top, total energy is not conserved, even in421

the case of no boundary fluxes. Instead, the fluid exchanges energy with the environment422

through the motion of the upper surface. There is a conserved quantity (up to bound-423

ary fluxes), sometimes referred to as the total enthalpy, given by424

B

Bt

˚
”

K ` cpdqv T ` Φ
ı

ρpdqdAdz `
1

g

B

Bt

¨
ptΦtdA “ 0, pt constant (12)425

(Kasahara, 1974), where p
pdq
t is the (dry) pressure at the model top and Φt is the geopo-426

tential height at the model top. The additional term accounts for the work done by the427

moving pressure top. Finally, (12) can be integrated by parts to yield428

B

Bt

˚
”

K ` cpdqp T ` Φs

ı

dA
dppdq

g
“ 0, pt constant. (13)429

where surface geopotential is Φs “ gzs for shallow atmosphere approximation, zs is sur-430

face height, and c
pdq
p is the specific heat at constant pressure for dry air. For a detailed431

derivation and discussion on the derivation of (13) see Appendix B1.432

Apart from differences in the top boundary condition, a widespread ambiguity is433

that it is tempting to regard K`c
pdq
p T`Φs as total energy per unit mass in (13). This434

is incorrect for several reasons:435

‚ The definition of energy per unit mass, or local energy, must include a term for436

internal energy, but specific enthalpy, which in the particular formulation above437

equals438

hpdq “ cpdqp T, (enthalpy; ideal gas) (14)439

is not a substitute for the internal energy. More generally,440

hpdq “ U pdq ` αpdqppdq, (15)441
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where αpdq is the specific volume of dry air.442

‚ The transformation that allows one to use hpdq instead of U pdq under the integral443

in (13) is possible only for the HPE with specific boundary conditions. Modify-444

ing the boundary conditions or the specific assumptions underlying the HPE in-445

validates this transformation. For instance, this transformation is not valid for deep-446

atmosphere equations, or shallow-atmosphere based non-traditional quasi-hydrostatic447

equations. However, depending on the upper boundary condition used either (11)448

or (12) will hold.449

We will largely ignore these complications, however, and use (13) as our total energy ex-450

pression in this section.451

Ambiguity 3: The energy flux is NOT proportional to the energy density! For452

tracer transport, for example, a material quantity ψ is transported, and the flux of ψ is453

equal to ψ times mass flux so that the transport equation reads: B
Bt pρψq “ ´∇¨p~vρψq.454

It is tempting to do the same with specific energy Efeom. This is, however, incorrect.455

The local energy density456

ρpdq
”

K ` cpdqv T ` Φ
ı

, (total energy density) (16)457

is not modified only by its flux, but also by the work exerted by pressure forces. The flux458

of energy therefore is not
”

K ` c
pdq
v T ` Φ

ı

times the mass flux. The flux divergence is459

∇ ¨
!

~vρpdq
”

K ` cpdqp T ` Φ
ı)

, (kinetic, geopotential, enthalpy flux) (17)460

(see, e.g., the total energy equations for various vertical coordinates (5.8), (5.15), (5.18)461

that all have the same energy flux term in Kasahara, 1974). A manifestation of this point462

is that waves can transfer energy without transferring mass. These relations are com-463

pletely general and do not hold just for the primitive equations, but also for non-hydrostatic464

or deep-atmosphere flows for example. Also, note that K ` c
pdq
p T `Φ is the Bernoulli465

function; without the specific kinetic energy term the Bernoulli function is the dry static466

energy!467

Ambiguity 4: When using a pressure-based vertical coordinate system where we468

have just pointed out that the integrand in the energy equation (13) is not local energy469

density, one may ask why most physics packages are formulated in terms of constant pres-470

sure and, if conserving energy, use (13)? The reason is that enthalpy is commonly used471

to redefine the first law of thermodynamics:472

dU pdq “ ´ppdqdαpdq ` dQ, (1st law of thermodynamics) (18)473

where Q is heating per unit mass. From (15) and substituting (18) it is observed that474

for enthalpy we have475

dhpdq “ dU pdq`d
´

αpdqppdq
¯

“ dU pdq`αpdqd
´

ppdq
¯

`ppdqd
´

αpdq
¯

“ αpdqd
´

ppdq
¯

`dQ. (19)476

Hence we see that when pressure is constant and there is no heating dQ “ 0 then en-477

thalpy is conserved (Vallis, 2006). This simplifies conservation of energy during phase478

transitions (once the definition of enthalpy is extended to include water). Since the to-479

tal energy in the formulation (13) includes only boundary terms that do not change un-480

der the constant pressure assumption, using enthalpy as the conserved thermodynamic481

variable automatically conserves total energy of the model.482

Aside: Using (18) the prognostic thermodynamic equation used in models can be483

written in an “internal energy form” (heating under constant volume)484

DU

Dt

pdq

“
DQ

Dt

ˇ

ˇ

ˇ

ˇ

c
pdq
v T

´ ppdqαpdq
ˆ

∇ ¨ ~v ` Bw
Bz

˙

, (constant volume) (20)485
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where we have used that486

Dα

Dt

pdq

“
D

Dt

ˆ

1

ρpdq

˙

,487

“ ´
1

`

ρpdq
˘2

Dρ

Dt

pdq

,488

“
1

ρpdq

ˆ

∇ ¨ ~v ` Bw
Bz

˙

, since
Dρ

Dt

pdq

“ ´ρpdq
ˆ

∇ ¨ ~v ` Bw
Bz

˙

,489

“ αpdq
ˆ

∇ ¨ ~v ` Bw
Bz

˙

,490

and where w is vertical velocity and D{Dt “ B{Bt ` ~v ¨ ∇ ` w B
Bz . Or the prognostic491

thermodynamic equation can be written in an “enthalpy form” (heating under constant492

pressure)493

Dh

Dt

pdq

“
DQ

Dt

ˇ

ˇ

ˇ

ˇ

c
pdq
p T

` αpdqωpdq, (constant pressure) (21)494

using (19) and ωpdq ” Dppdq{Dt.495

Henceforth, unless otherwise stated, we will assume a pressure-based vertical co-496

ordinate, η, with the common assumption of constant pressure at the top boundary.497

First, we remark that with a pressure-based vertical coordinate, the energy equa-498

tion can be written more generally in terms of specific enthalpy, U pdq`ppdq{ρpdq, which499

for an ideal perfect gas (up to a constant reference) is500

hpdq ” U pdq ` ppdq{ρpdq “ cpdqp T, (ideal gas). (22)501

i.e. (13) can be written as502

B

Bt

˚
ρpdqEfeomdV “

B

Bt

˚
ρpdq

ˆ

K ` hpdq ` Φs

˙

dAdz, (23)503

where we integrate with respect to ρpdqdz despite using a pressure-based vertical coor-504

dinate. The reason for using ρpdqdz is to avoid the ambiguity of using p as a mass inte-505

gration variable. In addition to the differences associated with the hydrostatic and non-506

hydrostatic approximations, p could either include or exclude all water, or all condensed507

water, or precipitating water etc. It seems better to avoid that ambiguity and extra com-508

plication by explicitly integrating over vertical length times all the relevant densities.509

Large-scale models will include, at least, the gas phase of water (i.e. water vapor)510

in its equations of motion and thermodynamics in addition to dry air. Many readers will511

likely view this as a solved or trivial problem. However, this seemingly modest increase512

in complexity leads to significant energy inconsistencies in many current large-scale mod-513

els (due to using the heat capacity for dry air also for water vapor).514

2.1.2 Total energy of the primitive equations for moist gas (dry air and515

water vapor)516

Most large-scale models make the following assumptions:517

‚ Temperature assumption: Assumes that all constituents of the fluid (in this518

case, dry air and water vapor) have the same temperature.519

‚ Momentum assumption: Assume that dry air and water vapor move with the520

same horizontal velocity (at this point we are not considering phase changes, pre-521

cipitation and evaporation, so we may call ~v the gaseous velocity vector).522
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With these assumptions the addition of water vapor does not modify the general expres-523

sion K `U `Φ for total energy, but it does lead to two changes. One is the addition524

of water vapor mass to the mass of the atmosphere and the other is the thermodynamic525

effect. These will be discussed in the following two paragraphs.526

Mass effect: Density now includes the effect of water vapor so that527

ρpallq “
ÿ

`PLall

ρp`q “ ρpdq

˜

ÿ

`PLall

mp`q

¸

, (24)528

where Lall is the set of species included in moist air (in this case dry air and water va-529

por) and mp`q is the dry mixing ratio defined by530

mp`q ”
ρp`q

ρpdq
, (25)531

where ρp`q is the mass of species ` per unit volume of moist air. Note that mpdq ” 1.532

The mass of air now includes contributions from all species in moist air. If M p`qpzq is533

the mass of species ` in a column of air above height z534

M p`qpzq “

ˆ z1“8

z1“z

ρpdqmp`q dz1, (26)535

then the hydrostatic pressure at height z is536

ppzq “ g
ÿ

`PLall

M p`qpzq. (27)537

Equations (24), (26) and (27) are completely general and not just applicable to moist538

air consisting of dry air and water vapor.539

It is noted that one usually formulates the above equations using a moist basis in540

terms of specific contents541

qp`q ”
ρp`q

ρpallq
. (28)542

If we assume that dry air and water vapor move with the same velocity the advantage543

of using a dry basis instead of a moist basis is that the mixing ratios do not need to be544

re-computed when, for example, water leaves the air parcel (precipitation). In this case545

ρ changes so qp`q must be recomputed. On the other hand, ρpdq remains constant so mp`q546

does not need to be re-computed. This is discussed at length in Lauritzen et al. (2018).547

However, note that if using a barycentric velocity basis, the prognostic continuity equa-548

tion for dry air ρpdq will have additional source/sink terms based on the diffusive pre-549

cipitation and turbulent mixing fluxes (discussed in Appendix F2 as well as Wacker &550

Herbert, 2003). These terms are, however, small.551

Thermodynamic effect: The second effect of water vapor is to modify the equa-552

tion of state p “ ppT, ρpdq, ρpwvqq and, more generally, all thermodynamic relationships.553

A simple way to take water vapor into account is to regard dry air and water vapor as554

ideal perfect gases, and moist air as an ideal mixture of them. From first principles that:555

‚ The perfect gas law holds in the form556

p “ ρpdqRpdqT ` ρpwvqRpwvqT “ ρpallqRpallqT, (29)557

where558

Rpallq “

ř

`PLall
Rp`qmp`q

ř

`PLall
mp`q

(30)559
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with Rpdq ” kB{Mpdq and Rpwvq ” kB{Mpwvq, respectively (kB is the Boltz-560

mann constant, Mp`q is the molar mass of gas component `, where ` “ d (dry561

air) or wv (water vapor). For non-gasses (i.e. condensates) Rp`q is zero.562

‚ The perfect gas law is often rewritten in the form563

p “ ρpallqRpdqTv, (31)564

with virtual temperature Tv defined as565

Tv ” T

˜

1` Rpwvq

Rpdq
mpwvq

ř

`PLall
mp`q

¸

. (32)566

‚ Specific heat at constant pressure:567

cpallqp “

ř

`PLall
c
p`q
p mp`q

ř

`PLall
mp`q

. (33)568

‚ Internal energy per unit mass U pallq “ c
pallq
v T where569

cpallqv “

ř

`PLall
c
p`q
v mp`q

ř

`PLall
mp`q

. (34)570

As a result, the primitive equations conserve the total energy (we reiterate that the571

integrand of (35) is not total specific energy)572

˚
ρpallq pEfeomq dAdz “

ÿ

`PLgas

˚
ρpdq

!

mp`q
´

K ` cp`qp T ` Φs

¯)

dAdz, (35)573

where Lgas is the set of gaseous components of air (dry air and water vapor)574

Lgas ” td,wvu , (36)575

The above expression in (35) decomposes the total energy into contributions from each576

component of moist air treated as an ideal mixture of perfect gases and condensate. For577

real moist air, e.g., Hermann et al. (2009) and Feistel et al. (2010), the expressions c
p`q
p T578

would have to be replaced by partial enthalpies, which in general depend not only on tem-579

perature but also on pressure and composition.580

The effect of water vapor is not always included in the specific heat at constant pres-581

sure, i.e. some models keep c
p`q
p “ c

pdq
p . It is possible to derive energy-consistent prim-582

itive equations with that assumption. Although, c
pwvq
p is about twice the dry air value583

of c
pdq
p (see, e.g., Appendix G), the majority of moist air is dry air and not water vapor,584

and hence the assumption c
p`q
p “ c

pdq
p is not too severe. Many physics packages and dy-585

namical cores use this simpler enthalpy formulation (22), in which case the total energy586

is587 ˚
ρpallq pEfeomq dAdz “

˚
ρpallq

”´

K ` cpdqp T ` Φs

¯ı

dAdz. (37)588

(this is the “c
pdq
p total energy equation” used in many large-scale models)589

While the above practice involves a slight loss of physical accuracy, it is energetically con-590

sistent since the equations conserve an energy. Note that we are considering a mixture591

of dry air and water vapor only, so there are no latent heat terms. When including con-592

densates in moist air (and thereby phase transformations) the latent heat terms appear593

in the energy equation as discussed in detail in the next section. The energy inconsis-594

tency error occurring if dynamics uses (35) and physics (37) is discussed in section 4.5.1.595
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2.1.3 Total energy of the primitive equations for moist gas with con-596

densates (dry air and water vapor and condensates)597

Now let’s add condensates to the mix! Condensates are not gases, so their inclu-598

sion in the thermodynamics is not straightforward. A series of assumptions are made in599

today’s ESMs to keep the problem more tractable, rather than using a full multi-component600

fluid formulation (Bannon, 2002).601

We extend the assumptions from the previous section to air that contains conden-602

sates:603

‚ Temperature assumption: Assume that all constituents of the fluid have the604

same temperature.605

‚ Zero volume assumption: Assume the condensates do not take up any volume.606

‚ Momentum assumption: Assume that all components of moist air move with607

the same horizontal velocity ~v.608

The hydrostatic mass effect of condensates is straightforward. As mentioned in Sec-609

tion 2.1.2, the equations for total density (24), species masses ` (26) and hydrostatic pres-610

sure (27) are the same when including condensates. Typical condensates included in ESMs611

are cloud liquid cl, cloud ice ci, rain rn, snow sw and graupel gr. In this case the com-612

ponents of moist air in equations for Lall is given by613

Lall ” td,wv, cl, ci, rn, sw, gru . (38)614

Since Lall contains both gaseous and non-gaseous (condensates) we define the set of con-615

densates only616

Lcond ” tcl, ci, rn, sw, gru , (39)617

and it is also convenient to define the set of all water substances618

LH2O ” twv, cl, ci, rn, sw, gru . (40)619

The specific heat of liquid forms of water are assumed the same620

cpclqp “ cprnqp ” cpliqqp , (41)621

and similarly for frozen forms of water (cloud ice, graupel and snow)622

cpciqp “ cpsnqp “ cpgrqp ” cpiceqp . (42)623

For notational convenience we refer to the density of liquid forms of water as ρpliqq “624

ρpclq ` ρprnq, and similarly for frozen forms of water ρpiceq “ ρpciq ` ρpsnq ` ρpgrq. All625

mixing ratios represent mass of water species with respect to the mass of dry air. If the626

model’s microphysics scheme requires more forms of water they can easily be added as627

long as they are characterized correctly in terms of liquid and ice. For notational pur-628

poses it is convenient to denote629

ρpH2Oq ” ρpdq
ÿ

`PLH2O

mp`q, (43)630

ρpallq ” ρpdq
ÿ

`PLall

mp`q, (44)631

and similarly for the mixing ratios632

mpH2Oq ”
ÿ

`PLH2O

mp`q, (45)633

mpallq ”
ÿ

`PLall

mp`q. (46)634
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Please note that even if we assume condensates to be incompressible, the partial pres-635

sures of dry air and water vapor are both affected by the weight (force exerted by the636

matter when it is in a gravitational field) of the condensates. We see this by integrat-637

ing the hydrostatic balance equation638

dp

dz
“ ´gρpallq “ ´gρpdq

ÿ

`PLall

mp`q (47)639

(where ρpallq includes condensates) and using Dalton’s law of partial pressures to observe640

that641

ppdqpzq ` ppwvqpzq “ g
ÿ

`PLall

M p`qpzq, (48)642

where M p`q is mass per unit area for species ` defined in (26). When there are no con-643

densates present then644

ppdqpzq “ gM pdqpzq and ppwvqpzq “ gM pwvqpzq, with Lcond ” H. (49)645

In the presence of condensates we can no longer pair terms on the left and right-hand646

side of (48) and separate the pressure into a dry and moist part (see, e.g., detailed dis-647

cussion in Section 2.4.2 in Lauritzen et al., 2018).648

The perfect gas law and virtual temperature take the same form as presented in649

(31) and (32), respectively, if one assumes that the physical volume occupied by conden-650

sates is negligible (for details on the validity of this approxiation see equations 1.71-3 in651

Staniforth et al., 2006). The virtual temperature is often approximated further652

Tv “ T

˜

1` Rpwvq

Rpdq
mpwvq

ř

`PLall
mp`q

¸

» T

˜

1` Rpwvq

Rpdq
mpwvq

1`mpwvq

¸

“ T

„

1`

ˆ

Rpwvq

Rpdq
´ 1

˙

qpwvq


(50)653

which is exact provided that moist air is only composed of dry air and water vapor (i.e.654

condensates are not thermodynamically active). To derive the right hand side of (50)655

we have used656

1

1`mpwvq
“

1`mpwvq ´mpwvq

1`mpwvq
“ 1´

mpwvq

1`mpwvq
» 1´ qpwvq (51)657

which, again, assumes that total water is water vapor only.658

However, if this expression for Tv is used in the perfect gas law p “ ρpallqRpdqTv659

then the resulting thermodynamics can be inconsistent, depending on how the equations660

are used. For example, diagnosing p from p “ ρpallqRpdqTv using an approximated Tv661

is, in general, inconsistent. A general framework for making consistent approximations662

is described in Section 5.2.3.663

Relaxing the momentum and temperature assumption (Section 2.1.2) leads to a664

significant increase in complexity. However, if we do make the momentum and single tem-665

perature assumptions, the total specific energy takes the same form, K ` U pallq ` Φ,666

but now condensates contribute to ρpallq, the internal energy and enthalpy.667

The specific enthalpy of an air constituent ` (we may call it a partial enthalpy) can668

be written in the form669

hp`qpT q “ h
p`q
00 ` c

p`q
p pT ´ T00q, (52)670

where h
p`q
00 is a reference enthalpy usually chosen to be the specific enthalpy of air com-671

ponent ` at T00 “ 273.15K “ 0oC (it would be equally valid to use the triple point672

of water which is T00 “ 273.16273K). Note that for ocean models the complete expres-673

sion for enthalpy is a nonlinear function of pressure, temperature and salinity rather than674
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a simple linear function of temperature as used in atmosphere models, (52). The enthalpy675

of moist air can be written as676

ρpallqU pallq ` p “
ÿ

`PLall

ρp`q
”

h
p`q
00 ` c

p`q
p pT ´ T00q

ı

. (53)677

Expanding the sum on the right-hand side of (53) we get678

ρpallqU pallq ` p “ ρpdqcpdqp T ` ρpdq
´

h
pdq
00 ´ c

pdq
p T00

¯

` ρpwvq
”

h
pwvq
00 ` cpwvqp pT ´ T00q

ı

`679

ρpliqq
”

h
pliqq
00 ` cpliqqp pT ´ T00q

ı

` ρpiceq
”

h
piceq
00 ` cpiceqp pT ´ T00q

ı

. (54)680

Only enthalpy changes have physical meaning. Hence, we rewrite (54) using Kirchhoff’s681

equations for latent heats (note that latent heat release is when the heat is liberated to682

become sensible heat; here we are only talking about the physical measures and not yet683

the physical effect).684

Latent heat of vaporization (liquid Ñ water vapor):685

LvpT q “ Lv,00 `

´

cpwvqp ´ cpliqqp

¯

pT ´ T00q , where Lv,00 ” h
pwvq
00 ´ h

pliqq
00 . (55)686

Latent heat of sublimation (solid Ñ water vapor):687

LspT q “ Ls,00 `

´

cpwvqp ´ cpiceqp

¯

pT ´ T00q , where Ls,00 ” h
pwvq
00 ´ h

piceq
00 . (56)688

Latent heat of fusion (solid Ñ liquid):689

Lf pT q “ Lf,00 `

´

cpliqqp ´ cpiceqp

¯

pT ´ T00q , where Lf,00 ” h
pliqq
00 ´ h

piceq
00 , (57)690

(see, e.g., p.114-5 in Emanuel, 1994). Note that the latent heat of fusion, Lf pT q, may691

also be written in terms of latent heat of vaporization and sublimation692

Lf pT q “ LspT q ´ LvpT q. (58)693

In (54), there is some liberty in choosing the reference state in terms of reference enthalpy694

h
p`q
00 and reference temperature T00 (we highlight this dependency on the left-hand side695

of the latent heat formulae in (55), (56) and (57)). That said, the constants entering the696

definitions of the specific enthalpies of the different phases of water are not independent697

of each other but must be such that hpwvqpT q´hpliqqpT q “ LvpT q and hpliqqpT q´hpiceqpT q “698

Lf pT q as is shown next.699

If we use the enthalpy of ice h
piceq
00 as our reference enthalpy then the enthalpy of700

ice is simply701

hpiceqpT q “ h
piceq
00 ` cpiceqp pT ´ T00q, (59)702

whereas the enthalpy of liquid, using (57), can be rewritten as703

hpliqqpT q “ h
pliqq
00 ` cpliqqp pT ´ T00q ´ Lf pT q ` Lf pT q,704

“ h
pliqq
00 ` cpliqqp pT ´ T00q ´

”

Lf,00 `

´

cpliqqp ´ cpiceqp

¯

pT ´ T00q

ı

` Lf pT q,705

“ h
pliqq
00 ` cpiceqp pT ´ T00q ´

”

h
pliqq
00 ´ h

piceq
00

ı

` Lf pT q,706

“ h
piceq
00 ` cpiceqp pT ´ T00q ` Lf pT q, (60)707

and similarly for the enthalpy of water vapor using the latent heat of sublimation708

hpwvqpT q “ h
pwvq
00 ` cpwvqp pT ´ T00q ´ LspT q ` LspT q,709

“ h
piceq
00 ` cpiceqp pT ´ T00q ` LspT q (61)710
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The specific enthalpies for a liquid and water vapor reference states are given in Appendix711

C1. Substituting (59), (60) and (61) into the total enthalpy formula (54) and rearrang-712

ing terms yields713

ρpallqU pallq ` p “ ρpdqcpdqp T ` ρpdq
´

h
pdq
00 ´ c

pdq
p T00

¯

` ρpH2Oq
”

h
piceq
00 ` cpiceqp pT ´ T00q

ı

714

`ρpwvqLspT q ` ρ
pliqqLf pT q,715

(ice reference state)716

(see Appendix C1 for other reference states). As a result, the primitive equations, with-717

out fluxes through the top and bottom boundaries, conserve the total (globally integrated)718

energy719

B

Bt

˚
ρpdqEfeomdAdz “ 0, (62)720

where721

Efeom “ mpallq pK ` Φsq `
´

h
pdq
00 ´ c

pdq
p T00

¯

` cpdqp T722

`mpH2Oq
”

h
piceq
00 ` cpiceqp pT ´ T00q

ı

`mpwvqLspT q `m
pliqqLf pT q, (63)723

724

pice reference stateq725

for an ice reference state (see formulas for Efeom for other reference states in Appendix726

C1). We reiterate that Efeom is not total specific energy, i.e. Efeom must be integrated727

over the entire domain to constitute a global energy equation.728

The dry air constant term
´

h
pdq
00 ´ c

pdq
p T00

¯

on the right-hand side of (63) integrates729

to a constant globally if dry air mass is conserved and hence the time change of that term730

is zero. This term contributes an unavailable energy to the total energy and can thus731

be omitted in the total energy integral (as long as dry air is conserved). For notational732

clarity we will selectively include this term knowing that it is zero in the energy equa-733

tion.734

We also note that if we expand the latent heat terms on the right-hand side of (63)735

using (56) and (57) and re-arrange terms, (63) can be written as736

Efeom “ pK ` Φsq ` c
pdq
p T737

`
ÿ

`PLH2O

mp`q
”

K ` Φs ` c
p`q
p pT ´ T00q ` h

piceq
00

ı

`mpwvqLs,00 `m
pliqqLf,00. (64)738

739

pice reference state, h
pdq
00 ´ c

pdq
p T00 ” 0q740

that separates into a sum over all forms of water. Writing the energy equation in this741

form makes it clear that using variable latent heats leads to using the correct specific heat742

for each water species in the enthalpy terms, c
p`q
p T . This is not obvious in (63), where743

the enthalpy term uses the same specific heat based on reference state and the correct744

specific heat for each water species is hidden in the variable latent heat terms LpT q.745

Perhaps a natural choice of reference enthalpy is h
piceq
00 “ 0. While one can arbi-746

trarily choose reference states and temperatures, they must be consistent between model747

components (unless accounted for in the model coupler) or if one compares energetics748

of two models (Mayer et al., 2017). Oceanographers have a standard (TEOS-10; http://749

www.teos-10.org/) where the thermodynamic standard for seawater defines the refer-750

ence constants for the Gibbs function of seawater. It would make the most sense to de-751

fine the reference constants for the atmospheric partial enthalpies to be consistent with752

the TEOS-10 choice of constants. That is, however, easier said than done as the liquid753

water enthalpy used by the Gibbs function strongly depends on pressure and is nonlin-754

ear in temperature (which is not the case for the atmosphere enthalpy formulation used755

here). Some discussion of this issue can be found in Appendix D. It is beyond the scope756

of this paper to enforce such consistency across components, although progress on that757

front does exist in the literature (Feistel et al., 2008).758
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2.1.4 Enthalpy flux at the surface759

We have, so far, not considered energy fluxes into and out of the atmosphere, in760

particular, at the surface. Given (17) (cf also B18–B20), the total energy fluxes at the761

surface are divided into762

F
phq
net ` F

pΦq
net ` F

pKq
net (total energy flux at the surface), (65)763

which is the enthalpy, geopotential and kinetic energy fluxes, respectively. Each energy764

flux at the surface will be discussed in separate subsections starting with the enthalpy765

flux associated with mass transfer at the surface (this subsection).766

Atmospheric models lose water vapor (dew, rime), liquid (rain) or ice water (snow,767

hail, ...) to the land, land-ice, sea-ice and the ocean. Similarly, the atmosphere receives768

water vapor (through evaporation and sublimation), snow (through snow drift, except769

from the ocean) and other forms of water from the land, land-ice, sea-ice or ocean sur-770

face. Not all of these processes are included in ESMs (usually just evaporation from the771

surface and precipitation in either frozen or liquid form from the atmosphere).772

When, for example, water evaporates from the ocean the atmosphere gains energy773

(and mass) which is compensated for by ocean cooling due to the latent heat flux. Hence,774

this process occurs without any net change in the total energy of the coupled system.775

In addition to the latent heat flux there is also an enthalpy flux associated with the mass776

transfer between components that depends on the temperature of water. For evapora-777

tion, this temperature can naturally be assumed to be that of the ocean or land surface.778

However, for falling water the temperature at landfall is harder to compute (since falling779

precipitation is not prognostic in our current framework). More on this later.780

For a mathematical description of the surface enthalpy flux exchange, we distin-781

guish between enthalpy transfer from the atmosphere to the surface, denoted with sub-782

script a Ñ s, and from surface to atmosphere, s Ñ a. Similarly, let the temperature783

of the atmosphere at the surface be denoted Tatm,s and that of the surface itself be Tsurf,s.784

Although there is a thin layer at the surface for which Tsurf,s “ Tatm,s we distinguish785

between the two, since models usually operate with layer mean temperatures, in which786

case, the surface layer temperatures will be different between components.787

The enthalpy flux from atmosphere to surface depends on the form the water has788

before it hits the surface. This is also true for enthalpy fluxes from surface to atmosphere789

(although this is simpler, as discussed in the previous paragraph). Assuming local ther-790

modynamic equilibrium, the flux from the atmosphere to the surface is the mass-flux of791

each species F
p`q
aÑs multiplied by its respective enthalpy at the atmospheric surface tem-792

perature, Tatm,s,793

F phqaÑspTatm,sq “
ÿ

`PLH2O

F p`qaÑsh
p`qpTatm,sq. (66)794

In reality each form of water has a different temperature in which case the terms in the795

sum on the right-hand side of (66) would be hp`qpT
p`q
atm,sq where T

p`q
atm,s is the tempera-796

ture of water species `.797

The superscript h refers to total enthalpy flux (F denotes flux). We are assuming798

that the dry air flux is zero, F
pdq
aÑs ” 0. An example of the liquid enthalpy flux is the799

rain flux F
pliqq
aÑs . The ice flux can be snow F

piceq
aÑs “ F

psnq
aÑs , but may also include grau-800

pel and hail falling into the surface. Water vapor flux to the surface can be dew and rime.801

Substituting the partial enthalpy terms (59), (60) and (61) into (66) and re-arranging802

terms (just like we did in the derivation of (64)) yields803

F phqaÑs “
ÿ

`PLH2O

F p`qaÑs

”

cp`qp pTatm,s ´ T00q ` h
piceq
00

ı

` F pwvqaÑs Ls,00 ` F
pliqq
aÑsLf,00. (67)804
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Similarly, the flux from the surface to the atmosphere (exactly the same derivations as805

before but with T “ Tsurf,s and flux reversed; sÑ a instead of aÑ s)806

F phqsÑapTsurf,sq “
ÿ

`PLH2O

F p`qsÑah
p`qpTsurf,sq, (68)807

“
ÿ

`PLH2O

F p`qsÑa

”

cp`qp pTsurf,s ´ T00q ` h
piceq
00

ı

` F pwvqsÑa Ls,00 ` F
pliqq
sÑaLf,00.808

where Tsurf,s is the surface temperature in the surface. Water vapor can enter the at-809

mosphere through evaporation and sublimation. The process with which liquid enters810

the atmosphere could be spray and ice can enter the atmosphere through snow drift.811

The net flux from the surface to the atmosphere, F
phq
net ” F

phq
sÑa ´ F

phq
aÑs, is then812

F
phq
net “

ÿ

`PLH2O

F
p`q
net

”

h
piceq
00 ´ cp`qp T00

ı

` F
pwvq
net Ls,00 ` F

pliqq
net Lf,00 `813

ÿ

`PLH2O

F p`qsÑac
p`q
p Tsurf,s ´

ÿ

`PLH2O

F p`qaÑsc
p`q
p Tatm,s. (69)814

Note that the net fluxes of mass balance the mass change in the column815 ¨
”

F p`qsÑa ´ F
p`q
aÑs

ı

dA “
B

Bt

˚
ρpdq pmp`qdAdz, ` P LH2O, (70)816

where B pm{Bt is change in mixing ratio ` due to falling precipitation or evaporation and817

not phase changes, B qm{Bt. Consequently, the constant enthalpy terms in the square brack-818

ets on the right-hand side of (64) exactly cancel the surface flux terms when integrated819

over the global domain and the time derivative is taken:820

B

Bt

˚
ρpdq

”

pmp`q
´

h
piceq
00 ´ cp`qp T00

¯ı

dAdz “

´

h
piceq
00 ´ cp`qp T00

¯

B

Bt

˚
ρpdq pmp`qdAdz,821

“

´

h
piceq
00 ´ cp`qp T00

¯

¨
F
p`q
net dA,822

where F
p`q
net is the net change of water species ` in the column, and thus the terms can-823

cel regardless of the choice of reference enthalpy h
piceq
00 and reference temperature T00.824

For simplicity we assume that the temperature at the interface is the same in both825

atmosphere and the surface, rTs ” Tatm,s “ Tsurf,s. In this case the enthalpy flux at826

the surface, (69), is vastly simplified,827

F
phq
net «

ÿ

`PLH2O

F
p`q
net

”

cp`qp

´

rTs ´ T00

¯

` h
piceq
00

ı

` F
pwvq
net Ls,00 ` F

pliqq
net Lf,00 (71)828

829

pice reference state, rTs ” Tatm,s “ Tsurf,sq830

The surface enthalpy flux formulas for other reference states can be found in Appendix831

C2. Note that assuming that all forms of water enter and leave the atmosphere at the832

same temperature is questionable (this assumption is discussed in more detail in Section 2.1.13).833

Also, this surface enthalpy interface condition does not consider a surface component us-834

ing a different definition of enthalpy. An example from ocean-atmosphere coupling is given835

in Appendix D. In this paper we will not pursue this more complicated interface con-836

dition further, however, the reader should be aware of the simplifications made in this837

section.838

2.1.5 Kinetic energy fluxes and surface stress839

The flux at the surface should specify the flux of kinetic, internal and potential en-840

ergy. Thus far we have only discussed the enthalpy flux. The flux of horizontal kinetic841

energy due to falling precipitation and water entering the atmosphere can be written as842

F pH2Oq
sÑa Ksurf,s ´ F

pH2Oq
aÑs Katm,s (72)843
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where Katm,s is the specific kinetic energy at the surface from the atmosphere side (or844

surface layer as we will discuss in a moment) and Ksurf,s is the horizontal specific ki-845

netic energy of the water leaving and entering the atmosphere, respectively.846

The complications associated with specifying the surface (horizontal) kinetic en-847

ergy flux is discussed further in Section 2.1.13. For simplicity, let’s assume that848

F
pKq
net ” F

pH2Oq
net

rKs, (73)849

where rKs “ Katm,s “ Ksurf,s is a common horizontal kinetic energy at the surface.850

No models, as far as the authors are aware, transfer horizontal kinetic energy associated851

with falling precipitation and evaporation between components. At very high vertical852

resolution and using a no-slip boundary condition the winds should be zero at the sur-853

face making this terms zero. A detailed discussion of the subject of surface drag (me-854

chanical stress) is beyond the scope of this paper, however, a brief discussion is given in855

Appendix E as it does relate to the energy budget in a substantial way.856

2.1.6 Potential energy fluxes857

Ideally the potential energy flux through the surface would require one to track the858

altitude at which each water molecule in the air evaporated from the surface, and sub-859

tract the geopotential when that water molecule left the atmosphere as precipitation.860

Thus precipitation takes potential energy out of the atmosphere only if it hits the ground861

at a different altitude than evaporation (analogous to hydropower in mountains). Lack-862

ing such information, our best guess is that the overwhelming majority of water has evap-863

orated from the ocean and the flux can be approximated as864

F
pΦq
net « F

pH2Oq
net Φs. (74)865

Another argument for (74) is that most of the potential energy excess of precipitation866

with respect to Φs is dissipated aerodynamically when the drops/snowflakes fall through867

air (after conversion of that excess potential energy into kinetic energy of the droplets).868

Hence most of the Φ´Φs energy is in fact left in the air. A way to consistently include869

that process in models (that assume a single temperature) is given in Appendix F.870

Note that we have implicitly chosen sea-level as the reference height for comput-871

ing potential energy. So, similarly to enthalpy, there is a reference state (height) for po-872

tential energy. No models, as far as the authors are aware, transfer potential energy be-873

tween components.874

2.1.7 Sensible/turbulent heat flux875

In addition to the fluxes discussed so far, there is also a surface turbulent/sensible876

heat flux F pturbq at the surface which come about by direct contact interaction with the877

surface. It is typically parameterized based on measurements of turbulent transport at878

a height, z, in the atmosphere:879

F pturbq “
´

ρpallqcpdqp

¯

StH}~vhpz1q ´ ~vh,s} pθpz1q ´ θsq (75)880

with the Stanton number, StH , depending on underlying model, z, and the modeled states.881

Although these dependencies vary, flux differences are generally much less than the un-882

certainty of (75), with the use of temperature difference pT pz1q´ rTsq one example. Nev-883

ertheless, it is important that each component sees the same sensible heat flux (F ptopqocn “884

F pbottomqatm in (3) and (4)) and applies it consistently with the energy formulation used in885

the components (see the example in Section 4.3.2).886
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2.1.8 Bulk heating and cooling887

In addition to the flux terms and heating/cooling terms associated with phase trans-888

formations (that are already represented in the enthalpy terms), there is bulk heating and889

cooling within the atmosphere. In particular, heating/cooling that is associated with ra-890

diation. Others could be turbulent or wave dissipation incl., e.g., ion friction in the meso-891

sphere. The radiative heating/cooling is represented as the divergence of radiative fluxes892

and such a term should be included on the left-hand side of the energy equation. Inte-893

gration of this term over a column results in boundary terms (top of atmosphere, ToA,894

and surface terms). These terms can be written as895

F
pradq
net “ F

pradq
SW,surf ` F

pradq
LW,surf ´ F

pradq
ToA , (76)896

(e.g. Trenberth, 1997) where the net short-wave and long-wave radiation fluxes at the897

surface are F
pradq
SW,surf and F

pradq
LW,surf , respectively, and F

pradq
ToA is the net radiative flux at898

the model top. The upward short-wave radiative flux at the surface is computed as F
pradq,pupq
SW,surf “899

αsF
pradq,pdownq
SW,surf with αs the surface albedo and F

pradq,pdownq
SW,surf the downward shortwave900

radiation. The long-wave upward flux, F
pradq,pupq
LW,surf , is computed based on each underly-901

ing model’s surface state and parameterizations for surface emissivity and for reflecting902

downward long-wave radiation from the atmosphere.903

We re-iterate that the radiative fluxes represent a bulk source/sink of atmospheric904

energy, not a surface (or ToA) boundary term; these result from integrating the diver-905

gence of the radiative flux over the column. For notational clarity (and since this term906

is not discussed further), the sensible/turbulent heat flux and the bulk heating/cooling907

terms are lumped into one term, F
pturb,radq
net , on the right-hand side of the total energy908

equation (and we omit the explicit radiative flux-divergence term on the left-hand side909

of the energy equation).910

2.1.9 Final total energy equations (assuming Tatm,s “ Tsurf,s)911

For notational brevity we assume that water entering/leaving the atmosphere have912

the same temperature, Tatm,s “ Tsurf,s, in the “final” energy equations (extending to913

the more general equation allowing for different temperatures for water entering or leav-914

ing the atmosphere is straight forward by using (69) instead of (71) for the net enthalpy915

flux). Adding all the terms described in the previous sections results in the following to-916

tal energy equation917

B

Bt

˚
ρpdq

"

ÿ

`PLall

mp`q pK ` Φsq ` c
pdq
p T `mpH2Oq

”

cpiceqp pT ´ T00q ` h
piceq
00

ı

918

`mpwvqLspT q `m
pliqqLf pT q

*

dAdz919

“

¨ "

F
pH2Oq
net p rKs ` Φsq ` F

pH2Oq
net

”

cpiceqp

´

rTs ´ T00

¯

` h
piceq
00

ı

,920

`F
pwvq
net Lsp rTsq ` F

pliqq
net Lf p rTsq ` F

pturb,radq
net

*

dA (77)921

922

pice reference enthalpy, rTs ” Tatm,s “ Tsurf,sq923

or, equivalently, by expanding latent heat terms and re-arranging terms:924

B

Bt

˚
ρpdq

"

K ` Φs ` c
pdq
p T `

ÿ

`PLH2O

mp`q
”

K ` Φs ` c
p`q
p pT ´ T00q ` h

piceq
00

ı

925

`mpwvqLs,00 `m
pliqqLf,00

*

dAdz926
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“

¨ "

ÿ

`PLH2O

F
p`q
net

”

rKs ` Φs ` c
p`q
p

´

rTs ´ T00

¯

` h
piceq
00

ı

927

`F
pwvq
net Ls,00 ` F

pliqq
net Lf,00 ` F

pturb,radq
net

*

dA. (78)928

929

pice reference enthalpy, rTs ” Tatm,s “ Tsurf,sq930

Final total energy equations using other reference states can be found in Appendix C3.931

For the following discussions/observations the time-change of water species ` is sep-932

arated into local phase changes and changes associated with water entering or leaving933

the column934

Bmp`q

Bt
“
B qmp`q

Bt
`
B pmp`q

Bt
, (79)935

respectively. Strictly speaking the xp¨q and |p¨q notation should be |Bm
Bt

p`q

and xBm
Bt

p`q

since936

it is meant to describe two separate processes both of which change the constituent mass;937

the mass itself cannot be split into a part originating from phase changes and one orig-938

inating from precipitation and surface exchanges that the notation could imply. For no-939

tational ease, however, we use the notation in (79) so that the time-derivative can stay940

outside the vertical integral in the energy equations.941

Important observations to be made regarding the enthalpy reference state942

terms: First of all, note that the constant enthalpy term h
piceq
00 cancels on the left and943

right-hand side of (78) since944

B

Bt

˚
ρpdq

"

ÿ

`PLH2O

mp`qh
piceq
00

*

dAdz “ h
piceq
00

B

Bt

˚
ρpdq

"

ÿ

`PLH2O

´

qmp`q ` pmp`q
¯

*

dAdz,945

“ h
piceq
00

B

Bt

˚
ρpdq

"

ÿ

`PLH2O

pmp`q
*

dAdz, (80)946

“ h
piceq
00

ÿ

`PLH2O

¨
F
p`q
netdA, (81)947

In (80) we have decomposed Bmp`q{Bt into local phase changes and falling precipitation948

B{Bt
`

qmp`q ` pmp`q
˘

(see (79)) and used that local phase changes just rearrange water while949

total water is conserved B qmpH2Oq{Bt “ 0 and, in (81), we use that the mass-change in950

the column equals the flux into the column951

B

Bt

˚
ρpdq pmp`qdA “

¨
F
p`q
netdAdz, (82)952

953

pfalling precipitation and surface evaporationq954

Second, note that, by making the common simplification of assuming that all heat ca-955

pacities are that of dry air (89), the reference temperature terms on the left- and right-956

hand side of the energy equation (78) cancel since957

B

Bt

˚
ρpdq

"

ÿ

`PLH2O

mp`qcpdqp T00

*

dAdz “ cpdqp T00
B

Bt

˚
ρpdq

"

ÿ

`PLH2O

pmp`q
*

dAdz,(83)958

“ cpdqp T00

ÿ

`PLH2O

¨
F
p`q
netdA,959

“ cpdqp T00

¨
F
pH2Oq
net dA, (84)960

961

p@` : cp`qp “ cpdqp q962

using the same manipulations as in deriving (81).963
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Third, if variable heat capacities are used then a similar equation only holds for964

falling precipitation and water entering the column965

B

Bt

ÿ

`PLH2O

˚
ρpdq

"

pmp`qcp`qp T00

*

dAdz “
ÿ

`PLH2O

¨
cp`qp T00F

p`q
netdA, (85)966

967

pfalling precipitation and evaporationq968

whereas for phase changes969

B

Bt

˚
ρpdq

"

ÿ

`PLH2O

qmpdqcp`qp T00

*

dAdz ‰ 0, (86)970

971

pphase changes onlyq972

due to the different specific heat weighting. This term is consistent with the definitions973

of latent heat and the corresponding terms ρpdq
ř

`PLH2O
qmpdqLx,00 when T00 ‰ 0; it is974

in effect an enthalpy term asociated with the latent heats of water phases and implies975

no dependence on the chosen reference state (ice, liquid, vapor) or temperature T00. For976

constant latent heats and phase-independent water heat capacities (e.g. c
p`q
p ” c

pdq
p for977

all water species), the right-hand side of (86) is zero since B qmpH2Oq{Bt “ 0. In the case978

of variable latent heats, and associated phase-specific heat capacities, if we were to change979

to a different reference state then the latent heat terms would change alongside with T00980

so that effectively one would get the same “physical” result (i.e. the energy equation should981

not depend on reference state but the left-hand side and right-hand side separately do982

depend on reference state).983

In the following we will discuss the total energy equations under various assump-984

tions. The discussion has been split into several sections and will (in some sections) touch985

upon vast and complicated problems/subjects with extra detail diverted to Appendices.986

The sections are about energy conservation987

‚ (section 2.1.10) under adiabatic conditions (dynamical cores),988

‚ (section 2.1.11) under the presence of local phase changes due to (parameterized)989

microphysics (no falling precipitation, no re-evaporation, no momentum changes990

due to other unresolved processes, etc.),991

‚ (section 2.1.12) under the presence of momentum sources and sinks due to param-992

eterized processes such as boundary layer turbulence, gravity waves, etc. and993

‚ (section 2.1.13) for falling precipitation/evaporation and surface fluxes.994

2.1.10 Energy conservation in an adiabatic dynamical core (no phase995

changes and no fluxes)996

Consider an adiabatic dynamical core with inert water species i.e. there are no phase997

transformations and/or fluxes so the global mass of each component of air is conserved.998

As a consequence, the latent heat terms and constant enthalpy terms integrate to zero999

in the total energy equation (62)1000

B

Bt

˚
ρpdq

»

–

ÿ

`PLH2O

mp`q
´

´cp`qp T00 ` h
piceq
00

¯

`mpwvqLs,00 `m
pliqqLf,00

fi

fl “ 0. (87)1001

The total energy equation becomes1002

B

Bt

˚
ρpdqEfeom dAdz “

B

Bt

˚
ρpdq

„

ÿ

`PLall

mp`q
´

K ` Φs ` c
p`q
p T

¯



dAdz “ 0. (88)1003

1004

(all enthalpy reference states, adiabatic dynamical core with inert water species)1005
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consistent with the derivation in Lauritzen et al. (2018). Note that the energies discussed1006

above are pseudo energies since constant terms in the energy have been discarded as they1007

are zero when taking the time derivative.1008

It is common practice in large scale models to assume that the latent heat terms1009

are constant which, by examination of (55), (56), (57), is equivalent to assuming that1010

all components of moist air have the same specific heat,1011

cp`qp “ cpdqp for ` P LH2O, (89)1012

where the specific heat of dry air is used since that is the most abundant air component1013

in the atmosphere. In this case, the total energy formula becomes1014

B

Bt

˚
ρpdqEfeom dAdz “

B

Bt

˚
ρpdq

„

ÿ

`PLall

mp`q
´

K ` Φs ` c
pdq
p T

¯



dAdz “ 0. (90)1015

1016

(all enthalpy reference states, adiabatic dynamical core with inert water species and c
p`q
p ” c

pdq
p )1017

which is most easily derived by using (64). Ideally, the dynamical core should use an equa-1018

tion set that is consistent with the physics package. In this case this means assuming ei-1019

ther variable, (88), or constant latent heats (90).1020

2.1.11 Local phase changes and total energy conservation1021

Parameterizations are, in general, not formulated such as to satisfy the conserva-1022

tion law in (62), but rather in terms of local thermodynamic variables that are conserved1023

in the process under consideration (e.g., various forms of static energy; Emanuel, 1994).1024

Nevertheless, parameterizations (e.g. micro physics) that rearrange water locally through1025

phase transformations from one species to another, denoted B|mp`q

Bt , while preserving the1026

total water content B
Bt qm

pH2Oq “ 0, should satisfy conservation of energy (62). In this1027

case the temperature change associated with latent heat release should locally at each1028

grid point satisfy1029

B

Bt

”

ρpdqcpdqp T ` ρpdq qmpH2Oqcpiceqp T ` ρpdq qmpwvqLspT q ` ρ
pdq

qmpliqqLf pT q
ı

“ 0, (91)1030

which, by expanding the latent heat terms and re-arranging terms, can be written as1031

B

Bt

«

ρpdq
ÿ

`PLall

qmp`qcp`qp pT ´ T00q ` ρ
pdq

qmpwvqLs,00 ` ρ
pdq

qmpliqqLf,00

ff

“ 0. (92)1032

1033

(ice reference; local phase changes; no falling precipitation or surface water source)1034

For notational clarity on the left-hand side of (92) we add the term ´ B
Bt

´

ρpdqc
pdq
p T00

¯

”1035

0 (so that all terms can be in the summation). These equations, perhaps most easily ob-1036

served with (91), are consistent with the “moist atmospheric energy” in equation (12)1037

in Mayer et al. (2017). Note that since qmpH2Oq is constant, the constant enthalpy, ki-1038

netic and Φs terms do not appear in (92). Also, the property that qmpH2Oq is constant1039

implies that the vertical coordinate is Lagrangian hence, with hydrostatic balance, Bppt, ηq{Bt “1040

0, e.g. the vertical coordinate is pressure-based. Then (92) is a special case of the first1041

law of thermodynamics dhpallq “ αpgasqdp “ 0 when dp “ 0.1042

Invoking the usual assumption/approximation that all forms of water have the same1043

specific heat, c
p`q
p “ c

pdq
p , in which case the latent heat becomes a constant (see (55),1044

(56), (57)), then (92) becomes1045

cpdqp

˜

ÿ

`PLall

mp`q
BT

Bt

¸

“ ´
B

Bt

´

qmpwvqLs,00 ` qmpliqqLf,00

¯

. (93)1046
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1047

(ice reference; local phase changes; no falling precipitation; c
p`q
p “ c

pdq
p )1048

Any temperature change due to local phase changes (not falling precipitation or surface1049

water sources) should satisfy this equation locally (in each grid point). A discussion of1050

B pm{Bt (e.g. falling precipitation, evaporation) is given in Section 2.1.13 once the surface1051

fluxes have been discussed.1052

2.1.12 Local momentum sources/sinks and energy conservation1053

Sources and sinks of momentum (e.g. gravity wave parameterization, boundary layer1054

turbulence schemes or other drag parameterizations) affect kinetic energy, and enforc-1055

ing total energy conservation in their presence is not straightforward due to its interac-1056

tion with sub-grid-scales. In particular, we would like to point out that a “naive” clo-1057

sure of the energy budget by transferring kinetic energy change into heat is, in general,1058

not physically correct1059

˜

ÿ

`PLall

mp`qcp`qp

¸

BT

Bt
‰ ´

˜

ÿ

`PLall

mp`q

¸

BK

Bt
. (94)1060

although sometimes applied in models (an example is given in 4.1.2). The rationale for1061

turning the rate of change of resolved kinetic energy into an increase of temperature is1062

that ultimately kinetic energy is converted into heat by frictional processes occurring at1063

unresolved scales. However BK{Bt should in general be decomposed into a flux divergence1064

and source, and only the latter is potentially convertible into heat. Let us explain in more1065

detail.1066

Frictional dissipation of kinetic energy ultimately occurs at the molecular scale where1067

it is turned into heating (a.k.a. frictional heating). However, at resolutions at which ESM’s1068

are run there are many processes resulting in a frictional force on momentum that are1069

much more efficient than viscous effects for transferring momentum to/from sub-grid scales1070

(e.g. small-scale turbulent eddies, “eddy friction” due to cumulus momentum mixing and1071

breaking gravity waves). These processes are represented by a stress tensor in the equa-1072

tions of motion (e.g., Smagorinsky, 1963).1073

Since this discussion is focused on column physics, let’s consider only frictional terms1074

due to the vertical mixing of horizontal momentum (formally, the z-component of the1075

divergence of the stress tensor τij , see e.g., p.36 in Peixoto & Oort, 1992).; i.e. we are1076

ignoring the cross terms in the stress tensor. The frictional force on momentum is the1077

divergence of the stress tensor (in tensor notation ~τz “ pτzx, τzyq in Cartesian coordi-1078

nates) so in a physics column the horizontal momentum equations take the form1079

D~v

Dt
“ ´~Fh, (95)1080

“ ´
1

ρpallq
B

Bz
p~τzq , (96)1081

(section 3.2.1 in Peixoto & Oort, 1992). Note that since this equation is for column physics1082

the pressure gradient force, Coriolis force and horizontal advection of momentum terms1083

do not appear. Now we can compute the (specific) kinetic energy equation by multiply-1084

ing (96) with ~v, using the chain rule for differentiation and re-arranging terms1085

ρpallq
DK

Dt
“ ρpallq

D

Dt

ˆ

1

2
~v2

˙

“ ρpallq~v ¨
D~v

Dt
“ ´~v ¨

B

Bz
p~τzq “ ´

B

Bz
p~v ¨ ~τzq ` ~τz ¨

B~v

Bz
. (97)1086

1087

pmean kinetic energy equation in physics columnq1088

Equation (97) is the mean kinetic energy equation as it describes the evolution of resolved-1089

scale kinetic energy. The interaction between the sub-grid scale kinetic energy (often re-1090

ferred to as turbulent kinetic energy, TKE, but could also be other un-resolved wave1091
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interactions such as gravity waves) and resolved scales is represented by the stress ten-1092

sor terms (right-hand side of (97)).1093

Now lets integrate (97) over a layer. First it is noted that by repeated application1094

of the chain rule for differentiation after expanding the material derivative and using the1095

continuity equation for density, the left-hand side of (97) can be written as1096

ρpallq
DK

Dt
“

D

Dt

”

ρpallqK
ı

´K
Dρpallq

Dt
,1097

“
B

Bt

”

ρpallqK
ı

` ~v ¨∇
”

ρpallqK
ı

` w
B

Bz

”

ρpallqK
ı

´K

"

´ρpallq
„

∇~v ` Bw
Bz

*

,1098

“
B

Bt

”

ρpallqK
ı

`∇ ¨
”

ρpallqK~v
ı

`
B

Bz

”

ρpallqKw
ı

,1099

(for column parameterizations with no interactions between columns the material deriva-1100

tive is D{Dt “ B{Bt`wB{Bz rather than D{Dt “ B{Bt`~v¨∇`wB{Bz; for completeness1101

we retain the horizontal term) which, when integrated over a layer, becomes1102

ˆ
layer

ρpallq
DK

Dt
dz “

D

Dt

ˆ
layer

ρpallqK dz (98)1103

As a results the mean kinetic energy equation, (97), integrated over a layer can be writ-1104

ten as1105

D

Dt

ˆ
layer

ρpallqKdz “

ˆ
layer

„

´
B

Bz
p~v ¨ ~τzq ` ~τz ¨

B~v

Bz



dz. (99)1106

The first term on the right-hand side of (99) is in flux-form. Therefore, if we assume zero1107

velocity or stress at the lower and upper boundaries (more on that in Section 2.1.5) then1108

this term does not change kinetic energy in the column (only redistributes kinetic en-1109

ergy between layers). The second term represents the shear production of TKE, and is1110

a term in the sub-grid scale (turbulent) kinetic energy equations (Lumley & Panofsky,1111

1964).1112

The crux, in terms of energy conservation, is whether TKE produced by shear should1113

be converted into a resolved-scale temperature tendency or not. A more conceptual ques-1114

tion is whether this conversion should be called viscous/frictional.1115

Regarding the first question, if subgrid energy reservoirs are neglected, total resolved1116

energy should indeed be conserved, which can only be achieved by translating the shear1117

production of TKE into an increase of temperature. Whether the underlying process is1118

indeed viscous dissipation is more subtle. For example, by the second law of thermody-1119

namics, conductive heat transfer in stably stratified turbulence increases entropy, and1120

thus potential temperature, thereby increasing column-integrated enthalpy at a rate linked1121

to the parameterized turbulent heat flux. The energy needed for this increase comes from1122

the TKE. Only the fraction of TKE not consumed by heat transfer is dissipated to heat1123

by viscosity, and conversely the parameterized heat flux cannot exceed an upper bound1124

controlled by the shear production of TKE (Akmaev, 2008).1125

Thus, although a loss of resolved kinetic energy must be compensated somehow by1126

an increase of (potential) temperature, the underlying small-scale processes are not purely1127

viscous. An example of a rigorous closure in ocean models, in terms of energetics, is given1128

in Eden (2016).1129

In the special case where the stress tensor represents an eddy momentum flux (down-1130

gradient diffusion typically found in turbulence and boundary layer schemes) and is pa-1131

rameterized as1132

~τz ” ´ρ
pallqνpallq

B~v

Bz
, ( eddy diffusion parameterization) (100)1133
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(e.g., Kieu, 2015) equation (99) becomes1134

ˆ
layer

ρpallq
BK

Bt
dz “

ˆ
layer

»

—

—

—

—

–

B

Bz

ˆ

ρpallqνpallq
BK

Bz

˙

loooooooooooomoooooooooooon

Redistribution of ρpallqK

´ ρpallqνpallq
ˆ

B~v

Bz

˙2

loooooooooomoooooooooon

Shear production of TKE

fi

ffi

ffi

ffi

ffi

fl

dz.

(101)1135

which has the same form as molecular friction. In this special case, it can be argued that1136

the last term in (101) represents frictional/dissipative heating if νpallq is positive (note1137

also that eddy diffusion with νpallq ą 0 fulfills the second law of thermodynamics (Schaefer-1138

Rolffs & Becker, 2018)) and can be included in the (resolved-scale) thermodynamic equa-1139

tion for energy conservation (e.g., Bister & Emanuel, 1998):1140

ρpdq

˜

ÿ

`PLall

mp`qcp`qp

¸

BT

Bt
“ ρpdq

˜

ÿ

`PLall

mp`qνp`q

¸

ˆ

B~v

Bz

˙2

. (102)1141

Note that the local change in the winds BK{Bt “ B{Bt
`

1
2~v

2
˘

is not equal to the fric-1142

tional heating term (right-hand side of (102)) since the energy-conservative redistribu-1143

tion of K (first term on left-had side of (101)) is missing.1144

In general, however, there is no guarantee that the last term on the right-hand side1145

of (99) is negative; if positive (e.g. for sub-grid-scale gravity waves accelerating the flow)1146

it would lead to “frictional cooling” if added as to the thermodynamic equation to close1147

the energy budget, which makes no physical sense (Becker, 2001). Hence, in general, a1148

sub-grid model is needed to close the energy budget since artificially closing the energy1149

budget at resolved-scales can lead to unphysical cooling. This is related to the immensely1150

complicated subject of the interaction between resolved and unresolved scales discussed1151

briefly in Appendix A.1152

For a comprehensive discussion of entropy budgets in numerical models see Gassmann1153

and Herzog (2015). The horizontal part of frictional heating is discussed in the context1154

of dynamical cores in Section 4.1. Also, kinetic energy and the boundary condition (sur-1155

face stress) is discussed in Section 2.1.5.1156

2.1.13 Energy conservation for falling precipitation/evaporation and1157

surface fluxes1158

In Section 2.1.11 we discussed energy conservation for processes in the atmosphere1159

not involving falling precipitation and evaporation. For water entering or leaving the ver-1160

tical column the picture becomes much more complicated compared to, e.g., having a1161

closed energy budget for phase changes.1162

Making the assumption that falling precipitation (that does not re-evaporate or un-1163

dergo other microphysical interactions) instantly hits the surface after formation (i.e. that1164

it does not interact with the atmosphere, so that it falls like an insulated rain shaft), the1165

latent heat terms on the left and right-hand side of (77) should exactly match1166

B

Bt

˚
ρpdq

”

pmpwvqLspT q ` pmpliqqLf pT q
ı

dAdz “

¨
”

F
pwvq
net Lsp rT q ` F

pliqq
net Lf p rT q

ı

dA.

(103)11671168

(ice reference; falling precipitation \w no interaction \w environment)1169

This equation states that the temperature rT should be the temperature at which the falling1170

precipitation / evaporation was formed for the atmosphere energy budget to be closed1171

(under the single-temperature assumption, that is the temperature of the layer where1172

the falling rain was formed). Note that evaporation is simpler since it enters from the1173

surface (known temperature) directly into the lowest model level and does not fall through1174

–28–



A
cc

ep
te

d
 A

rt
ic

le

This article is protected by copyright. All rights reserved.  

 

 

 

 

 

 

 

manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

the atmosphere. A similar budget holds for the enthalpy flux term that should balance1175

the time change of the enthalpy terms on the left-hand side of the energy equation1176

B

Bt

˚
ρpdq pmpH2Oqcpiceqp T dAdz “

¨
F
pH2Oq
net cpiceqp

rTdA. (104)1177

1178

(ice reference; falling precipitation \w no interaction \w environment)1179

as well as kinetic energy1180

B

Bt

˚
ρpdq

”

pmpH2OqK
ı

dAdz “

¨
”

F
pH2Oq
net

rKs

ı

dA. (105)1181

1182

(falling precipitation \w no interaction \w environment)1183

For (105) to be satisfied (i.e. closed energy budget) under the “insulated rain shaft” as-1184

sumption then rKs should be the horizontal kinetic energy where the falling water is formed1185

and surface winds for water entering the atmosphere. The potential energy budget is a1186

little different1187

B

Bt

˚
ρpdq

”

pmpH2OqΦs

ı

dAdz “

¨
”

F
pH2Oq
net

rΦs

ı

dA. (106)1188

since it does not depend on temperature and wind. Also note that potential energy only1189

changes if water exits the atmosphere at a different elevation than where it entered and1190

vice versa (see section 2.1.6).1191

While (103), (104), (105) and (106) under the insulated rain shaft assumption are1192

energetically consistent, important physical processes are omitted. For example, mea-1193

surements and theory for the surface rainfall temperature show that it is approximately1194

equal to the surface wet-bulb temperature (Byers et al., 1949; Kinzer & Gunn, 1951; Gos-1195

nell et al., 1995), which, on average, will be warmer than the temperature at which con-1196

densation occurs. When the droplets hit the surface their temperature can be different1197

than the surface ambient air temperature or temperature of the actual surface. For ex-1198

ample, Anderson et al. (1998) observed that in the Indo-Pacific warm pool precipitation1199

is „ 5K colder than the sea surface temperature (SST). This means that specifying rT1200

accurately requires parameterizations for the processes that precipitation undergo while1201

it falls through the atmosphere. In addition, the droplets exert horizontal drag on the1202

mean flow as they fall through the atmosphere and water vapor entering the atmosphere1203

is accelerated towards the lowest model level winds. Precipitation also impacts the sen-1204

sible heat flux as studied/discussed, in the context of CAM, in Wei et al. (2014) and not1205

discussed further in this paper. These processes (and possibly others) are generally not1206

parameterized in climate models.1207

Frictional heating of falling precipitation: Let’s first discuss the vertical com-1208

ponent of kinetic energy of falling precipitation as this has received some attention in1209

the literature without broad adoption in global models. The process is referred to as fric-1210

tional heating of falling precipitation (Pauluis et al., 2000; Pauluis & Dias, 2012). As soon1211

as a droplet starts to fall there is a loss of potential energy which is first converted into1212

kinetic energy, which is afterwards turned into internal energy by friction. Representa-1213

tion of this process is possible (it is actually automatic) using the barycentric velocity1214

framework. This is described in detail in Appendix F. Like in the case discussed above1215

where shear production is not the same as molecular dissipation, here the mixing dis-1216

sipation represents the true Stokes dissipation (which is likewise invisible). In Gassmann1217

and Herzog (2015) this reinterpretation for numerical models has been given by analyz-1218

ing the local entropy production of this process. Using the barycentric framework this1219

problem can, to some extent, be considered solved. That said, this formulation assumes1220

additionally that all species have the same temperature. There is some concern in the1221

community about that assumption. Since global models usually do make the constant1222

temperature assumption, using the barycentric framework would be a first step towards1223

adding missing processes associated with precipitation and evaporation.1224
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The horizontal momentum of falling precipitation has not been addressed (to the1225

authors knowledge) in the literature. The falling droplets will, in general, exert a drag1226

in the horizontal (slowing down the horizontal winds) as they fall through the atmosphere.1227

Also, when the droplets hit the surface they will have a horizontal momentum compo-1228

nent (even though the wind may be zero in a very thin layer at the surface, the lower1229

model level will not have zero winds). Possibly the common Lagrangian frame of refer-1230

ence as described in Appendix F could automatically treat this problem.1231

In conclusion, when making the insulated rain-shaft assumption it is problematic1232

to assign a temperature to the latent heat flux and enthalpy flux (right-hand side of (103)1233

and (104), respectively). If one assumes that the heat capacities for all forms of water1234

are the same, c
pdq
p , then the latent heats become constant and (103) no longer has a tem-1235

perature dependency1236

B

Bt

˚
ρpdq

”

pmpwvqLs,00 ` pmpliqqLf,00

ı

dAdz “

¨
”

F
pwvq
net Ls,00 ` F

pliqq
net Lf,00

ı

dA, (107)1237

1238

(ice reference; falling precipitation \w no interaction \w environment, c
p`q
p “ c

pdq
p )1239

and is trivially satisfied in models that have a closed mass budget (82). Unfortunately,1240

the enthalpy flux term (104) still has a temperature dependency, even when making the1241

simplification c
p`q
p “ c

pdq
p .1242

Most large scale models do not rigorously account for the energy terms associated1243

with falling precipitation and water entering the atmosphere, other than through (con-1244

stant) latent heat terms. In terms of equations, this means that terms on the left-hand1245

side of the energy equation are not balanced by parameterizations in the atmosphere and1246

right-hand side flux terms:1247

B

Bt

˚
ρpdq

ÿ

`PLH2O

pmp`q
´

K ` Φs ` c
p`q
p T

¯

dAdz (108)1248

1249

(any reference; falling precipitation \w no interaction \w environment)1250

The magnitude of these terms will be estimated in the next section.1251

3 Energy budget errors of a climate model1252

While the previous section is quite general in its assumptions (e.g., single temper-1253

ature and velocity), in the next Section we discuss detailed issues that occur due to spe-1254

cific assumptions that are made in CAM in terms of energetics. Therefore details spe-1255

cific to CAM will be explained in some detail although they are not necessarily relevant1256

to other modeling systems.1257

We present a concrete example of the energy budget, using simulation results from1258

the CAM climate model. We focus on the energy budget in parameterization suites where1259

the total energy budget should be closed in each column. In the dynamical core, where1260

there is interaction between columns, the integrated energy equation only holds glob-1261

ally.1262

3.1 Physics (parameterization) vertically integrated energy budget1263

To keep the discussion tractable we assume a hydrostatic model with the total en-1264

ergy equation given by (77) that uses an ice reference state. This energy equation holds1265

for the continuous state variables
`

u, v, T,mp`q, ρp`q
˘

. Although averaging the equations1266

of motion, and hence also the energy equation, entails additional terms and assumptions1267

(as discussed in Appendix A), we follow the common practice and require that (77) hold1268

for the grid cell averaged state,
`

u, v, T ,mp`q, ρp`q
˘

. The implied model will only approx-1269

imate energy conservation imperfectly; however such a model will converge towards an1270
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exactly energy-conserving model in the limit where grid spacing and time-step tend to1271

zero. At finite resolution, a consequence of this assumption is that, without a sub-grid1272

model that can store energy (a sub-grid scale energy reservoir), energy on the resolved1273

scales must be conserved. As discussed in Section 2.1.11 this is problematic since terms1274

that interact with the sub-grid-scale must satisfy certain properties (e.g. down-gradient1275

diffusion being turned into frictional heating at the resolved scales) for the averaged en-1276

ergy equation to be physically valid. However, not all processes satisfy this property (e.g.1277

gravity wave parameterizations may accelerate the flow leading to “frictional cooling”1278

to close the energy budget at resolved scales).1279

Before discussing the energy errors, it is insightful to first assess the magnitude of1280

the energy budget terms in a real-world climate simulation. Again, to keep the discus-1281

sion tractable, we use the CAM model, and hence make assumptions specific to CAM.1282

We will also diagnose energy budget changes associated with relaxing certain assump-1283

tions, e.g. by introducing variable latent heats and fluxes associated with enthalpy, ki-1284

netic and potential energy.1285

Please note that in the following we focus on the vertically integrated energy bud-1286

get in the CAM physics parameterizations. These represent all diabatic heat sources of1287

the equations of motion. In a steady-state, or long-term time average, their vertical in-1288

tegral must match energy flowing in and out of the upper and lower boundaries in or-1289

der for energy conservation to be satisfied. The horizontal transport we are going to ne-1290

glect (and which is computed in the dynamical core of the model) in general gives by1291

design a vanishing contribution to the global total energy budget, and its main role is1292

simply to redistribute the heat of the diabatic sources, column by column, such as to yield1293

a locally vanishing long-term time average. Therefore, errors in the column energy bud-1294

gets due to physics parametrisations directly impact the dynamics, which in response1295

produces local errors equal in magnitude and opposite in sign. Note that the integrated1296

energy equations derived in section 2 can be applied to the partial (physics-only) bud-1297

gets in the column, since the tendencies associated with transport are neglected. Local1298

energy conservation equations are presented in Appendix B2.1299

In terms of neglected terms and approximations to terms in the energy equation,1300

CAM physics makes the following assumptions:1301

‚ The latent heat terms are constant. This is equivalent to assuming that the heat1302

capacities of all species are the same (in the case of CAM c
p`q
p “ c

pdq
p , @`)1303

‚ The kinetic, enthalpy and surface-geopotential surface flux terms are neglected so1304

that only the sum1305

´cpdqp T00F
pH2Oq

net ` F
pwvq
net Ls,00 ` F

pliqq
net Lf,00 ` F

pturb,radq
net . (109)1306

is retained on the right-hand side of the energy equation1307

‚ The ice phase represents zero reference enthalpy, h
piceq
00 ” 0J{kg2 (if it was non-1308

zero the h
piceq
00 terms on the left and right-hand side of the energy equation would1309

cancel anyway as shown in (81)), and the reference temperature is T00 “ 0˝C1310

(for reasons that will become clear that term is kept in the equations).1311

With these assumption the energy equation for each physics column can be written as1312

B

Bt

ˆ
ρpdq

"

´

1`mpH2Oq
¯ ”

K ` Φs ` c
pdq
p

`

T ´ T00

˘

ı

`mpwvqLs,00 `m
pliqqLf,00

*

dz1313

“ ´cpdqp T00F
pH2Oq

net ` F
pwvq

net Ls,00 ` F
pliqq

net Lf,00 ` F
pturb,radq

net , (110)1314

where for notational clarity we have re-introduced the term ρpdqc
pdq
p T00 which integrates1315

to zero anyway (see paragraph under (63)). Furthermore, in terms of temporal evolu-1316

tion of the energy equation, CAM makes the following assumptions:1317
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‚ Only water vapor contributes to kinetic, potential and sensible heat: mpH2Oq «1318

mpwvq. In other words, condensates are massless in terms of kinetic, internal and1319

geopotential energy (in (110) that is the sum of the K, Φs and cpT terms mul-1320

tiplied by ρpdqmpH2Oq).1321

‚ In addition, the total water mass is assumed constant during physics updates. That1322

means the water mass, mpH2Oq, associated with (i.e. multiplying) specific kinetic1323

(K), potential (Φs), and non-latent internal energy (cpT ) is regarded as constant1324

over the time-step; however the water mass associated with latent heat is updated1325

consistently with water mass conservation and phase changes. Keeping mass fixed1326

is denoted with subscript t “ tn, i.e. keeping the mass of water species ` con-1327

stant at its initial value when initiating physics parameterization computations1328

is denoted ρ
pdq
t“tnm

p`q
t“tn .1329

These simplifications lead to the following energy equation that each CAM parameter-1330

ization, in theory, should satisfy:1331

CAM parameterization total energy equation1332

1333

B

Bt

ˆ
ρpdq

"

´

1`m
pH2Oq
t“tn

¯ ”

K ` Φs ` c
pdq
p

`

T ´ T00

˘

ı

`mpwvqLs,00 `m
pliqqLf,00

*

dz1334

“ ´cpdqp T00F
pH2Oq

net ` F
pwvq

net Ls,00 ` F
pliqq

net Lf,00 ` F
pturb,radq

net , (111)1335

1336

passume (109), cp`qp “ cpdqp , h
piceq
00 ” 0J{kg2, T00 “ 0˝C, mpH2Oq “ m

pwvq
t“tnq.1337

Since total water is kept fixed, the total water flux term c
pdq
p T00F

pH2Oq

net and the time-derivative1338

of m
pH2Oq
t“tn c

pdq
p T00 are zero. These terms are kept for the coming discussion on dependency1339

on reference temperature. Also, even though CAM uses mpH2Oq « mpwvq we keep the1340

notation mpH2Oq in (111) to facilitate the discussion below where we estimate the en-1341

ergy error associated with that assumption.1342

After the last parameterization the total water (in CAM’s case m
pH2Oq
t“tn « m

pwvq
t“tn)1343

is updated leading to an imbalance in (111) denoted ∆IpCAMq
BmpH2Oq{Bt

(subscript BmpH2Oq{Bt1344

refers to imbalance due to letting total water evolve in time)1345

B

Bt

ˆ
ρpdq

"

´

1`mpH2Oq
¯ ”

K ` Φs ` c
pdq
p

`

T ´ T00

˘

ı

`mpwvqLs,00 `m
pliqqLf,00

*

dz1346

´∆IpCAMq
BmpH2Oq{Bt

“ ´cpdqp F
pH2Oq

net T00 `

"

F
pwvq

net Ls,00 ` F
pliqq

net Lf,00 ` F
pturb,radq

net

*

. (112)1347

1348

(“dry-mass adjustment” equation)1349

By subtracting (111) from (112) (and expanding the time-derivative using the chain rule1350

for differentiation), it can be shown that the imbalance of updating total water is1351

∆IpCAMq
BmpH2Oq{Bt

“

ˆ "

B

Bt

”

ρpdq
´

1`mpH2Oq
¯ı

*

´

K ` Φs ` c
pdq
p T

¯

dz. (113)1352

1353

(“dry mass adjustment” - referred to as dme adjust in CAM codes)1354

Caution: We remind the reader that the two last terms in the integrand on the right-1355

hand side of (113) are NOT potential and internal energy (see ambiguity 3 in section 2.1.1).1356

These terms came about by integration by parts and application of a specific boundary1357

condition used in most pressure-based models. In this form the internal and geopoten-1358

tial energy terms are not separated. The two terms are enthalpy (which obviously has1359

physical meaning) and (what we may refer to as) a surface geopotential term. If we con-1360

sider falling precipitation; the change in geopotential energy (not surface geopotential1361

term) is large (since Φ´Φs is large where falling precipitation forms) compared to the1362
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internal energy difference between where falling precipitation is formed and the ground1363

value of the internal energy. But in (113) the enthalpy term is the largest. Hence it is1364

important not to conflate the internal/potential energy terms with enthalpy and surface1365

geopotial energy terms. A complete mathematical description of this “caution” in the1366

context of CAM is given in Appendix B1.1367

If we split Bm{Bt into phase changes / kinetic energy of condensates “staying in1368

the atmosphere”, B qm{Bt, and falling precipitation/evaporation B pm{Bt as discussed in Sec-1369

tion 2.1.13, (113) can be written as1370

∆IpCAMq
BmpH2Oq{Bt

“ ∆qIpCAMq
BmpH2Oq{Bt

`∆pIpCAMq
BmpH2Oq{Bt

, (114)1371

where1372

∆qIpCAMq
BmpH2Oq{Bt

“

ˆ
B

Bt

”

ρpdq qm
pH2Oq

ı ´

K ` Φs ` c
pdq
p T

¯

dz (115)1373

1374

(“spurious phase change term”)1375

and1376

∆pIpCAMq
BmpH2Oq{Bt

“

ˆ
B

Bt

”

ρpdq pm
pH2Oq

ı ´

K ` Φs ` c
pdq
p T

¯

dz (116)1377

1378

(total energy flux/change associated with falling precipitation - evaporation)1379

The first term in the imbalance, (115), would have been zero if all forms of water were1380

included in mpH2Oq. Since CAM only includes water vapor in total water, a phase change1381

from water vapor to a condensate causes spurious reduction in total water, and vice versa1382

for phase change to water vapor. This impacts kinetic, surface geopotential and inter-1383

nal energy. Hence, we refer to it as the “spurious phase change” term. The second term1384

is the kinetic, surface geopotential and enthalpy change associated with falling precip-1385

itation and evaporation, ∆pIpCAMq
BmpH2Oq{Bt

. The total ∆IpCAMq
BmpH2Oq{Bt

“ ∆IpCAMq
Bmpwvq{Bt

is referred1386

to as “dry mass adjustment” in the CAM model code since there is an adjustment to1387

the dry-mass to conserve tracer mass and dry mass (see equation 3.65 in Neale et al.,1388

2010). This is a quite common assumption in NWP and climate models as is also dis-1389

cussed in Section 7.4 in Catry et al. (2007) in connection with the barycentric formu-1390

lation and mass fluxes.1391

A global energy fixer computes the global integral of this imbalance1392 ¨
∆IpCAMq

BmpH2Oq{Bt
dA, (117)1393

and restores energy conservation globally through a uniform temperature increase that1394

exactly balances (117). It is noted that NorCESM, whose the atmospheric component1395

is based on CAM, restores ∆IpCAMq
BmpH2Oq in each column (see section 2.1.2 in Guo et al., 2019)1396

rather than using a global “fixer”. The global energy fixer also fixes energy imbalances1397

from the dynamical core, physics-dynamic inconsistencies and physics-dynamics coupling1398

(Lauritzen & Williamson, 2019). This concludes the description of the CAM energy for-1399

mula in CAM physics.1400

An important observation: Any total energy formula should be independent1401

of reference state and, in particular, the reference temperature T00. Since we are using1402

constant latent heats, we see that the T00 terms on the left and right-hand side of (112)1403

cancel regardless of the value of T00 (see derivations in (84)) if all forms of water are in-1404

cluded in mpH2Oq and F
pH2Oq
net . So changing reference temperature does not alter the en-1405

ergy equation. Similarly for changing from, e.g., ice to liquid reference state. This can1406

be illustrated through the following manipulations1407

F pwvqLs,00 ` F
pliqqLf,00 “ F pwvq pLv,00 ` Lf,00q ` F

pliqqLf,00, using (58)1408

“ F pwvqLv,00 ` Lf,00

´

F pwvq ` F pliqq
¯

,1409

“ F pwvqLv,00 ` Lf,00

´

F pH2Oq ´ F piceq
¯

,1410

“ F pwvqLv,00 ´ F
piceqLf,00 ` F

pH2OqLf,00.1411
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and doing the same manipulation with Efeom1412

mpwvqLs,00 `m
pliqqLf,00 “ mpwvqLv,00 ´m

piceqLf,00 `m
pH2OqLf,00, (118)1413

we see that the last term in both equations above will cancel in the column integral as1414

in (104). Hence it does not matter which combination of latent heat terms (last two terms1415

in (C5), (C7) or (C9)) are used along with associated reference temperature. This also1416

applies to fluxes sent to the surface components as long as they are internally consistent1417

with the surface component. For example, CAM uses an ice reference state and the ocean1418

model uses a liquid reference state and it is consistent to let the two components inter-1419

nally use F pwvqLs,00`F
pliqqLf,00 and F pwvqLv,00´F

piceqLf,00, respectively, with asso-1420

ciated reference temperatures. For variable latent heats it becomes much more compli-1421

cated as discussed later.1422

A caveat for the above argument (particular to CAM) is that only water vapor is1423

included in the T00 terms on the left and right-hand side of (112) so they do not exactly1424

cancel since the left-hand side term includes “spurious phase transformations” as described1425

above. Hence there is a spurious dependence (although likely small) on the reference state1426

in CAM due to only including water vapor in total water.1427

Next we would like to give the reader a sense of what the terms in the CAM to-1428

tal energy equation look like in real-world climate simulations. Figure 2 shows spatial1429

plots of one-year average values of terms in (111). The terms are computed using inline1430

diagnostics from an Atmospheric Model Intercomparison Project (AMIP)-like simula-1431

tion cycling over year 2000 SSTs (more details on the CAM setup is given in Appendix1432

G). Row 1 shows one-year averages of the left- and right-hand sides of (111) vertically1433

integrated in each column as well as the residual. That is, (a) is the average time-tendency1434

of total energy from all CAM parameterizations (assuming total water stays constant)1435

and (b) shows the time-averaged fluxes into each column. Since CAM physics has been1436

constructed (in theory) so that each parameterization satisfies (111), plot (a) and (b)1437

should balance. This is shown in (c) to be true to within 10´6 W/m2. The reader is re-1438

minded that we show terms in the total energy equation only for CAM physics processes,1439

with vertically integrated energy tendencies. In steady-state, or equivalently for long-1440

term time averages in climate equilibrium, the energy budget must be closed (Figure 2c),1441

that is, the net energy flux into the column through its upper and lower boundaries (sur-1442

face energy flux minus ToA energy flux) must be exactly balanced by the physics heat1443

tendencies integrated over the column.1444

Figures 2 (d-f) show the break-down of total energy flux terms. That is, latent heat1445

fluxes (d,e) and turbulent/sensible and radiative flux (f), respectively. Note that indi-1446

vidual latent heat flux terms depend on the reference state (compare the last two terms1447

in (C5), (C7) and (C9)), but the total latent heat balance (adding up left and right-hand1448

side latent heat terms) does not (physically, latent heats are measurable quantities and1449

should therefore not depend on reference state).1450

While (111) provides a closed energy budget, total water (which in the case of CAM1451

is mpH2Oq « mpwvq) has not been updated for the kinetic, enthalpy and geopotential1452

terms. Figure 3 shows the “dry-mass adjustment” resulting from updating water vapor1453

in the total water terms. That is, ∆IpCAMq
mpwvq , which, due to only water vapor being in-1454

cluded in total water in CAM, has two terms: ∆qIBmpwvq{Bt (spurious phase change term)1455

and ∆pIpCAMq
Bmpwvq{Bt

(falling precipitation term), see (114). The Figure shows the breakdown1456

of the contributions from the kinetic K, Φs and enthalpy (c
pdq
p T ) terms to ∆IpCAMq

mpwvq . First,1457

we note that the adjustment tendency is more than 0.3 W/m2 globally, and over ˘30 W/m2
1458

locally, as observed in previous atmosphere studies (Guo et al., 2019; Lauritzen & Williamson,1459

2019; Harrop et al., 2022) and forced ocean simulations (see Appendix A4 in Griffies et1460

al., 2014). While CAM does not have “explicit enthalpy fluxes” is it noted that they are1461

effectively in the global energy fixer (but not necessarily with the correct sign since all1462
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W/m^2

CAM parameterization total energy equation

W/m^2 W/m^2

W/m^2 W/m^2 W/m^2

WARNING: depends on reference state

WARNING: depends on reference stateWARNING: depends on reference state

WARNING: depends on reference state

Figure 2. One year average of vertically integrated terms in the CAM parameterization en-

ergy budget equation based on an Atmospheric Model Intercomparison Project (AMIP)-like sim-

ulation cycling over year 2000 SST’s. (a) Left-hand side of (111), (b) right-hand side of (111), (c)

residual, (d-e) latent heat flux terms, (111), (f) turbulent/sensible and radiative flux F pturb,radq.

Note that plots (a), (b), (d), and (e) depend on the specific reference state used in CAM (ice

enthalpy reference state with T00 “ 0˝C) whereas (c) does not. In the upper right corner of each

plot is the global average of the term in question.
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W/m^2

Total energy tendency associated with updating water vapor (CAM)

W/m^2

W/m^2W/m^2

Total energy of falling

evaporation
precipitation and 

"spurious phase change term"
due to CAM only incl. water
vapor in total water

These 2 terms can
not be separated in
our diagnostics!

WARNING: depends on reference state WARNING: depends on reference state

WARNING: depends on reference state

WARNING: depends on reference state

Figure 3. (a) One year average of the total energy budget imbalance in each physics column ,

∆IpCAMq

Bmpwvq{Bt [W {m2], associated with updating total water (which in CAM is only water vapor);

see also (113). The global average of ∆IpCAMq

Bmpwvq{Bt is shown in the upper right corner of each

plot. The imbalance can be split into a “spurious phase change” term (115) and a term (116)

associated with falling precipitation and evaporation. These two terms are, unfortunately, not

separable in our diagnostics (the former is, however, likely small). (b,c,d) show the break-down

of the kinetic, geopotential and enthalpy terms, respectively. Observe that the enthalpy term

is two and three orders of magnitude larger than then kinetic and geopotential energy parts,

respectively.

the energy stays in the atmosphere and is not communicated/exchanged with the sur-1463

face).1464

In the following we assess the energy tendencies associated with relaxing assump-1465

tions in the CAM total energy equation. A natural first step is to include all forms of1466

water in the total energy equation (111), so that there is no spurious phase change term.1467

This leads to the following imbalance1468

∆IpCAMq
m
pH2Oq

tn

“

ˆ «

ρpdq

˜

ÿ

`PLcond

m
p`q
tn

¸ff

B

Bt

´

K ` Φs ` c
pdq
p T

¯

dz, (119)1469

1470

(total energy tendency due to non-precipitating condensates)1471

where Lcond is the set of condensates (non-gases). Basically, this is the total energy ten-1472

dency of non-precipitating condensates, which in our experiments is, as expected, rather1473

small with a mean of -0.0091 W/m2 (see Figure 4(a)). Larger values are found in heavy1474

precipitation zones. Note that the energy of this imbalance should stay in the atmosphere.1475
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Henceforth we will neglect ∆IpCAMq
m
pH2Oq

tn

in our quantitative analysis, i.e. assume that CAM1476

includes all forms of water in total water and not just water vapor so that the spurious1477

tendency associated with water-vapor-mass changes in phase transitions are not included1478

in the dry-mass adjustment in (112) (as well as a spurious dependence on reference tem-1479

perature). Unfortunately, we cannot easily compute the energy tendency due to “spu-1480

rious” phase transitions in the CAM code, but it seems likely to be similar (or smaller)1481

than the energy tendency of non-precipitating condensates ∆IpCAMq
m
pH2Oq

tn

.1482

If we now compute the dry-mass adjustment, including all water species in (111),1483

we get the following imbalance:1484

∆IpCAMq
BmpH2Oq{Bt

“ ∆IpCAMq
m
pH2Oq

tn

`

ˆ
B

Bt

«

ρpdq

˜

ÿ

`PLall

mp`q

¸ff

´

K ` Φs ` c
pdq
p T

¯

dz,1485

“ ∆IpCAMq
m
pH2Oq

tn

`

ˆ
B

Bt

«

ρpdq

˜

ÿ

`PLall

pm
p`q

¸ff

´

K ` Φs ` c
pdq
p T

¯

dz,1486

“ ∆IpCAMq
m
pH2Oq

tn

`∆pIpCAMq
BmpH2Oq{Bt

,1487

where in the second line we have used that the time-change of the sum of all water species1488

due to phase-changes is zero: B
Bt

´

ř

`PLall
qm
p`q
¯

“ 0. The second-term on the right-hand1489

side in the equation is the total energy flux associated with falling precipitation and evap-1490

oration. Again, we see the advantages of using all water species in total water in that1491

the dry-mass adjustment does not have spurious energy adjustments due to phase changes.1492

Figure 4 shows the two terms in ∆IpCAMq
BmpH2Oq{Bt

: (a) ∆IpCAMq
m
pH2Oq

tn

and (b) ∆pIpCAMq
BmpH2Oq{Bt

. Note1493

that ∆IpCAMq
m
pH2Oq

tn

is very small compared to the “dry-mass adjustment” term, therefore it1494

may be neglected in this analysis, as stated above.1495

3.2 Boundary flux terms associated with falling precipitation and wa-1496

ter entering atmosphere1497

In the previous section estimates of the energy changes in the column that either1498

should be compensated for by missing boundary fluxes or missing processes in the at-1499

mosphere have been given. First, to understand and analyze the energy fluxes at the sur-1500

face, it is useful to plot the water fluxes at the surface (since they are paramount to the1501

energy flux terms). Figure 5 (a) shows the net water flux (with positive sign for water1502

entering the atmosphere) and (b,c,d) show the breakdown of the flux into water vapor,1503

liquid and ice fluxes, respectively. Not surprisingly, the liquid and water vapor fluxes dom-1504

inate the net fluxes (on average).1505

In the CAM energy equation for each column the neglected flux terms for kinetic,1506

geopotential and enthalpy, are1507

F
pH2Oq

net

”

rKs ` Φs ` c
pdq
p

´

rT s ´ T00

¯ı

, (120)1508

Note that in section 2.1.6 the gepotential flux term was approximated by substituting1509

Φ with Φs. Essentially that means that we assume that the “Φ´Φs energy” remains1510

in the atmosphere. We argue that this assumption is physically defensible. For falling1511

precipitation potential energy is converted to kinetic and then into heating as a result1512

of microturbulence dissipation processes (frictional dissipation of falling precipitation;1513

Appendix F).1514

As discussed in Section 2.1.13, it is problematic to specify the surface kinetic en-1515

ergy and temperature in (120). For the sake of simplicity, considering that surface-air1516

kinetic energy is generally small, and that the surface air temperature often (not always!)1517

is very close to the surface temperature, let’s use the kinetic energy in the lowermost level1518
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*Note: imbalance terms depend on the specific reference state used in CAM

Imbalance of incl. all forms of water in
(energy tendency associated /w falling precip/evap)

(no "spurious phase change" term)

Effects of incl. all forms of water in CAM’s total energy equation

W/m^2 W/m^2

"Dry−mass adjustment" incl. all water
CAM’s parameterization total energy equation:

Figure 4. One year average of the total energy budget imbalance when including all forms

of water in (a) the CAM parameterization energy equation, ∆IpCAMq

m
pH2Oq

tn

(111), and in (b) the

“dry-mass adjustment” term ∆pIpCAMq

BmpH2Oq{Bt, respectively. The global average of ∆IpCAMq

m
pH2Oq

tn

and

∆pIpCAMq

BmpH2Oq{Bt is shown in the upper right corner of each plot. Note that the total energy of

condensates is small and the dry-mass adjustment term is comparable to the CAM dry-mass

adjustment (Figure 3(a)) where only water vapor is in “total” water.
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mm/day

mm/day

mm/day

mm/day

Figure 5. One year average surface fluxes of water (fluxes are positive for inflow into the at-

mosphere; units are mm{day; in SI units the flux is kg{m2
{s which is converted to mm{day by

using that 1cm3 of water is 1gm and that the length of day is 86400s). (a) is total net water flux

and (b,c,d) is the breakdown into net water vapor, liquid and ice flux, respectively. Note the sim-

ilarities, in terms of pattern, between the total water flux and the dry-mass adjustment in Figures

3d and 4b which accounts for the total energy imbalances associated with water leaving/entering

the column.
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in the atmosphere, and similarly for temperature. Note that splitting the net material1519

(water) fluxes into downward and upward with different temperatures can easily be done1520

- see section 2.1.4 for the enthalpy flux.1521

Including these terms in the CAM energy equation, as well as using all forms of1522

water in mpH2Oq, yields1523

B

Bt

ˆ
ρpdq

"

´

1`mpH2Oq
¯ ”

K ` Φs ` c
pdq
p

`

T ´ T00

˘

ı

`mpwvqLs,00 `m
pliqqLf,00

*

dz1524

´∆pIBmpH2Oq{Bt ´∆I
m
pH2Oq

tn
“ F

pH2Oq

net

”

cpdqp

´

rT s ´ T00

¯

`
rKs ` Φs

ı

1525

`F
pwvq

net Ls,00 ` F
pliqq

net Lf,00 ` F
pturb,radq

net (121)1526

1527

(CAM physics energy equation including surface fluxes of enthalpy, kinetic and geopotential energy)1528

where pIBmpH2Oq{Bt`∆I
m
pH2Oq

tn
is the imbalance required to close the energy budget. Now1529

that the surface energy terms are not ignored, the imbalance terms are clearly defined1530

(dropping “CAM” superscripts to indicate that the following equations no longer reflect1531

specific CAM approximations)1532

∆pIBmpH2Oq{Bt “ ∆pIphq
BmpH2Oq{Bt

`∆pIpKq
BmpH2Oq{Bt

`∆pIpΦq
BmpH2Oq{Bt

,1533

where1534

∆pIphq
BmpH2Oq{Bt

“

ˆ
cpdqp

`

T ´ T00

˘ B

Bt

”

ρpdq pm
pH2Oq

ı

dz ´ F
pH2Oq

net cpdqp

´

rT s ´ T00

¯

(122)1535

∆pIpKq
BmpH2Oq{Bt

“

ˆ
K
B

Bt

”

ρpdq pm
pH2Oq

ı

dz ´ F
pH2Oq

net
rKs (123)1536

∆pIpΦq
BmpH2Oq{Bt

“

ˆ
Φs
B

Bt

”

ρpdq pm
pH2Oq

ı

dz ´ F
pH2Oq

net Φs. (124)1537

It is important to note that these imbalance terms do not depend on reference states.1538

Before discussing the physical meaning of the imbalance terms, we note that including1539

the extra flux terms on the right-hand side of (121) drastically reduces the imbalance1540

in areas where the imbalances without those terms were large (∆IBmpwvq{Bt; compare Fig-1541

ure 3(a) and 6(c)). For example, the imbalance in evaporation zones over the ocean, such1542

as off the west coast of South America, USA, Africa and Australia are reduced from „1543

30 W/m2 to „ 0.5 W/m2.1544

Rows 1, 2 and 3 in Figure 7 shows the first and second term on the right-hand side1545

of (122) (enthalpy), (123) (kinetic energy) and (124) (geopotential energy), respectively,1546

as well as the difference (imbalance). Note that the separate terms depend on somewhat1547

arbitrary reference states (so, on their own, they do not have physical meaning) whereas1548

the residuals (column 3) are not (they have physical meaning).1549

Why are the residuals in (122), (123) and (124) not zero? A theoretical answer to1550

this question was given in Section 2.1.13. We will repeat the argument here, but backed1551

with values from our simulation. Let’s start with the kinetic energy imbalance where,1552

the “dry-mass adjustment” (Figure 7(d)) is an order of magnitude larger (on average)1553

than the surface kinetic energy term (Figure 7(e)). This is due to the falling precipita-1554

tion being formed higher up in the atmosphere where the winds (i.e. kinetic energy) tend1555

to be larger than the surface winds (that are used to compute the surface K flux in this1556

experiment). In CAM it is assumed that precipitation instantly falls to the ground (as1557

if it was falling through an insulated rain shaft). Assuming that the precipitation does1558

indeed hit the surface with a horizontal velocity component equal to the ambient atmo-1559

sphere (lower level winds) then ∆pIpKq
BmpH2Oq{Bt

represents missing processes, that is, how1560

the precipitation interacts with the ambient air as it falls through the atmosphere to reach1561

the surface layer wind (for example, falling precipitation will tend to slow down resolved-1562

scale horizontal winds).1563
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W/m^2

Modified CAM total energy equation incl. missing flux terms

W/m^2 W/m^2

WARNING: depends on reference state WARNING: depends on reference state

Figure 6. Modified (consistent) CAM total energy equation terms in W {m2: (a) Imbalance

introduced by “dry-mass adjustment” using all forms of water in the kinetic, geopotential and

enthalpy terms, (b) missing flux terms and (c) is the difference between (a) and (b). Note that

the imbalance is locally much reduced when using the modified total energy equation. Also, the

imbalance does not depend on the reference state (as should always be the case).

The interpretation is similar for ∆pIphq. The temperature at which precipitation1564

was formed is different than the surface temperature and hence there is an imbalance1565

(row 1 in Figure 7). The surface geopotential terms match well (Figure 7(i)) since they1566

depend only on the column mass balance, which is closed in CAM. Please note that, as1567

mentioned in detail in the “Caution paragraph” under (113), that this formulation ap-1568

proximates the geopotential flux in terms of Φs (see section 2.1.6) and therefore assumes1569

that the Φ´Φs energy of falling precipitation remains in the atmosphere (through con-1570

version of potential energy to kinetic energy to frictional dissipation/heating).1571

We note that cleverly choosing a surface wind and temperature that exactly matches1572

the “dry mass adjustment” for kinetic energy, ∆pIpKq
BmpH2Oq{Bt

and enthalpy ∆pIphq
BmpH2Oq{Bt

,1573

in the column would not necessarily be accurate since this assumption ignores processes1574

for falling precipitation (Section 2.1.13). For example, a missing process relevant to the1575

kinetic energy budget is the exchange of momentum between ambient air and falling pre-1576

cipitation as it falls through the atmosphere. This term is largest for high winds and large1577

precipitation rates such as in hurricanes. Similarly, falling precipitation interacts with1578

the environment as it falls (on average falling precipitation will tend to slow down the1579

resolved-scale winds and the falling hydro-meteors tend to heat up the ambient air as1580

they fall). Hence, artificially closing the energy budget by cleverly choosing surface winds1581

and temperature potentially excludes important processes. The energy budget would be1582

closed, but not entirely for the right reasons since all the energy (from where precipita-1583

tion was formed) is passed to the surface and none stays in the atmosphere. The miss-1584

ing process of frictional heating of falling precipitation (conversion of potential energy1585

to vertical kinetic energy and then to heating through Stokes friction) and its possible1586

incorporation into a model like CAM has been discussed in detail in Appendix F.1587

The same argument can be made for the reverse process (transfer of water mass1588

from the surface to the atmosphere), e.g., evaporation. At the air-sea (or -lake, or -soil/-1589

canopy) momentum is exchanged in the mass transfer. In this case momentum trans-1590

fer within the gas phase is extremely efficient and can be safely assumed to be complete.1591
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W/m^2

W/m^2

W/m^2

W/m^2

W/m^2

W/m^2W/m^2

W/m^2

W/m^2

Modified (consistent) total energy equation assuming constant latent heats

WARNING: depends on reference state

WARNING: depends on reference state

WARNING: depends on reference stateWARNING: depends on reference state

WARNING: depends on reference state

WARNING: depends on reference state

Figure 7. A breakdown of the imbalance term in W {m2 (shown in Figure 6) associated with

(row 1) enthalpy, (row 2) kinetic and (row 3) geopotential energy, respectively. Note that plot (i)

should be exactly zero, however, due to truncation errors in computing the diagnostics (and mass

clipping - see section 4.4) it is not round-off.
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The temperature of water vapor from the surface is likely close to the known surface tem-1592

perature.1593

3.3 Latent heats as a function of temperature1594

Now we move to the most complicated energy equation we will discuss here. Let’s1595

no longer assume constant latent heats. In this case the total energy equation becomes1596

B

Bt

ˆ
ρpdq

"

´

1`mpH2Oq
¯

`

K ` Φs
˘

` cpdqp T `
ÿ

`PLH2O

mp`qcp`qp
`

T ´ T00

˘

1597

`mpwvqLs,00 `m
pliqqLf,00

*

dz ´∆qILpT q ´∆pILpT q “1598

´
ÿ

`PLH2O

F
p`q

net

”

cp`qp

´

rT s ´ T00

¯

`
rKs

ı

` F
pwvq

net Ls,00 ` F
pliqq

net Lf,00 ` F
pturb,radq

net .(125)1599

where the imbalance terms are split into water changes and heating, which stay in the1600

atmosphere, ∆qILpT q, and falling precipitation/evaporation, ∆pILpT q. These can each be1601

divided into kinetic, enthalpy and geopotential energy imbalances (as done in our pre-1602

vious imbalance equations):1603

∆qIpKqLpT q “
ÿ

`PLall

B

Bt

ˆ
ρ
pdq
tn m

p`q
tn

´

K ` cp`qp T
¯

dz1604

´
ÿ

`Pt1d1,1wv1u

B

Bt

ˆ
ρ
pdq
tn m

p`q
tn

´

K ` cpdqp T
¯

dz, (126)1605

∆qIphqLpT q “
B

Bt

ˆ #

ÿ

`PLall

ρ
pdq
tn qm

p`q

tn c
p`q
p T ` ρpdq qm

pwvq
Ls,00 ` ρ

pdq
qm
pliqq

Lf,00

+

dz,1606

´

ˆ
ÿ

`Pt1d1,1wv1u

ρ
pdq
tn qm

p`q

tn c
pdq
p

BT

Bt
´
B

Bt

´

ρpdq qm
pwvq

¯

Ls,00 ´
B

Bt

´

ρpdq qm
pliqq

¯

Lf,00dz,1607

(127)1608

∆qIpΦqLpT q “ 0, (128)1609

and1610

∆pIpKqLpT q “

ˆ
K
B

Bt

”

ρpdq pm
pH2Oq

ı

dz ´ F
pH2Oq

net
rKs (129)1611

∆pIpΦqLpT q “

ˆ
Φs
B

Bt

”

ρpdq pm
pH2Oq

ı

dz ´ F
pH2Oq

net Φs, (130)1612

∆pIphqLpT q “
ÿ

`PLH2O

„ˆ
cp`qp

`

T ´ T00

˘ B

Bt

´

ρpdq pm
p`q
¯

dz ´ F
p`q

netc
p`q
p

´

rT s ´ T00

¯



1613

´∆pIphq
BmpH2Oq{Bt

. (131)1614

First of all we note that (129) and (130) are the same as ∆pIpKq
BmpH2Oq{Bt

and ∆pIpΦq
BmpH2Oq{Bt

1615

in (123) and (124), respectively. Secondly, all the ∆qIpxqLpT q terms in (126) and (127) ap-1616

pear because the heating from momentum mixing and phase changes assume constant1617

latent heats in CAM. For example, the down-gradient diffusion of momentum should lead1618

to a temperature change (frictional heating) in the column (not in each grid-point as dis-1619

cussed extensively in Section 2.1.12) that should satisfy1620

ÿ

`PLall

B

Bt

ˆ
ρ
pdq
tn m

p`q
tn

´

K ` cp`qp T
¯

dz “ 0, (132)1621
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whereas in CAM (with constant latent heats and only water vapor in total water) the1622

heating due to kinetic energy change in the column satisfies1623

ÿ

`Pt1d1,1wv1u

B

Bt

ˆ
ρ
pdq
tn m

p`q
tn

´

K ` cpdqp T
¯

dz “ 0. (133)1624

The difference between (132) and (133) is the imbalance ∆qIpKqLpT q (126). The enthalpy bud-1625

get has a similar imbalance problem, although it is more complicated. When using vari-1626

able latent heats the temperature change due to phase changes should satisfy1627

B

Bt

ÿ

`PLall

ρpdq qm
p`q
cp`qp T `

B

Bt

´

ρpdq qm
pwvq

¯

Ls,00 `
B

Bt

´

ρpdq qm
pliqq

¯

Lf,00 “ 0,1628

at each grid-point whereas CAM satisfies1629

ÿ

`Pt1d1,1wv1u

ρ
pdq
tn qm

p`q

tn c
pdq
p

BT

Bt
`
B

Bt

´

ρpdq qm
pwvq

¯

Ls,00 `
B

Bt

´

ρpdq qm
pliqq

¯

Lf,00 “ 0.1630

The difference between these two equations is the enthalpy imbalance ∆qIphqLpT q in (127)1631

which, after expanding and re-arranging terms, can be written as1632

∆qIphqLpT q “

ˆ
ρ
pdq
tn

»

–

ÿ

`PLH2O

m
p`q
tn c

p`q
p

BT

Bt
´m

pwvq
tn cpdqp

BT

Bt

fi

fl dz ` (134)1633

ˆ
ÿ

`PLH2O

B

Bt

´

ρpdq qm
p`q
¯

cp`qp T dz,1634

«

ˆ
ρ
pdq
tn

»

–

ÿ

`PLH2O

m
p`q
tn c

p`q
p

BT

Bt
´m

pwvq
tn cpdqp

BT

Bt

fi

fl dz.1635

The first integral on the right-hand side of (134) is the imbalance due to not us-1636

ing the “correct” heat capacities for all forms of water, combined with the imbalance of1637

only using water vapor in total water. The second integral would have been zero if all1638

water species had the same specific heat since total water is constant for phase trans-1639

formations. Since a phase change with variable latent heats is “weighted” with differ-1640

ent heat capacities this extra term is non-zero. Unfortunately, we cannot compute this1641

term in our diagnostics since we are not able to separate phase-changes from falling pre-1642

cipitation/evaporation. In general, however, the two terms are of opposite sign and of1643

comparable magnitude. E.g. for pure freezing of e.g. supercooled cloud water, the first1644

term is positive p„ Lf,00
Bρ
Bt

piceq
q, while the second is negative p ´ Bρ

Bt

piceq
pc
pliqq
p ´c

piceq
p qT q.1645

So estimating just one will result in an overestimation of the magnitude of the sum.1646

The global average energy imbalance resulting from using variable latent heats when1647

excluding falling precipitation/evaporation, ∆qILpT q (excluding the second term in (134)1648

since it can’t easily be diagnosed in CAM), is „ 0.26 W/m2 (see Figure 8(a)) which,1649

as mentioned in the previous paragraph, is likely an overestimation. The imbalance is1650

more than 1 W/m2 in heavy precipitation zones where there are large amounts of wa-1651

ter vapor phase changing to cloud liquid. Since the specific heat of liquid water is about1652

four times larger than the specific heat of dry air, it is not surprising that areas with large1653

precipitation amounts have the largest signal. This imbalance should remain in the at-1654

mosphere and would be zero if CAM physics would have used variable latent heats.1655

Now let’s consider the imbalance terms due to falling precipitation / evaporation.1656

To compute the imbalance terms in (129) and (131) we use that1657

∆pIpxq “ ∆Ipxq ´∆qIpxq. (135)1658
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W/m^2

Modified (consistent) total energy equation assuming variable latent heats

: Falling precip/evap imbalance /w L(T)

W/m^2

W/m^2

W/m^2

W/m^2

W/m^2

WARNING: depends on reference stateWARNING: depends on reference state

Figure 8. (a) Effect of using variable latent heats while keeping total water constant during

physics updates in terms of energy imbalances in W {m2. (b) Dry-mass adjustment when using

variable latent heats. (c) Surface flux terms associated with kinetic, geopotential and enthalpy.

(d) Estimated imbalance due to falling precipitation and evaporation. (e) Same as (d) but with

constant latent heats (also shown on Figure 6(c)). (f) Difference between the lowest level atmo-

sphere temperature and the skin temperature (which is SST over ocean).
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Figure 8(b) shows the first term in the imbalance ∆pILpT q1659

ÿ

`PLH2O

ˆ
”

K ` Φs ` c
p`q
p

`

T ´ T00

˘

ı

B

Bt

”

ρpdq pm
p`q
ı

dz,1660

and Figure 8(c) the corresponding flux terms1661

ÿ

`PLH2O

F
p`q

net

”

rKs ` Φs ` c
p`q
p

´

rT s ´ T00

¯ı

.1662

Note that Figures 8(b) and (c) depend on the specific reference temperature used1663

in CAM. Compared to CAM, the enthalpy terms on the left and right-hand side of the1664

energy equation are now weighted by their actual heat capacities. Compared to c
pdq
p , c

pwvq
p1665

is almost twice as large and c
pliqq
p is about four times larger (Appendix G). We see that1666

effect clearly in the Pacific ocean evaporation zones where the terms are 20–30 W/m2
1667

compared to 10–20 W/m2 in default CAM with constant (dry air) latent heats. For heavy1668

precipitation zones the imbalance increases by roughly a factor of four, as expected. The1669

mean is now ´20 W/m2 as compared to 0.3 W/m2 in default CAM. This is again due1670

to the relative weighting of the different phases. In Figure 5 one sees that evaporation1671

and precipitation roughly balance in terms of water flux amount. However, precipita-1672

tion is weighted twice as much as evaporation in the enthalpy term because the specific1673

heat difference makes the imbalance negative.1674

Now to the imbalance ∆pILpT q of falling precipitation / evaporation with variable1675

latent heats. Note that it is rather complicated to compute ∆pILpT q since it is not only1676

the difference between Figure 8(b) and (c) but we need to subtract plot (a), see (135),1677

to subtract the phase change / heating that stays in the atmosphere. Also one needs to1678

subtract plot (e), ∆pIBmpH2Oq{Bt (this term appears since we are computing these diag-1679

nostics based on the modified CAM energy equation (121)). Compared to the constant1680

latent heat case (Figure 8(e)), the imbalance is larger. There are several reasons for this.1681

As mentioned above Figure 8(a) is likely overestimated. Second, the specific heat weight-1682

ing described above, combined with the ambiguous choice of rT s and rKs leads to a larger1683

dependence on the surface values of T and K. For example, in the tropics the falling pre-1684

cipitation is on average colder than the rT s used here and the ocean is usually warmer1685

than the atmosphere temperature (see Figure 8(f)). It is clear that using variable latent1686

heats (which is inevitably more accurate from a physical stand point) exacerbates the1687

issue of specifying a surface temperature for the surface enthalpy flux. It also highlights1688

the increased need to include missing processes such as frictional heating of falling pre-1689

cipitation to specify more physically correct temperatures for falling precipitation as it1690

exits the atmosphere.1691

An example of a variable versus constant latent heat inconsistency in a coupled ESM1692

is given in Section 4 of Golaz et al. (2019). The imbalance in this case was approximately1693

0.5 W/m2. To avoid spurious energy imbalances in the coupled climate system, the lo-1694

cal inconsistency was fixed globally by adding a correction term to the sensible heat flux1695

(Appendix A in Golaz et al., 2019).1696

The analysis above is based on annual average values and thereby omits tempo-1697

ral variations in the energy budget imbalances. Time dependence of energy imbalances1698

will be discussed briefly in the following section in the context of the global energy fixer1699

in CAM.1700

3.3.1 Boundary flux terms and their effect on the global energy fixer1701

The global energy fixer in CAM restores total energy conservation by fixing energy1702

imbalances introduced by the dry-mass energy adjustment (∆IpCAMq
Bmpwvq{Bt

term in (114)),1703
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W/m^2 W/m^2W/m^2

Figure 9. Time series of global energy fixer tendency (in W {m2) for the three runs described

in Section 3.3.1. The blue curves are for the default CAM configuration and the red curves for

a run including enthalpy flux terms in the energy equation. The green curve is for a run with

energy reset after the dry-mass adjustment, so that it only includes dynamical core and physics-

dynamics coupling imbalances. Plot (a) is the total energy imbalance whereas (b) is only the

imbalance due to the dry-mass adjustment. Comparing (a) and (b) it is clear that most of the

variance in the default model is due to the dry-mass adjustment and including enthalpy fluxes

at the surface (despite the ambiguities of choosing a temperature for water leaving/entering the

column), the global variance can be reduced significantly. Plot (c) compared to (a) and (b) shows

that the dynamical core (and physics-dynamics coupling) variance and mean are small in com-

parison (this result may be specific to the spectral-element dynamical core as its discretization is

mimetic and hence inherently has energy conservation properties).

dynamical core energy truncation errors (discussed further in Section 4.1) and various1704

physics-dynamics coupling errors (discussed further in Section 4.2). The purpose of this1705

section is to show that the temporal statistics of the global fixer largely coincide with1706

those of the dry-mass adjustment. The blue line on Figure 9(a) shows the global energy1707

fixer at each time-step for a 1 year simulation (details of setup in Appendix G). The fixer1708

has a strong diurnal cycle and oscillates between „ ´1.5 W/m2 and „ 1 W/m2. The1709

blue line on Figure 9(b) is the energy imbalance only for the dry-mass adjustment (-∆IpCAMq
Bmpwvq{Bt

1710

term in (114)) which, by eye, matches the energy fixer in Figure 9(a). The averages for1711

the two blue lines is -0.42 W/m2 and -0.32 W/m2, respectively (the latter is consistent1712

with Figure 3(a); note opposite sign since the Figure shows -∆IpCAMq
Bmpwvq{Bt

) and the stan-1713

dard deviations are 0.41 W/m2 and 0.44 W/m2, respectively. In short, most of the im-1714

balance is due to the dry-mass adjustment approximation.1715

In the second run, we account for the enthalpy of precipitation and evaporation (the1716

last term in equation (120)) in the total energy computation for the global fixer using1717

temperature of the bottom atmospheric layer. Removing this term from the total energy1718

of the atmosphere at the end of the physics step in CAM mimics the transfer of the en-1719

thalpy of precipitation from the atmosphere and transfer of the enthalpy of evaporation1720

to the atmosphere. These transfers are currently missing from the model. In their ab-1721

sence, the global fixer recovers corresponding quantities within the atmosphere, with the1722

net amount close to zero.1723

Although the global, averaged in time, amounts of enthalpies of precipitation and1724

evaporation are close in magnitude, their variations in time are not small. These vari-1725

ations significantly affect the amount of energy distributed by the global fixer. As shown1726

in Figures 9 (a) (red line representing the global energy fixer) and (b) (red line repre-1727

senting the dry-mass adjustment), accounting for the transfer of the enthalpies signif-1728
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icantly reduces the variability in the global fixer and dry-mass adjustment, with stan-1729

dard deviations 0.13 and 0.10 W/m2, respectively. The averages of these quantities, ´0.351730

and ´0.25 W/m2, respectively, are close to the default run, which confirms that the av-1731

eraged effect of the transport of the enthalpies (or its absence) is small.1732

From Figures 9 (a) and (b) we conclude that, on average, the amount of energy re-1733

distributed by the global fixer is close to the amount of the energy flux introduced by1734

the dry-mass adjustment. To confirm this, we perform a third run where we reset the1735

global energy of the model to the energy after the dry-mass adjustment. In other words,1736

in this run the energy fixer corrects only energy errors or fluxes due to the discretiza-1737

tions in the dynamical core and forcings that are applied in the dynamical core (Lauritzen1738

& Williamson, 2019), not due to the dry-mass adjustment. In this case, the curve in Fig-1739

ure 9 (c) of the global fixer has much smaller variability, with standard deviation of 0.07 W/m2
1740

and average -0.10 W/m2. Hence, the energy error associated with the dynamical core1741

and physics–dynamics coupling combined is much smaller in magnitude and variability1742

than the error associated with the dry-mass adjustment.1743

This concludes the analysis of (CAM) physics energy terms and imbalances. We1744

now consider other energy budget errors in ESMs.1745

4 Other energy budget errors1746

4.1 Numerical truncation energy errors in dynamical core (adiabatic)1747

In the absence of space-time truncation errors, the dynamical core conserves the1748

same energy that the continuous equations of motion conserve. In the case of the HPE1749

system, the total energy equations were discussed in Section 2.1.10. However, no oper-1750

ational dynamical cores known to the authors conserves total energy, mostly due to ex-1751

plicit horizontal diffusion of the prognostic variables, filters and other sources of numer-1752

ical energy error (e.g., Jablonowski & Williamson, 2011). At „ 1˝ resolution dynam-1753

ical cores typically dissipate energy at a rate of 1 W/m2 (Lauritzen & Williamson, 2019).1754

This energy dissipation can come from intrinsic dissipation (e.g. shape-preserving finite-1755

volume operators) or explicit dissipation. The latter is discussed next.1756

4.1.1 Explicit diffusion operators and energy1757

Consider artificial Laplacian diffusion of momentum added to the momentum equa-1758

tions in a HPE model1759

B~v

Bt
“ ...` ν2∇2

h~v, (136)1760

where ∇h is applied along coordinate surfaces and ν2 is an empirical second-order hor-1761

izontal diffusion coefficient. In some models, this term is added to the equations of mo-1762

tion for numerical stability reasons to control spurious numerical noise at the grid scale.1763

The diffusion term is formally similar to molecular viscosity (a physical process) although1764

it is artificial. It differs from molecular viscosity in that it is not 3D and only applied1765

along coordinate surfaces without a correction term to z-surfaces.1766

The associated kinetic energy equation (similar to (101)) is1767

BK

Bt
“ ~v ¨

B~v

Bt
“ ...` ν2~v∇2

h~v,1768

“ ...` ν2~v∇h p∇h~vq ,1769

“ ...` ν2

!

∇h r~v p∇h~vqs ´ p∇h~vq
2
)

,1770

“ ...` ν2∇2
h pKq

loooomoooon

Diffusion of K

´ ν2 p∇h~vq
2

loooomoooon

Dissipation of K

, (137)1771

–48–



A
cc

ep
te

d
 A

rt
ic

le

This article is protected by copyright. All rights reserved.  

 

 

 

 

 

 

 

manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

using the chain rule for differentiation. The first term on the right-hand side of (137) re-1772

distributes kinetic energy (hence the global integral of that term is zero) and the sec-1773

ond term denotes the dissipation of kinetic energy (always negative). For a closed en-1774

ergy budget the second term needs to be added to the thermodynamic equation as an1775

artificial frictional heating mechanism. In spherical geometry and with hybrid vertical1776

coordinates the dissipation term must be carefully formulated to guarantee down-gradient1777

diffusion. If the diffusion/dissipation term in the momentum equations can be written1778

as the divergence of a symmetric tensor then one can guarantee down-gradient diffusion1779

(which can be turned into heat). The trick is to derive the symmetric stress tensor which1780

has been done in Becker (2003) and Schaefer-Rolffs and Becker (2013) for Laplacian dif-1781

fusion operators in a hybrid vertical coordinate system. Unfortunately, Laplacian dif-1782

fusion operators are considered too diffusive at ESM scales and hence artificial diffusion1783

operators are usually higher-order.1784

For higher-order operators (e.g., ∇4
h) it is less obvious how to assign a physical mean-1785

ing to the terms and separate them into diffusive and dissipative parts as in (137); or1786

even more challenging in spherical terrain-following coordinates. In the absence of a bet-1787

ter justified approach, it is common practice for dynamical cores used in climate mod-1788

eling to add the entire kinetic energy increment due to ∇4
h~v as heating locally for an im-1789

proved total energy budget (e.g., Lauritzen et al., 2018). This term is „ 0.5 W/m2 so1790

it reduces the energy error by roughly „ 50%. Since it is not obvious how to separate1791

its diffusive and dissipative parts, this “artificial frictional heating” is more like a local1792

energy fixer than a correction derived from theory (i.e. deriving a symmetric stress ten-1793

sor). Note that models that use implicit diffusion through limiters and filters in the nu-1794

merical operators (e.g. Lin, 2004) do not have an explicit expression for diffusion/dissipation,1795

and it is less obvious how to represent frictional heating due to momentum dissipation.1796

4.1.2 Sponge layer damping and energy conservation1797

An aspect that needs attention in weather and climate models is the choice of all1798

dissipation processes and, in particular, the treatment of the upper boundary in the at-1799

mospheric dynamical core. Most often, dynamical cores apply artificial sponge-layer mech-1800

anisms near the model top to damp upwards traveling waves and reduce the wind speeds.1801

These can grow substantially in the upper model domain which is, in particular, true for1802

models with high model lids between 80-150 km. Examples of explicitly-applied sponge-1803

layer dissipation mechanisms in the dynamical core portfolio of NCAR’s CESM version1804

2.2 (CESM2.2) are Rayleigh friction, enhanced second-order horizontal divergence damp-1805

ing, or an energy- and mass-conserving 2-∆z filter in CAM’s cubed-sphere finite-volume1806

dynamical core FV3 (L. M. Harris et al., 2021). In addition, CAM’s spectral transform1807

Eulerian (EUL, Neale et al., 2010) and the Spectral Element (SE) dynamical cores (Lauritzen1808

et al., 2018) apply enhanced second-order horizontal diffusion near the model top. Some1809

models like ICON, ICON-IAP and MPAS use the gravity wave damping mechanism which1810

is inherent in the vertical solver (Klemp et al., 2008).1811

Regardless of the chosen dissipation method, once it is applied to the velocity com-1812

ponents or the related horizontal divergence and relative vorticity fields it reduces the1813

kinetic energy of the flow. This triggers the question of whether lost kinetic energy should1814

be converted to heat in an effort to conserve the total energy. And if yes, how? Various1815

algorithms are possible for this energy conversion which can either target a local energy1816

restoration or a global energy fix.1817

Here, we focus on the local energy restoration that is applied after an explicitly-1818

applied dissipation process. In general, the kinetic energy loss due to dissipation δK ă1819

0 can be assessed via the approach1820

δK “ Kafter ´Kbefore (138)1821
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“
ρ

2

´

`

~v ` δ~v
˘2
´ ~v 2

¯

1822

“
ρ

2

´

~v 2 ` 2~v ¨ δ~v ` pδ~vq 2 ´ ~v 2
¯

1823

“ ρpallq ~v ¨ δ~v `
1

2
ρpallq δ~v ¨ δ~v (139)1824

which compares the kinetic energy at a chosen grid point after and before the dissipa-1825

tion is applied. The symbol ρpallq stands for the density and is treated as a constant. This1826

is typically justified since the velocity dissipation mechanisms do not change the mass1827

or pressure at a grid point. In addition, ~v denotes the velocity vector, and δ~v describes1828

the reduction of the velocity components. All components of δ~v are negative since the1829

dissipation slows down the wind speeds. The exact form of the δK computation depends1830

on the dissipation mechanism, time-stepping approach and the dynamical core design,1831

e.g., whether a hydrostatic or nonhydrostatic design is chosen. The details are not im-1832

portant for the generic discussion here. However, a concrete example for Rayleigh fric-1833

tion is shown in Appendix H.1834

The kinetic energy change p´δK ą 0q needs to get converted to heat which, as1835

before, needs to take the design of the dynamical core into account. For example, when1836

picking a hydrostatic HPE model with a pressure-based vertical coordinate and the hor-1837

izontal velocity vector ~v “ pu, vqT with the zonal and meridional wind components u1838

and v the conversion utilizes (assuming a pressure-based vertical coordinate)1839

ρpallq cpallqp δT “ ρpallq cpallqp pTconserve ´ T q “ ´δK. (140)1840

The resulting, slightly warmer temperature Tconserve then replaces the temperature T1841

locally via1842

Tconserve “ T ´
δK

ρpallq cp
(141)1843

“ T ´
1

cp

´

~v ¨ δ~v `
1

2
δ~v ¨ δ~v

¯

1844

“ T ´
1

cp

´

uδu` vδv `
1

2
pδuq2 `

1

2
pδvq2

¯

(142)1845

in an effort to conserve the total energy at the chosen grid point. A nonhydrostatic dy-1846

namical core design will require the use of the 3D velocity vectors ~v “ pu, v, wqT and1847

δ~v “ pδu, δv, δwqT which adds the contribution of the vertical velocity component w.1848

It is also possible to approach the problem differently and utilize the chain rule for1849

differentiation to assess the kinetic energy change. This leads to1850

BK

Bt
“

B

Bt

´1

2
ρpallq ~v 2

¯

“ ρpallq ~v ¨
B~v

Bt
(143)1851

or equivalently1852

δK “ ρpallq ~v ¨ δ~v. (144)1853

Equation (144) apparently differs from (139). However, in models decisions need to be1854

made about the time discretization, and ~v can be chosen in various ways. For example,1855

a centered-in-time expression r~v “ ~v ` 1
2δ~v can be selected which updates the velocity1856

vector (before dissipation) with half the contribution from the dissipative process. This1857

leads to the kinetic energy change1858

δK “ ρpallq r~v ¨ δ~v1859

“ ρpallq
`

~v `
1

2
δ~v
˘

¨ δ~v (145)1860

“ ρpallq ~v ¨ δ~v `
1

2
ρpallq δ~v ¨ δ~v (146)1861
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which recovers the form of (139). The hydrostatic CAM EUL dynamical core, CAM’s1862

SE dynamical core (Lauritzen et al., 2018), and the SE version embedded in the Depart-1863

ment of Energy (DOE) Energy Exascale Earth System Model version 1 (E3SMv1, Rasch1864

et al., 2019) utilize (144) with the original ~v from a previous time level. They thereby1865

apply the temperature correction1866

Tconserve “ T ´
1

cp

`

uδu` vδv
˘

(147)1867

to mimic frictional heating due to their hyper-diffusion mechanisms (note that Lauritzen1868

et al. (2018) reported an additional factor of 1{2 for this temperature update (their (59))1869

which was a typographical error). In contrast, the CESM2.2 variant of SE implements1870

the time-centered velocity approach r~v which leads to the temperature correction shown1871

in (142).1872

Whether frictional heating should be applied, especially at the local scale and not1873

as a global total energy fixer, is debatable as it was outlined for the Laplacian diffusion1874

operator above. When the dissipation is treated as a physical process one can find ar-1875

guments for it. However, if the dissipation is simply used to prevent numerical artifacts,1876

such as the reflection of waves at the model top, then frictional heating becomes ques-1877

tionable and might even lead to artificial temperature signals. This is demonstrated for1878

a Rayleigh friction (RF) sponge layer in Figure 10 that shows the time-mean and horizontal-1879

mean temperature of the FV3 dynamical core (L. M. Harris et al., 2021) in a dry Held–1880

Suarez test case configuration without topography (Held & Suarez, 1994). In general,1881

the Held–Suarez test replaces the physical parameterization package of an atmospheric1882

model with a Newtonian temperature relaxation and Rayleigh friction at low-lying lev-1883

els below 700 hPa. This thereby mimics the effects of radiation and the planetary bound-1884

ary layer mixing, and enables climate-like model assessments of a dynamical core.1885

In the example below, FV3’s resolution was set to C24 (400 km) with 64 vertical1886

levels that reach up to about 100 km. The vertical grid placement utilized the level con-1887

figuration of NCAR’s Whole Atmosphere Model WACCM6 with 70 levels (Gettelman1888

et al., 2019), but without reaching up to WACCM6’s model top at about 140 km. Rayleigh1889

friction can formally be represented by δ~v “ ´k~v∆t where ∆t is the length of the time1890

step and k is the RF damping coefficient. In FV3 RF is activated above a user-chosen1891

cutoff pressure pc and utilizes the user-selected maximum RF timescale τ . We choose1892

pc “ 10 Pa and the three τ timescales 1, 3 and 5 days for demonstration purposes. These1893

settings activate the Rayleigh friction in the top 14 levels between 10´1´10´4 hPa with1894

increasing strength. The vertical profiles of the damping strength k are shown in Fig-1895

ure 10(b), and the underlying equation is documented in L. M. Harris et al. (2021) and1896

Appendix H. Appendix H also highlights that a fully time-implicit algorithm is used to1897

compute the induced frictional heating in FV3.1898

In FV3, local frictional heating due to RF in the sponge layer is applied by default.1899

Here, we turn the frictional heating either on or off to document its impact on the time-1900

mean horizontal-mean temperature in the upper atmosphere. This is demonstrated in1901

Figure 10(a) that shows the 6-month temperature averages in the upper domain after1902

an initial 12-month spin-up period. This spin-up period is needed to reach an equilib-1903

rium with the Held–Suarez forcing when starting from an isothermal state at rest, as done1904

here. Figure 10(a) documents the model response to three RF damping timescales with1905

and without frictional heating. The figure shows that the damping timescale τ has a de-1906

cisive impact on the mean temperature in the sponge layer above 0.1 hPa. In general,1907

stronger RF damping with shorter τ timescales and thereby increased Rayleigh friction1908

coefficients k (see Figure 10(b)) leads to enhanced frictional heating effects in FV3. This1909

is reflected by the higher mean temperatures with increasing RF strength (dashed curves).1910

This is expected behavior and not the focus of our discussion. Here we highlight the large1911

temperature differences for an identical τ setting that are solely due to the application1912

or non-application of frictional heating. These are depicted by the dashed and solid curves1913
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Figure 10. (a) 6-month-mean horizontal-mean vertical temperature profiles of six Held-Suarez

simulations with the FV3 dynamical core at the resolution C24L64 (400 km, 100 km model top,

CESM framework). Three maximum damping timescales τ are depicted with (dashed) and with-

out (solid) frictional heating due to Rayleigh friction. (b) Vertical profiles of the Rayleigh friction

damping coefficient k for the three maximum timescales τ and pc “ 0.1 hPa.

with identical colors. Differences of up to 15-20 K are apparent near the model top. These1914

temperature differences due to frictional heating become even more pronounced above1915

10´4 hPa. If, for example, WACCM6’s full vertical domain with a model lid around 1401916

km is utilized temperature differences of over 100 K were found near the model top due1917

to frictional heating (not shown). However, a high sensitivity to other FV3 sponge-layer1918

mechanisms like an enhanced second-order divergence damping (used by default in FV31919

in the two topmost layers) and an optional 2-∆z filter was also found. In the experiments1920

here the 2-∆z filter is not activated and the enhanced second-order divergence damp-1921

ing mostly affects the topmost kinks of the temperature profiles in Figure 10(a). The gen-1922

eral spread between the simulations with and without frictional heating remains unaf-1923

fected by the top-layer divergence damping.1924

None of the depicted simulations with and without frictional heating can be con-1925

sidered a reference solution for the Held-Suarez test. The Held–Suarez test relaxes the1926

temperature above 100 hPa to 200 K so that the closeness to the 200 K isotherm can1927

be used to judge the temperature profiles. The FV3 simulations start deviating from this1928

isotherm rather quickly once the Rayleigh friction is activated above 0.1 hPa. This il-1929

lustrates the impact of frictional heating in FV3, raises awareness, and encourages con-1930

tinued discussions about energy conservation and the use of frictional heating processes1931

in atmospheric models.1932

In conclusion, we would like to highlight that Rayleigh damping has no physical1933

meaning since it is ad-hoc in form and not justifiable on the basis of physical theory. Hence1934

we argue that there should be no physical heating/cooling term associated to it in the1935

thermodynamic equation. Also, Laplacian damping introduced near the upper bound-1936

ary to prevent reflection of waves is purely artificial (introduced due to an artificial up-1937

per boundary) and does not represent a physical dissipation process. Therefore, the mo-1938

mentum that is being dissipated should not be converted into a heating/cooling term1939

in the thermodynamic equation.1940

4.1.3 Energy truncation errors associated with discretizing the invis-1941

cid HPEs1942

In addition to artificial diffusion operators, the choice of discretization of the in-1943

viscid equations of motion often affect the energy budget. Nevertheless, energy conserv-1944

ing numerical methods, called mimetic discretizations, do exist (e.g., Taylor & Fournier,1945

2010; Dubos et al., 2015; Gassmann, 2013; Taylor et al., 2020; Eldred et al., 2019) (see1946
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Section 5.2.1). Briefly, one discretizes the Hamiltonian and the Poisson brackets them-1947

selves, rather than the associated discrete equations of motion. The discrete equations1948

of motion are then derived from the discrete Hamiltonian and Poisson brackets. If the1949

Poisson brackets are discretized in a way that preserves the key elements of their geo-1950

metric structure (anti-symmetry and some of the null space), then the resulting equa-1951

tions of motion will inherit the desired conservation properties. The resulting Poisson1952

system of ODEs can then be integrated in time using an energy-conserving time inte-1953

grator, such as a discrete gradient method (Cohen & Hairer, 2011). This latter step is1954

rarely taken (although see Eldred et al., 2019), since these integrators are in general fully1955

implicit and therefore too expensive for practical atmospheric models. In addition, the1956

energy time-truncation errors for inviscid dynamics are negligible („ ´0.005 W/m2),1957

making it hard to justify the increased computation expense of energy-conserving time-1958

stepping. In contrast, spatial mimetic discretizations are currently being used in some1959

operational climate dynamical cores (e.g., Taylor, 2011; Taylor & Fournier, 2010; Du-1960

bos et al., 2015; Gassmann, 2013; Taylor et al., 2020; Melvin et al., 2019).1961

In the absence of time-truncation errors, vertical remapping errors and explicit dif-1962

fusion the spectral-element model conserves total energy. It has been found necessary1963

for practical applications to employ explicit diffusion operators that dissipate energy, be-1964

cause the nonlinear (inertial) energy cascade extends beyond the resolved scales. The1965

advantage of mimetic methods is that they help distinguish between the reversible and1966

irreversible parts of a model.1967

In contrast, energy-conserving vertical remapping has been found to be problem-1968

atic. Hence, at least for the immediate foreseeable future, dynamical cores (even those1969

using mimetic discretizations) require a total energy fixer to close their energy budget.1970

Nevertheless, mimetic discretizations can reduce the amount of spurious energy that must1971

be handled in the fixer. Figure 9(c) shows the global energy fixer for the spectral-element1972

dynamical core (and physics dynamics coupling) as a function of time-step. Compared1973

to the dry-mass adjustment, the spurious tendency from the dynamical core (and physics-1974

dynamics coupling) is much less („ ´0.1 W/m2) in terms of standard deviation and mean.1975

4.2 Physics-dynamics coupling errors (spatial and temporal)1976

Assuming that physics and dynamics are based on the same equations of motion1977

and thermodynamics, how physics and dynamics are coupled has a significant impact1978

on the energy and mass conservation properties. Adding physics tendencies throughout1979

the dynamical core time-integration can produce energy errors (discussed in detail in Lau-1980

ritzen & Williamson, 2019). The applicability of parallel coupling of physics and dynam-1981

ics is limited by mass and energy errors (Donahue & Caldwell, 2020). If physics tenden-1982

cies are interpolated from a physics grid to a dynamical core grid (and the two grids dif-1983

fer), then the interpolation can lead to energy errors (Herrington et al., 2018). There can1984

also be physics–dynamics coupling errors if the continuous equations of the dynamical1985

core conserve a total energy that is different from the one conserved in the physics. This1986

could be characterized as a consistency error. An example is given in Lauritzen and Williamson1987

(2019). For an extensive discussion on physics–dynamics coupling please see Gross et al.1988

(2018). An example of similar issues in water mass conservation can be found in Zhang1989

et al. (2018). Since coupling errors have already been discussed in the literature, and the1990

scope of this paper must be limited, these errors will not be discussed further.1991

4.3 Thermodynamic conserved variable inconsistency leading to total1992

energy errors1993

Richard Feynmann remarked that (Feynman et al., 1989),1994
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The subject of thermodynamics is complicated because there are so many differ-1995

ent ways of describing the same thing ... with respect to the internal energy U pallq,1996

we might say that it depends on the temperature and volume, if those are the vari-1997

ables we have chosen - but we might also say that it depends on the temperature1998

and pressure, or the pressure and volume, and so on.1999

Not surprisingly various different conserved variables have been used in moist thermo-2000

dynamics (see, e.g., Emanuel, 1994), and parameterizations may adopt one rather than2001

another based on what makes most sense for that particular parameterization. This may2002

lead to inconsistencies with the total energy formula. These inconsistencies occur when2003

a parameterization is based on a conserved variable which is different from that of the2004

host model. From first principles both sets of conserved variables are correct, but they2005

do not lead to the same energy conservation formula.2006

Confused? Below is an example from the CLUBB parameterization of turbulence2007

and clouds (Larson, 2017), which has been implemented in CAM (Bogenschutz et al.,2008

2013). This example illustrates the intricacies of this problem, which are likely to be present2009

in some form or extent in many comprehensive parameterization suites (as far as the au-2010

thors are aware). Please note that this is not a discretization error, but rather an error2011

arising from the choice of conserved variables. Since this subject has received little at-2012

tention in the literature, it will be discussed in some detail in the following section.2013

4.3.1 An example from CAM: CLUBB2014

The CAM interface with parameterizations conserves (111). That is, the total en-2015

thalpy plus kinetic energy in each column satisfies2016

B

Bt

ˆ
ρ
pdq
t“tnp1`m

pwvq
t“tnq

”

cpdqp T `K ´ Lv,00m
pliqq ´ Ls,00m

piceq
ı

dz “ F
prhsq

, (148)2017

2018

passume (109), cp`qp “ cpdqp , rh
pwvq
00 ” 0J{kg2, mpH2Oq “ mpwvq, mpH2Oq “ m

pwvq
t“tnq.2019

(Williamson et al., 2015) where, for notational clarity, the right-hand side terms in (111)2020

are denoted F
prhsq

and, in order to facilitate a comparison of enthalpy with θl below,2021

a water vapor reference state is assumed (despite CAM using an ice reference state). The2022

thermodynamic potential (which in CAM is a conserved quantity) is used to update tem-2023

perature as a result of heating in CAM parameterizations (assuming a water vapor ref-2024

erence state). This thermodynamic potential is2025

h
pCAMq

h
pwvq
00

” cpdqp T ´ Lv,00m
pliqq ´ Ls,00m

piceq. (149)2026

Also note that since CLUBB conserves water,2027

C ” Ls,00m
pwvq ` Ls,00m

pliqq ` Ls,00m
piceq “ constant (150)2028

which, when added to (149), yields2029

h
pCAMq

h
piceq
00

“ h
pCAMq

h
pwvq
00

` C “ cpdqp T ` Ls,00m
pwvq ` Lf,00m

pliqq, (151)2030

2031

(CAM thermodynamic potential; ice reference state)2032

after rearranging terms and using (58). The right-hand side of (151) is now the enthalpy2033

with respect to an ice reference state, which is what is used in CAM. Hence, as long as2034

total water is conserved, one can seamlessly switch between reference states (up to a con-2035

stant which disappears in the time-derivative). Note that (150) does not hold in each2036

grid-point if vertical mixing is included. It does, however, hold in each column since ver-2037

tical mixing conserves mass.2038
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CLUBB is a model based on the anelastic approximation for the fluid equations2039

(Larson, 2017). Rather than enthalpy, CLUBB’s prognostic thermodynamic variable is2040

liquid water potential energy, θl, which is conserved under adiabatic transformations in2041

the relevant approximations. The use of a different thermodynamic variable in CLUBB2042

(θl) than in CAM (h
pCAMq

h
pwvq
00

) leads to two potential problems.2043

First, the mapping between θl and h
pCAMq

h
pwvq
00

needs to be handled correctly (see Sec-2044

tion 4.3.2). Secondly, even if the mapping is handled correctly, conservation of θl vio-2045

lates conservation of h
pCAMq

h
pwvq
00

because the two variables are weighted differently in the2046

vertical by the Exner function (discussed below). Because of such an inconsistency, the2047

combined model (CAM-CLUBB) conserves neither of the two variables and the discrep-2048

ancy needs to be resolved using an energy fixer. This situation arose because of a his-2049

torical accident, namely, CLUBB was originally developed in the context of a different2050

model that does conserve θl and was only later ported to CAM. The same problem also2051

occurs in the Energy Exascale ESM (E3SM, Golaz et al., 2019).2052

In detail, CLUBB transports an approximate form of the conserved moist poten-2053

tial temperature θl (see Tripoli & Cotton, 1981; Cotton et al., 2011), which is defined2054

as2055

θl ” TΠ´1 ´
Lv,00

c
pdq
p

Π´1mpliqq, (152)2056

where Π is the Exner function, which is purely a function of pressure. CLUBB then re-2057

turns to CAM the following tendency of θl,2058

ρpdqp1`mpwvqq
Bθl
Bt

ˇ

ˇ

ˇ

ˇ

CLUBB

“ ´
B

Bz

”

ρpdqp1`mpwvqq w1θ1l

ı

, (153)2059

which, if integrated in the vertical, yields zero, aside from fluxes at the upper and lower2060

boundaries of the atmosphere. In (153) the p¨q1 variables are deviations from the grid cell2061

mean values and w is vertical velocity.2062

Therefore, if CLUBB is advanced one time step, then the profiles of θl before and2063

after the call to CLUBB are related by2064 ˆ
`

θl
˘

tn`1 ρ
pdq
tn p1`m

pwvq
tn q dz “

ˆ
`

θl
˘

tn
ρ
pdq
tn p1`m

pwvq
tn q dz, (154)2065

or2066 ˆ
∆θl ρ

pdq
tn p1`m

pwvq
tn q dz “ 0, (155)2067

where ∆θl ”
`

θl
˘

tn`1 ´
`

θl
˘

tn
, given the usual CAM assumptions of total water and2068

pressure staying constant during physics updates. Substituting the definition of θl (152)2069

into (155), and multiplying by c
pdq
p , we find2070

ˆ
1

Π tn
pcpdqp ∆T ´ Lv,00∆mpliqqq ρ

pdq
tn p1`m

pwvq
tn q dz “ 0. (156)2071

Now, consider the host model CAM. Its conserved prognostic thermodynamic variable2072

is enthalpy, (149), which should be updated according to (148). Since CLUBB does not2073

alter mpiceq until CLUBB’s diffusion acts on it in a different part of the code, we will omit2074

the last term in (148) and take2075

h
pCAMq

h
pwvq
00

” cpdqp T ´ Lv,00m
pliqq. (157)2076

If CLUBB were to conserve h
pCAMq

h
pwvq
00

, then advancing CLUBB one time step would yield2077

ˆ
∆h

pCAMq

h
pwvq
00

ρpdqp1`m
pwvq
tn q dz “ 0, (158)2078
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in the absence of fluxes through the top and bottom of domain. We write this in terms2079

of T by using the definition of h
pCAMq

h
pwvq
00

(157), which yields2080

ˆ
pcpdqp ∆T ´ Lv,00∆mpliqqq ρ

pdq
tn p1`m

pwvq
tn q dz “ 0. (159)2081

What CLUBB does (see equation (156)) is not what is required for conservation of CAM’s2082

h
pCAMq

h
pwvq
00

(see equation (159)). CLUBB’s integral differs because it includes Π´1, which2083

preferentially weights CLUBB’s tendencies in the upper part of the atmosphere. The re-2084

sulting energy imbalance in each column is shown in Figure 11(c). The global average2085

tendency is rather large „ 0.4 W/m2, and similar in magnitude to other leading energy2086

imbalances/errors in the system. Currently, this imbalance is restored in each column2087

as a uniform heating increment (but only in the layers where CLUBB is active). To avoid2088

this inconsistency in CAM, CLUBB could use h
pCAMq

h
pwvq
00

rather than θl as its thermody-2089

namic potential.2090

Aside: Figure 11(a) shows the total imbalance and (b) the kinetic energy imbal-2091

ance in CAM-CLUBB. The kinetic energy imbalance is non-zero since CLUBB does not2092

include frictional heating (also discussed in the context of dynamical cores). The kinetic2093

energy budget would be closed if local heating were applied where momentum is dissi-2094

pated (through mixing/turbulence). This missing heating is large („ 1.8 W/m2).2095

4.3.2 Thermodynamic inconsistency in sensible heat flux in CAM-CLUBB2096

Another thermodynamic inconsistency in CAM-CLUBB is that the sensible heat2097

flux, F pturbq, provided by the host model, CAM, is passed incorrectly to CLUBB.2098

Neglect kinetic energy (i.e. assume for the moment that CLUBB does not alter winds),2099

neglect radiation, and assume that there are no phase changes. Then CAM’s energy equa-2100

tion reduces to:2101

B

Bt

ˆ "

ρpdq
”

1`m
pwvq
t“tn

ı

cpdqp T

*

dz “ F
pturbq

net . (160)2102

In contrast, CLUBB conserves2103

B

Bt

ˆ "

ρpdq
”

1`m
pwvq
t“tn

ı

θ`

*

dz “ ρpdq
”

1`m
pwvq
t“tn

ı

w1θ1l

ˇ

ˇ

ˇ

surface
” F pturbqnet . (161)2104

That is, CLUBB conserves a potential temperature variable rather than temperature.2105

In the absence of phase changes, (161) becomes2106

B

Bt

ˆ "

ρpdq
”

1`m
pwvq
t“tn

ı T

Π

*

dz “ F pturbqnet . (162)2107

In order for the sensible heat flux to result in the same temperature change in the col-2108

umn, then the CAM turbulent heat flux should be scaled by the surface Exner function,2109

Πs, so that2110

F pturbqnet “
F
pturbq

net

c
pdq
p Πs

, (163)2111

(in terms of the actual CAM CLUBB interface code, the actual flux passed to CLUBB2112

is expected to be in units of [K{m2], and so F
pturbq

net is divided by the air density at the2113

surface).2114

In the current coupling of CLUBB with CAM, the following flux is erroneously passed2115

to CLUBB2116

F
pturbq

net

c
pdq
p

, (164)2117
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W/m^2 W/m^2W/m^2

Figure 11. (a) Total energy imbalance between CAM and CLUBB energies, (b) kinetic en-

ergy imbalance in CLUBB and (c) energy imbalance excluding kinetic energy imbalance (as if

CLUBB included frictional heating that locally converts dissipated momentum into heating - cur-

rently done columnwise with fixer). Figure (c) is plot (a) minus (b), i.e. the energy imbalance as

a consequence of differences in thermodynamic potential in CAM (enthalpy) and CLUBB (liquid

water potential temperature). All units are in W {m2.

Figure 12. One-year average of total energy imbalance for CLUBB in W {m2 (a) including

frictional heating and default CAM sensible heat flux passed to CLUBB (see equation (164)), (b)

including frictional heating and scaling the sensible heat flux for consistency (see equation (163))

and (c) the difference between the first two panels.

which is missing the Exner function in the denominator. By consistently scaling the sen-2118

sible heat flux, the imbalance between CAM and CLUBB energy is reduced, as shown2119

in Figure 12. It shows a one-year average of the total energy imbalance for CLUBB when2120

including frictional heating and using the default sensible heat flux (164) formulation.2121

Note that the imbalances are large over high orography, where 1{Πs is large. By using2122

the more consistent formulation of the sensible heat flux (163), the imbalance over orog-2123

raphy is significantly reduced. Since the spurious biases over high orography were neg-2124

ative the imbalance in terms of the global average is increased from „ 0.41 W/m2 to2125

„ 0.57 W/m2. Discussing the impact of this change to the climate is beyond the scope2126

of this paper.2127

4.4 Mass clipping errors2128

Parameterizations (e.g. vertical diffusion) or the dynamical core may produce small2129

negative mixing ratios of water vapor and/or other forms of water. Usually these neg-2130

ative value are clipped by simply setting the mixing ratios to zero. This is seen by the2131

model as a spurious source of water and thereby impacts total energy. That said, these2132

errors have been found to be very small, but will show up in an accurate budget anal-2133

ysis. The error appears as a bias (always positive), so it could accumulate over time in2134

long runs. This topic is discussed further in Zhang et al. (2018).2135
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4.5 Inconsistencies between dynamical core and parameterizations2136

The dynamical core may be based on equations of motion and thermodynamics dif-2137

ferent than those assumed in the parameterization suite.2138

4.5.1 Example 1: Latent heat inconsistency2139

NCAR’s spectral-element dynamical core uses the same HPE equations as CAM2140

physics, except that it assumes variable latent heats. This means that the enthalpy terms,2141

and therefore the total energy formula, differ as discussed in detail in Section 2.1.10. This2142

leads to a „ 0.6 W/m2 imbalance. This inconsistency can be alleviated by scaling the2143

temperature increments, ∆T , accordingly2144

∆Tc
pdq
p

c
pallq
p

, (165)2145

where the generalized c
pallq
p is given in (33). Hereby the energy increment associated with2146

the enthalpy terms are the same in physics and dynamics. This approach is also taken2147

in FV3 (L. M. Harris et al., 2021).2148

4.5.2 Example 2: Different vertical coordinates in physics and dynam-2149

ics2150

Many non-hydrostatic models are formulated using a height-based vertical coor-2151

dinate (e.g. Skamarock et al., 2012). Leaving aside the non-hydrostatic effect, the to-2152

tal energy differs between a z-based HPE system and pressure based HPE system due2153

to the different boundary conditions (constant z and p at model top, respectively); see2154

equations (11) and (13). Heating increments, ∆Qk, added under constant pressure and2155

constant volume assumptions lead to different temperature increments (∆Q{c
pallq
p and2156

∆Q{c
pallq
v , respectively). A scaling of the temperature increments by c

pallq
p {c

pallq
v can al-2157

leviate this inconsistency. There are other inconsistencies in this context (e.g. related to2158

top boundary condition) that are beyond the scope of this paper to discuss.2159

5 Summary and future directions2160

5.1 Summary2161

A summary of total energy errors discussed in this paper is given below:2162

‚ Dynamical core total energy errors (sections 2.1.10 and 4.1) can be large („ 0.1´2163

1 W/m2) at large-scale model resolutions („ 1˝; Lauritzen & Williamson, 2019).2164

Errors are expected to decrease as horizontal/vertical resolution increases. At least2165

for lower resolution applications, further research in energy conserving numerical2166

methods is highly recommended (sections 5.2.1 and 5.2.2).2167

‚ Temporal physics–dynamics coupling errors (where tendencies are added through-2168

out the dynamical core time loop) can be large („ 0.4 W/m2, Lauritzen & Williamson,2169

2019, see also section 4.2), but can be reduced by clever physics–dynamics cou-2170

pling methods (e.g. mass-weighting of momentum and enthalpy tendencies; see sec-2171

tion 4.5). Errors, in general, are expected to decrease with shorter physics time-2172

steps and adequate weighting of the tendencies for energy conservation.2173

‚ Spatial physics–dynamics coupling errors due to mapping tendencies between grids2174

(if applicable) are small („ ´0.1 W/m2, Herrington et al., 2018). This error will2175

decrease with increased resolution (see section 4.5).2176

‚ Physics–dynamical errors due to the fact that the energy associated with the con-2177

tinuous equations of the dynamical core is different than the energy of the physics2178

(e.g. due to different a-principio approximations) can be large when the dynam-2179
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ical core uses variable latent heats and physics does not („ 0.5 W/m2, Lauritzen2180

& Williamson, 2019). These errors can be alleviated by clever scaling of tenden-2181

cies (e.g., equation (165); see section 4.5)).2182

‚ Enthalpy tendencies associated with falling precipitation and water entering the2183

atmosphere are large („ 0.3 W/m2) when using constant latent heats and even2184

larger („ 1.1 W/m2) when using variable latent heats. Locally, the errors can be2185

orders of magnitude larger. This error, in general, is not expected to decrease with2186

increased resolution. In fact, larger water contents at higher resolution may make2187

the issue worse. This error is extensively discussed in Section 3.2188

‚ Kinetic and potential energies associated with falling precipitation (and evapo-2189

ration or other forms of water entering the atmosphere) are small („ă 0.02 W/m2).2190

This error is expected to increase with increased resolution for the same reasons2191

as for enthalpy flux. This error is extensively discussed in Section 3.2192

‚ Errors associated with not including all forms of water in pressure/mass are small2193

(„ă 0.01 W/m2). Local errors could increase with increased resolution as the wa-2194

ter content locally is larger at higher resolutions. This error is extensively discussed2195

in Section 3.2196

‚ Thermodynamic inconsistency errors in parameterizations: These imbalances are,2197

of course, specific to the inconsistency in question. For example, we showed that2198

the inconsistency between CLUBB using moist potential temperature θl as its con-2199

served variable and CAM using enthalpy leads to „ 0.4 W/m2 imbalance. Sim-2200

ilarly, inconsistencies in surface sensible heat flux between the host model and the2201

parameterization (in this CLUBB) can lead to significant errors/imbalances in the2202

total energy budget. This error is extensively discussed in Section 4.3.2203

For a closed energy budget that fully accounts for falling precipitation (and water en-2204

tering the atmosphere) it is necessary to specify temperatures and kinetic energies of wa-2205

ter entering/leaving the atmosphere (for the surface flux terms). This has also been noted2206

in several other studies assimilating observations and diagnosing energy budgets (Trenberth2207

& Fasullo, 2018; Kato et al., 2021). This is problematic (as discussed here in detail) since2208

falling precipitation is formed away from surface and the temperature and winds can be2209

quite different from those near the surface where, ultimately, falling precipitation leaves2210

the atmosphere. Complicating the matter is that large-scale models use a single temper-2211

ature for all components of moist air. This is especially an issue for larger hydromete-2212

ors (e.g. hail) that tend to have appreciably different temperatures than the air around2213

them and the supercooled droplets that they accrete. This is because riming releases la-2214

tent heat that can’t be diffused away quickly. As these large hydrometeors become in-2215

cluded in advanced microphysics schemes, such as PUMAS (Gettelman & Morrison, 2015),2216

the error of using the assumption of a single temperature may be worth considering. Also,2217

climate models do not typically parameterize processes associated with falling precip-2218

itation (frictional heating of falling precipitation, drag exerted by falling hydrometeors,2219

etc.).2220

The total energy budget errors associated with these processes can be large and2221

we recommend that this issue be addressed as a high priority in climate and weather mod-2222

els. We have shown that including a surface enthalpy flux (though difficult to accurately2223

compute) can reduce the variance of energy errors/imbalances significantly (see Figure 9)2224

but, maybe, not entirely for the right reasons. A framework for representing frictional2225

heating of falling precipitation can be achieved by using the barycentric velocity frame-2226

work as outlined in detail in Appendix F. It still makes use of the single temperature2227

assumption that most ESMs follow, so using the barycentric velocity framework could2228

be a first “incremental” step towards a more realistic and better closure of the total en-2229

ergy budget.2230

Given these challenges in rigorously closing energy budgets, it is unlikely that the2231

community will be able to entirely remove energy fixers in operational models anytime2232
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soon. We recommend that, if an energy budget cannot be closed locally, global energy2233

fixers should be used.2234

Global fixers do not seem to affect the climate negatively, and they restore the global2235

energy budget so that coupled climate simulations do not have spurious drifts. Trying2236

to restore energy conservation with a local fixer can lead to incorrect solutions (e.g. Williamson2237

et al., 2009). As a rule of thumb, a small global heating increment (i.e. a global energy2238

fixer) seems to be less detrimental. That said, some local errors in current models (e.g.2239

CAM) are entirely fixable. These include adding frictional heating to compensate for down-2240

gradient diffusion of kinetic energy. Note that this would not actually be a fixer, but would2241

emulate a physical process.2242

5.2 Future directions2243

In this section we conclude the paper by suggesting possible future directions and2244

associated major problems that have begun to receive some attention in the literature.2245

This list is not exhaustive. It is based on countless discussion between the BIRS work-2246

shop participants that inherently could be biased due to the lack of participation from2247

experts in all aspects of Earth System Modeling.2248

Global models are moving away from the HPE set to equations of motion that are2249

less approximated, and even incorporate some irreversible processes into the dynamical2250

core. As this transition is made, it becomes increasingly tedious and error-prone to en-2251

sure that fundamental physical principles are satisfied. These physical principles include2252

energy conservation and entropy conservation by reversible processes, and entropy gen-2253

eration by irreversible processes. Verifying these physical principles is especially chal-2254

lenging when approximations are made at the level of the equations of motion. In this2255

section we give a brief discussion of three related developments that aim to make this2256

process simpler, and provide a unifying approach:2257

‚ Geometric mechanics formulations (i.e. Lagrangian or Hamiltonian) to en-2258

sure physically-consistent equations of motion.2259

‚ Structure-preserving mimetic discretizations based on these geometric struc-2260

tures. These discretizations are inherently energy-conserving.2261

‚ Thermodynamic potentials to ensure consistent thermodynamics.2262

This section also includes short notes on averaging operators and the available and non-2263

available components of energy.2264

5.2.1 Geometric mechanics formulations for GFD2265

Rather than working at the level of the equations of motion, a more powerful ap-2266

proach is to instead work with a geometric mechanics formulation, such as a Lagrangian2267

(Holm et al., 2002, 1998) or Hamiltonian (Salmon, 1998; Dubos & Tort, 2014; Bannon,2268

2003) approach. This is commonly done in other areas of physics (it is at the heart of2269

modern physics), and it can also be done for GFD.2270

Briefly, a variational approach to fluid dynamics states that the equations of mo-2271

tion arise from the minimization (through the calculus of variations) of the action func-2272

tional S “
´ t2
t1

Lrxs2273

δS “ δ

ˆ t2

t1
Lrxs “ 0 (166)2274

where x is the set of predicted variables (for example: density, fluid velocity, specific en-2275

tropy in the case of the dry Euler equations) and Lrxs is the Lagrangian.2276
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By using the appropriate Lagrangian, one can recover all the consistent equation2277

sets used in GFD for both single and multicomponent fluids. More specifically, it is pos-2278

sible to incorporate (Tort & Dubos, 2014; Eldred & Gay-Balmaz, 2021):2279

‚ Geometric (shallow/traditional atmosphere, spherical geoid, etc.) and dynamical2280

(quasi-hydrostatic, etc.) approximations.2281

‚ Arbitrary equations of state, since the thermodynamic potential (see below) de-2282

termines the internal energy U pallq (in fact, internal energy is one of the possible2283

choices for thermodynamic potential).2284

‚ Sound-proofing constraints that lead to semi-compressible equations: anelastic,2285

Boussinesq, pseudo-incompressible, semi-hydrostatic, etc.2286

‚ Free surface boundary surfaces, such as a constant pressure upper boundary.2287

In all cases, by construction the resulting equations of motion conserve energy. The vari-2288

ational approach can also be used to derive the associated Hamiltonian formulation (Salmon,2289

1998; Dubos & Tort, 2014; Bannon, 2003), which is useful for (amongst other things) the2290

development of numerical schemes that have no spurious energy conversions and there-2291

fore discretely conserve energy (see below).2292

In addition to providing a unified framework for reversible (entropy-conserving) dy-2293

namics, geometric mechanics formulations (both variational (Gay-Balmaz, 2019) and bracket-2294

based (Eldred & Gay-Balmaz, 2020)) have recently been extended to incorporate irre-2295

versible (entropy-generating) processes such as viscous dissipation. This includes pio-2296

neering work of Gassmann and Herzog (2015) and Gassmann (2018) on the treatment2297

of physics parameterizations by analogy with molecular-scale irreversible processes, so2298

that they have the same functional form. This has provided, for the first time, a full model2299

(dynamical core + physics) with a consistent treatment of the first and second laws of2300

thermodynamics that does not require an energy fixer to correct mismatches between2301

the dynamical core and the physics, and has a physically plausible treatment of entropy2302

generation by physics parameterizations. Of course, treating subgrid processes by anal-2303

ogy with irreversible processes can have limitations and lead to an unphysical represen-2304

tation (despite being energetically and thermodynamically consistent), especially since2305

many subgrid processes are actually unresolved reversible dynamics. Some key exam-2306

ples of this for the atmosphere are gravity wave drag and convection. Nevertheless, the2307

work in Gassmann and Herzog (2015) and Gassmann (2018) represents an important first2308

step towards energetically and thermodynamically consistent physics prameterizations.2309

5.2.2 Structure-preserving discretizations2310

Many of the important properties that the equations used in GFD possess, such2311

as energy conservation, arise fundamentally from characteristics of the geometric struc-2312

tures that underlie them. For example, energy-conservation can be associated with tem-2313

poral symmetry of the Lagrangian in the variational formulation, or anti-symmetry of2314

the Poisson brackets in the Hamiltonian formulation. A structure-preserving (or mimetic)2315

discretization preserves these properties in the discrete sense, to produce numerical mod-2316

els that have the same properties as the continuous equations. This enables, for exam-2317

ple, dynamical cores that inherently conserve energy for the correct physical reasons (e.g.2318

reversible transformations between different energy reservoirs). Structure-preserving dis-2319

cretizations have a long history in atmospheric dynamical cores, going back to the cel-2320

ebrated Arakawa and Lamb scheme (Arakawa & Lamb, 1981). Some recent work in this2321

this area for variational formulations is found in Gawlik and Gay-Balmaz (2021); Bauer2322

and Gay-Balmaz (2019); Brecht et al. (2019) and for Hamiltonian formulations in Dubos2323

et al. (2015), Gassmann (2013), Eldred and Randall (2017), Taylor et al. (2020), and Wimmer2324

et al. (2020). It has even been extended to incorporate irreversible processes in Gassmann2325

and Herzog (2015) and Gassmann (2018). Both research models such as ICON-IAP and2326
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“production/operational” models such as CAM-SE (used in this study), E3SM and DY-2327

NAMICO make use of this approach. In addition, both ICON-IAP and the MPI-M/DWD2328

ICON model (Zängl et al., 2015) makes use of the barycentric velocity framework although2329

a simplified lower boundary condition is used in ICON (w “ 0; as a consequence ICON2330

erroneously conserves the total mass rather than dry mass) and the diffusive fluxes of2331

the non-precipitating species are neglected.2332

5.2.3 Thermodynamic potentials2333

Given the issues concerning thermodynamic consistency, we would like to point the2334

reader to advances in this area as well. In the atmospheric dynamics literature it is com-2335

mon to work directly with equations of state like (29) and potential temperature defi-2336

nitions. However, this approach becomes increasingly complicated and error-prone as com-2337

plexity increases, and it is easy to lose thermodynamic consistency if approximations are2338

made to these expressions individually. This leads to violations of the first and/or sec-2339

ond laws of thermodynamics, which is an undesirable scenario.2340

The correct approach is to start more fundamentally, with a thermodynamic po-2341

tential (such as internal energy, enthalpy or Gibbs function) regarded as a function of2342

canonical state variables (e.g. pressure, temperature and composition for the Gibbs func-2343

tion), and use this thermodynamic potential to derive the equations of state and other2344

required thermodynamic equations or quantities (i.e. the thermodynamics of the model).2345

Then, when making approximations, or introducing complications such as condensates,2346

or using a temperature-dependent c
pallq
p , this can be done at the level of the thermody-2347

namic potential. The thermodynamics are then re-derived from the new thermodynamic2348

potential. This avoids inconsistencies, and provides a unified framework for the thermo-2349

dynamics of a given system.2350

This thermodynamic potential approach is well-known in the ocean modelling com-2351

munity, since realistic ocean models require an accurate approximation of the complex2352

thermodynamics of seawater. This is achieved consistently through the definition of an2353

approximate, but accurate, Gibbs potential (Feistel, 2008; Feistel et al., 2010; Thuburn,2354

2017; Hermann et al., 2009). This approach is less common in the atmospheric model-2355

ing community, but some recent work has investigated thermodynamic potentials for moist2356

air. This includes an approach based on the Gibbs function for moist air with liquid wa-2357

ter (Thuburn, 2017, 2018), a comprehensive study of multiple thermodynamic potentials2358

for moist air with liquid and frozen water (including a consistent treatment of the com-2359

monly used constant κ approximation; Eldred et al., 2022), and an approach based on2360

the internal energy for moist air with liquid and frozen water (that also includes non-2361

equilibrium thermodynamic processes; Bowen & Thuburn, 2022a, 2022b). Bowen and2362

Thuburn (2022a) found that using Gibbs function is viable for moist air containing va-2363

por and liquid water but problematic to extend to include the ice phase (due to ambi-2364

guity at the triple-point). They show that using internal energy potential resolves this2365

issue.2366

Oceanographers have a new thermodynamic standard (TEOS-10; http://www.teos102367

.org/) formulating all possible thermodynamic properties of seawater in terms of a Gibbs2368

function and its various partial derivatives. As a result, all thermodynamic quantities2369

are consistent with each other, which was not the case in earlier formulations. The Gibbs2370

function contains four arbitrary constants that have been specified in a way that fixes2371

the value of the freshwater component of specific enthalpy hpW q. Atmospheric model-2372

ers should be aware of how oceanographers have set the value of enthalpy for seawater,2373

in order to define the value of the specific enthalpy for water vapor to ensure that hpwvq´2374

hpW q is equal to an acceptable form of the latent heat of evaporation. How to achieve2375

consistent definitions of liquid water and moist air enthalpies has been discussed in de-2376

tail in Feistel et al. (2008).2377
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5.2.4 Dissipation of mechanical energy2378

An important issue highlighted in this paper is the need to understand the path-2379

ways to dissipation of mechanical energy. This is required to determine when the energy2380

loss should contribute to the Joule heating associated with viscous dissipation in the tem-2381

perature equation and when it should enhance the vertical turbulent transfer of heat and2382

other tracers (resulting in change in the gravitational potential energy of the fluid, but2383

with no contribution to viscous dissipation). In the oceanographic community, such an2384

idea has motivated the development of “energetically consistent models”, e.g., Eden (2016),2385

whereby explicit descriptions of the sub-grid-scale energy transfers and of their interac-2386

tions with the resolved energy reservoirs are sought. One possible way to achieve this2387

is to develop separate evolution equations for the turbulent kinetic energy and the avail-2388

able potential energy. This approach is being explored in the atmospheric boundary layer2389

community. Further research in this area is facilitated by the fact that a fully general2390

local theory of available potential energy for multi-component compressible stratified flu-2391

ids is now available.2392

5.2.5 Averaging operators2393

The energetics of a model depends a priori on the exact interpretation of the coarse-2394

grained prognostic variables. In particular, it depends on the averaging operator used2395

to construct the coarse-grained equations satisfied by the model. In practice, however,2396

the precise form of this averaging operator is often unspecified. In oceanography, there2397

is increased interest in coarse-grained equations obtained from some form of Lagrangian2398

averaging, such as the thickness-weighed averaged equations, e.g. Young (2012). In the2399

atmosphere, however, Favre-averaging may be a more natural way to account for the large2400

variations in density. To a large extent, the present paper has approached the energet-2401

ics of atmospheric models by treating the model variables in a similar way as their non-2402

averaged form. A more consistent and physically-based approach would require to have2403

a clear sense of the exact way in which the coarse-graining has been performed.2404

5.2.6 Available and non-available components of energy2405

For simplicity, the present paper considered only the total potential energy of the2406

fluid. In particular, it did not attempt to develop separate budgets for its available and2407

non-available components as originally defined by Lorenz (1955). Physically, however,2408

the available and non-available forms of potential energy have very distinct signatures,2409

so that it might be desirable in the future to extend the present analysis to the various2410

forms of potential energy, by using the newly developed exact available potential energy2411

frameworks of Novak and Tailleux (2018) and Tailleux (2018), although significant con-2412

ceptual barriers remain to incorporating moisture in such frameworks, e.g., B. L. Har-2413

ris and Tailleux (2018).2414

Appendix A A note on averaging: unresolved and unrepresented to-2415

tal energy2416

A rigorous definition of the resolved and unresolved scales requires a complete equa-2417

tion set valid for all energetic scales of motion and processes present in the atmosphere.2418

Unfortunately, we do not have such a set of equations, derived without approximation2419

from first principles. Nevertheless, we can consider the most comprehensive system cur-2420

rently available. We then need to define an appropriate averaging operator to separate2421

the resolved and unresolved scales. Unfortunately, there is not a unique choice for such2422

an operator in general. The most developed example is large eddy simulation (LES), which2423

assumes an averaging scale in the inertial range of fully developed turbulence (Lesieur2424

& Metais, 1996). Reynolds-averaged Navier—Stokes (RANS) models are less accurate,2425
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but are computationally cheap and easy to implement. They use Reynolds averaging to2426

decompose a flow into its time-averaged and fluctuating (turbulent) components and pro-2427

vide an approximate solution for the time-averaged flow.2428

Fluid turbulence is a particularly straightforward case since we have a complete2429

equation set (the Navier–Stokes equations) valid over all energetic scales of motion. We2430

also have a numerical method, direct numerical simulation (DNS) to solve the unapprox-2431

imated Navier–Stokes equations. DNS provides a benchmark for evaluating and validat-2432

ing various approximate models. In turbulence modeling an appropriate filter is used to2433

partition the Navier–Stokes equations into resolved unresolved components. Because the2434

Navier–Stokes equations are nonlinear, this filtering results in a residual Reynolds stress-2435

like term that represents the effect of the unresolved fluctuations on the resolved large2436

scales. Modeling these Reynolds stresses is known as the “closure” problem, since an ad-2437

ditional model is required to close the large scale equations. The best-known closure model2438

is Smagorinsky eddy viscosity, which was proposed in the 1960s for atmospheric flows2439

(Smagorinsky, 1963). LES models are now well-developed, and include a range of sophis-2440

ticated filtering methods (e.g. dynamic LES, which uses the Germano identity (Germano,2441

1992) to measure energy flux across the cut-off scale). However, LES requires that the2442

cut-off scale is in the scale-free inertial range, and that the equations of motion are the2443

same at all scales of motion. LES may not be directly applicable to atmospheric dynam-2444

ics because of the interaction between fluid dynamics and thermodynamics.2445

We have a pretty good idea of how averaging and subgrid scale modeling (i.e. pa-2446

rameterization) works for fluid turbulence. However, when dealing with anything more2447

complicated than the Navier–Stokes equations the correct approach is not obvious. Any2448

attempt to describe the average state of the atmosphere from an approximate system2449

of equations is bound to be problematic. The interaction between resolved and unresolved2450

scales in multiphysics simulations is a vast, largely undeveloped challenge for ESMs.2451

In particular, developing appropriate averaging operators and subgrid scale mod-2452

els for thermodynamics is problematic. For simplicity, we assume that the average in-2453

ternal energy is the energy of the averaged variables substituted into the continuous for-2454

mula2455

U pallq :“ c
pallq
v T « cpallqv T , (A1)2456

where the generalized specific heat c
pallq
v is the continuous formula replaced with dynam-2457

ical core prognostic state values (i.e. from the resolved fluid dynamics)2458

cpallqv “

ř

`PLall
c
p`q
v mp`q

ř

`PLall
mp`q

. (A2)2459

where T , and mp`q are the prognostic variables (temperature and dry mixing ratio, re-2460

spectively) defined as cell-averaged values on the discretization grid. The set Lall is the2461

components of moist air (more details in Section 2.1.2). Things are now complicated be-2462

cause we are combining different kinds of filtering and approximation: spatial averag-2463

ing, temporal averaging, linearization, and parameterization of unresolved physics. In2464

addition, as with Reynolds stresses, nonlinear terms in the resolved equations do not com-2465

mute with averaging (i.e. small scale processes drive large scale motions). These subgrid2466

scale terms are modeled as functions of the resolved variables, which results in param-2467

eterizations that are distinct from parameterizations of fully unresolved processes (e.g.2468

cloud microphysics).2469

As grid resolution increases, we eventually cross a threshold where the basic na-2470

ture of the filtering, and the resolved equations, changes. This happens because processes2471

that had been completely unresolved become partially resolved. They are therefore as-2472

sociated with equations that must be solved, in addition to the unresolved scales that2473

must still be parameterized.2474
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One well-known example of such a resolution threshold is the “gray zone” prob-2475

lem of deep convection problems, where convection that was completely unresolved (i.e.2476

fully parameterized) at larger scales suddenly becomes partially resolved at scales of Op10q km.2477

In addition, the statistical assumptions of some parameterizations are no longer satis-2478

fied. This means that in practice it is not possible to simply increase the resolution of2479

ESMs as more powerful computers become available. A significant jump in resolution2480

requires time-consuming tuning of the parameterizations and, in some cases, adding new2481

equations to the dynamical core. Had the parameterizations been formulated in terms2482

of an averaging operator and a well-defined closure then the transition would be seam-2483

less.2484

One way of dealing with changing resolutions is to use so-called “scale aware” pa-2485

rameterizations (Arakawa & Wu, 2013; Freitas et al., 2018; Arakawa et al., 2011; Park,2486

2014). In this approach the parameterizations modify themselves based on information2487

provided by the dynamical core about the current local scale.2488

Given the challenges of developing consistent averaged equations, henceforth we2489

focus on the unaveraged total energy equations, with the exception of Section 2.1.12 on2490

kinetic energy dissipation and heating which inevitably involves turbulent (sub-grid scale)2491

kinetic energy.2492

Appendix B Derivation of the single-fluid energy equation and energy2493

conservation equation in the primitive equation set with2494

a generalized vertical coordinate in the presence of mass2495

sources2496

B1 Local energy equations2497

The fluid energy equation is obtained from the two separate equations for the en-2498

thalpy and the kinetic energy of the fluid:2499

dh

dt
´ α

dp

dt
“ Q (B1)2500

2501

d

dt

ˆ

1

2
~v2

˙

“ pαF´ α∇p´∇Φq ¨ v (B2)2502

Equation (B1) expresses the first principle of thermodynamics, and (B2) is the scalar prod-2503

uct of the Euler equations with the 3-dimensional fluid velocity v :“ p~v, wq. (Similarly,2504

we use the three-dimensional gradient operator ∇ :“ p~∇, B{Bzq). Both equations are2505

expressed per unit mass of fluid with specific volume α “: 1{ρ, pressure p, and specific2506

enthalpy h. Note that for a fluid composed of several, non interacting constituents, 1{α “2507
ř

` 1{αp`q; likewise, p is the sum of the partial pressures. Expressions for h are given in2508

Appendix C1. The r.h.s. term Q is the heat acquired by the fluid, per unit mass and per2509

unit time, from external sources (e.g. radiation). In (B2), Φ is the geopotential (a com-2510

bination of the Earth’s gravitational potential and the centrifugal potential, calculated2511

on geoid surfaces), and F represents other forces acting on the fluid (which might include2512

viscous and other dissipative forces); in a multi-constituent fluid, F “
ř

` Fp`q where2513

Fp`q is the force acting on constituent `. (Note that here we do not discuss cases when2514

different constituents might have different three-dimensional velocities, i.e. we adhere2515

to a strict single-fluid framework; this assumption is partially relaxed in Appendix F.)2516

Summation of (B1)-(B2) results in the evolution equation:2517

dε

dt
“ α

Bp

Bt
`
BΦ

Bt
` αF ¨ v `Q , (B3)2518

where2519

ε :“
1

2
v2 ` Φ` h , (B4)2520
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is the Bernoulli function of the fluid (section 4.8 Gill, 1982), and we have used the re-2521

lation2522

d

dt
“
B

Bt
` v ¨∇ . (B5)2523

Note (B3) is not valid for every choice of coordinates: for example, the pressure force2524

has to be a spatial gradient of the pressure. Hence (B3) is only valid for time-fixed (time-2525

independent) coordinates e.g. terrain-following z-based coordinates. Hence the partial2526

time derivatives in (B3) should be understood to be taken at fixed z. In a coordinate2527

transformation where z is replaced by a generalized vertical coordinate (’GVC’),2528

tt, x, y, zu Ñ tt, x, y, ηu p
Bη

Bz
‰ 0 @tt, x, y, zuq , (B6)2529

where η is a C1 function of tt, x, y, zu strictly monotonic in z, these terms become (cf.2530

equation (3.6) in Kasahara, 1974)2531

α
Bp

Bt
`
BΦ

Bt
“ α

Bp

Bt

ˇ

ˇ

ˇ

ˇ

η

`
BΦ

Bt

ˇ

ˇ

ˇ

ˇ

η

´

ˆ

Bz

Bη

˙´1
Bz

Bt

ˇ

ˇ

ˇ

ˇ

η

ˆ

α
Bp

Bη
`
BΦ

Bη

˙

. (B7)2532

In this section, as in the rest of the paper, we make the assumption of hydrostatic equi-2533

librium, i.e. that the vertical (z´) acceleration of the fluid is always negligible in com-2534

parison to other inertial, pressure, viscous, turbulent or external forces. This assump-2535

tion breaks down at the scales where buoyancy acceleration becomes important, e.g. in2536

topographic gravity waves and in local circulations driven by atmospheric convection.2537

In global models, such motions are heavily parameterized and their associated energy2538

is mostly unaccounted for (see also Appendix A and Appendix E). In a GVC system (B6),2539

the hydrostatic condition reads (cf. equation (3.20) of Kasahara, 1974)2540

α
Bp

Bη
`
BΦ

Bη
“ 0 , (B8)2541

so that the last term in parenthesis in (B7) vanishes identically. In other words, under2542

the hydrostatic assumption, the fluid energy evolution equation (B3) is valid in form for2543

any GVC choice (B6). Note that, in GVC, the total derivative operator (B5) is expressed2544

in the natural form:2545

d

dt
“
B

Bt
` ~v ¨ ~∇η ` 9ηBη , (B9)2546

where the arrow symbols indicate 2-D vectors in the horizontal plane only, ∇η is formed2547

of partial derivatives taken at constant η, and 9η is the total time derivative of η, related2548

to the vertical velocity w as (cf. equation (3.12) of Kasahara, 1974):2549

9η “
Bη

Bz

«

w ´

˜

B

Bt

ˇ

ˇ

ˇ

ˇ

η

` ~v ¨ ~∇η

¸

z

ff

. (B10)2550

Frequently, hydrostatic pressure is used as a GVC, e.g. in (13). In such cases, (B8)2551

is the definition of the pressure coordinate, which needs, in general, to be distinguished2552

from the pressure state variable. Only if condition (B8) is assumed to be valid for the2553

pressure variable, as we do here, may the two be confused and a single symbol, p, used2554

for both.2555

Finally, we combine (B3) with the equation of mass conservation to obtain a con-2556

servative form of the energy equation. In local Cartesian coordinates, mass conservation2557

is expressed as2558

1

α

dα

dt
“ ∇ ¨ v ´ α 9µ , (B11)2559

where 9µ is the apparent source/sink of fluid mass per unit volume, usually associated2560

in the atmosphere with removal of water by precipitation and deposition processes, or2561
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with addition of water by evaporation and sublimation from the surface. In CAM, where2562

condensates are approximated to be mass-less, 9µ in fact includes all processes with phase2563

changes to or from water vapor.2564

In GVC, the divergence term on the r.h.s. of (B11) reads (cf. equations (3.16) and2565

(3.17) of Kasahara, 1974)2566

∇ ¨ v “ ~∇η ¨ ~v ` Bη 9η ` pBηzq
´1 d

dt
pBηzq , (B12)2567

so that (B11) becomes2568

d

dt

`

Bηz α
´1

˘

` Bηz α
´1

´

~∇ ¨ ~v ` Bη 9η
¯

“ Bηz 9µ . (B13)2569

Note that (B13) is valid (physically or mathematically) irrespective of the hydrostatic2570

assumption. If we now make that assumption, then can multiply (B3) by Bηz α
´1 and2571

sum it with (B13) multiplied by ε to obtain the total energy equation in formally con-2572

servative form:2573

B

Bt

`

Bηz α
´1ε

˘

`∇η ¨
`

Bηz α
´1vηε

˘

“ Bηz α
´1 pαBtp` BtΦq ` Bηz α

´1Q` BηzF ¨ v` Bηz 9µε ,

(B14)2574

where we have introduced the shorthands ∇η :“ p~∇, Bηq and vη :“ p~v, 9ηq. Note that2575

for sake of readeability we have dropped the subscripts η from the partial time deriva-2576

tive operators. In the following, we will also drop them from the shorthands of three-2577

component vectors and operators. (B14) is formally valid for a general geopotential field2578

Φ “ Φpt, x, y, zq. However, consistency with the primitive equation set used here, which2579

neglects spherical geometry terms in the momentum equations under the assumption of2580

a thin-shell atmosphere stratified approximately over equilibrium geoid surfaces, in fact2581

requires the approximation that Φ be linearly proportional to z, Φ “ gz. Together with2582

the hydrostatic approximation, this implies2583

α´1 “ ´
1

g

Bηp

Bηz
(B15)2584

so that (B14) becomes2585

B

Bt
pBηp εq `∇ ¨ pBηpvεq “ Bηp pαBtp` BtΦq ` BηpQ` BηpαF ¨ v ` Bηp 9qε , (B16)2586

where α 9µ “: 9q, and q may be interpreted to be the specific humidity for either total2587

water (in general) or for water vapor only (CAM assumptions) since in all cases dry air2588

mass is conserved. Next, we explore various form of (B16) integrated over a global or2589

limited horizontal domain and over the entire vertical domain.2590

B2 Energy conservation equations2591

We write out (B16) as2592

Bt pumBηpq ` ~∇ ¨ p~vεBηpq ` Bη p 9ηεBηpq “ Bη ppBtΦq ` pαF ¨ v `Q` 9qεq Bηp (B17)2593

where um :“ ε ´ αp is the total (kinetic ` thermal ` latent ` potential) energy per2594

unit mass of air.2595

Integration of (B17) between the top of the model domain, η “ ηt, and the sur-2596

face, η “ ηs, and over a horizontal domain A, yields for the total energy change:2597

Bt

ˆ
A
dS

ˆ s

t

Bηp dη um “ ´

ˆ
A
dS pt Bt rΦpηtqs ´

˛
δA

ˆ s

t

Bηp dη ε~v ˆ d~s2598

`

ˆ
A
dS 9hs `

ˆ
A
dS

ˆ s

t

Bηp dη pαF ¨ v `Q` 9qεq , (B18)2599
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where dS is the area element in A, and in the second term on the r.h.s. d~s “ pdx, dyq2600

is the line element of the boundary line integral over δA (taken anti-clockwise) and ~vˆ2601

d~s “ vxdy ´ vydx. The first term on the right-hand side is the pressure work on the2602

top boundary; the second is the advection of total enthalpy out of the domain; the third2603

represents turbulent surface fluxes of enthalpy, 9hs :“ ´cpω1T 1|s´Lω1q1|s; and the fourth2604

and last term represents the contributions from internal sources and sinks of mass, en-2605

ergy, and momentum, e.g. evaporation/condensation processes, radiation, and wave break-2606

ing. In obtaining (B18), we have assumed 9ηt “ 0 and BtΦs “ 0, viz no flow out of the2607

top of the vertical domain, and time-invariant surface geopotential. In the case of a fixed2608

lid, Btpt “ 0, Equation (B18) can be also be written for the sum of kinetic energy and2609

enthalpy εm :“ ε ´ Φ, by using pt Bt rΦpηtqs “ Bt rpt Φpηtqs “ Bt

ˆ t

s

Bη ppΦq ` ΦsBtps2610

and using the hydrostatic relation for BηΦ; this yields:2611

Bt

ˆ
A
dS

ˆ s

t

Bηp dη εm “ ´

ˆ
A
dS Φs Btps ´

˛
δA

ˆ s

t

Bηp dη ε~v ˆ d~s2612

`

ˆ
A
dS 9hs `

ˆ
A
dS

ˆ s

t

Bηp dη pαF ¨ v `Q` 9qεq . (B19)2613

Equation (B19) is the form used in CAM to compute and check the atmospheric energy2614

(rectius: enthalpy) budget. It is useful to gather the terms involving the geopotential Φ,2615

by substituting Btps “

ˆ s

t

BtBηpdη and using the continuity equation, and obtain fi-2616

nally:2617

Bt

ˆ
A
dS

ˆ s

t

Bηp dη εm “ ´

˛
δA

ˆ s

t

Bηp dη εz~v ˆ d~s ´∇Φs ¨

ˆ
A
dS

ˆ s

t

~vBηpdη2618

`

ˆ
A
dS 9hs `

ˆ
A
dS

ˆ s

t

Bηp dη pαF ¨ v `Q` 9qεzq ,(B20)2619

where εz :“ εm ` pΦ´ Φsq only involves the geopotential height with respect to the2620

ground. The first two terms on the right-hand side depend on the horizontal winds only2621

(including up- and down-slope mass transfers), and in numerical models, where A may2622

be taken to represent a single “column” of grid-cells, these two tendency terms are cal-2623

culated in the dynamical core, i.e. the numerical solver for the adiabatic fluid equations2624

without sources of mass, momentum or energy. The third and fourth terms in (B20) are2625

associated with the physical parameterizations. Considering only these two terms on the2626

r.h.s., we can now make the connection with Equations (110), (121), and (125).2627

First, we note that, except for the term in Φs, the l.h.s. of all those equations ex-2628

press the l.h.s. of (B20) with different forms of the thermodynamic enthalpy h “ εm´2629

K of the fluid and with different decompositions of the mass term ρpdq
`

1`mpH2Oq
˘

“2630

Bηp dη. The Φs term is expressed as part of Bηp dη 9qεz in (B20) by making use of (B11).2631

The term proportional to F¨v is not part of (110), (121), and (125); it is discussed in2632

Section 4.1 and in Appendix E. So we only have to discuss, on the r.h.s. of (B20), the2633

surface integral of the sensible and latent heat fluxes 9hs, and the mass integrals (over2634

Bηpdη “ g{αdz) of Q and of 9qε. Note that the last two are identical with the volume2635

integrals of Q{α and 9µε. Part of the diabatic heating per unit volume, Q{α, is associ-2636

ated with the convergence of radiation fluxes, ´∇ ¨Fpradq, which in numerical models2637

is approximated as ´BF
pradq
z {Bz. The vertical integral over the atmospheric column thus2638

results in a boundary flux term F
pradq
net “ F

pradq
z pzsq ´ F

pradq
z pztq, integrated over A.2639

In (110), (121), and (125) this is implicitly summed to the integral, over A, of 9hs, i.e.2640

F pturbqpzsq, in the r.h.s. term F
pturb,radq

net .2641

While Q might contain other diabatic heating terms, e.g. mesospheric ion drag or2642

the dissipation of vertically propagating gravity waves, it does not include latent heat-2643

ing terms, which are all accounted for in the expressions for the thermodynamic enthalpy2644

of the fluid h. There are therefore no explicit terms associated with evaporation/sublimation2645
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or condensation/deposition processes in (B20). However, to understand, within the present2646

formalism, the role of precipitation or other processes involving exchanges of material2647

with the surface, which change the composition of the fluid (e.g. by only removing liq-2648

uid water, but not dry air), we have to apply (B20) to individual fluid components un-2649

der dynamic and thermodynamic equilibrium assumptions.2650

The resulting energy conservation equation is a sum of equations of the form (B20)2651

with the pressure replaced by the partial pressure and the specific enthalpy replaced by2652

the specific enthalpy of each substance, velocities and temperatures being shared by all2653

components. The volume integral of 9µε then becomes the volume integral of
ř

` 9µp`qεp`q2654

over all species, `, considered to be part of the fluid motion. This source term is asso-2655

ciated with all the local enthalpy, kinetic energy and geopotential of the relevant fluid2656

component as a fraction of its mass is considered to join or leave the atmospheric fluid.2657

The fluid equations thus only describe the process of “joining” or “leaving” the fluid,2658

and the associated energy change. Additional processes that occur in the lead-up, or as2659

a consequence, of mass changes have to be described separately in an ad-hoc fashion. Phys-2660

ically, the fractional mass source of each fluid component does not just appear or dis-2661

appear. In the case of precipitation, it travels vertically and exits the atmospheric do-2662

main at its surface boundary, and similarly for water vapor that joins the atmosphere2663

as a result of surface evaporation.2664

A zeroth-order assumption is that there is no interaction whatsoever between the2665

newly acquired, or newly lost, mass and that persisting in the atmospheric fluid. In that2666

case the mass source term, 9µp`q, may be described as the divergence of a vertical mass2667

flux of the fluid-decoupled part of that components, ´BF p`qBz. If all the divergence were2668

localized at one altitude z, the vertical integral2669

ˆ s

t

dz 9µp`qεp`q “ F
p`q
netpzsqε

p`qpzpq , (B21)

where zp is where precipitation is formed. However, this would be an unrealistic assump-2670

tion, because local thermodynamic equilibration of e.g. rain drops with the surround-2671

ing air is generally faster than the drop crossing time as they fall to the ground. Sim-2672

ilarly, aerodynamic friction slows the drops down to much less than the free-fall speed2673

(in vacuum).2674

Thus, a much more plausible physical approximation would allow rain drops to ex-2675

change with the atmosphere all of their energy that is in excess of the water enthalpy2676

equilibrated at the temperature of the lowest atmospheric layer. Effectively, this repre-2677

sents an additional, ad-hoc contribution to Q, say Q
p`q
p , such that2678

ˆ s

t

dz
´

9µp`qεp`q `Qp`qp {α
¯

“ F
p`q
netpzsqε

p`qpzsq . (B22)

Because now all precipitation is associated with the same, surface, specific enthalpy, its2679

altitude of provenance no longer matters and (B22) holds without any assumption on2680

the shape of 9µpzq.2681

Summing (B22) for all atmospheric fluid species p`q finally yields the r.h.s. of Equa-2682

tions (110), (121), and (125).2683

Note that assumptions like (B22) are not in any way necessary. If explicit expres-2684

sions are used for Q
p`q
p , based on more detailed physical modeling of the interactions be-2685

tween precipitation and atmospheric air, as done for example in Appendix F, then also2686

the corresponding terms 9µp`qεp`q must be kept in the energy equations of the fluid.2687
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Appendix C Enthalpy and energy formulas using different reference2688

states2689

Here we give explicit expressions for the terms forming the enthalpy function of the2690

air-water fluid used in the thermodynamic equation (B1). In doing so, we adopt simpli-2691

fied expressions of h which are generally sufficient to account for the leading errors in2692

energy conservation of numerical atmosphere models like CAM.2693

The most general formulation of the thermodynamic equations for a fluid of vari-2694

able density, pressure, temperature and composition is by means of the Gibbs function,2695

G, with total differential given by dG “ ´sdT ` αdp ` µdr where we indicate with s2696

the fluid entropy and with µ and r the chemical potential and the mixing ratio of e.g.2697

water vapour (Feistel et al. (2010), Thuburn (2017), (Eldred et al., 2022), Bowen and2698

Thuburn (2022a)). Thermodynamic equilibrium states are characterized by a minimum2699

of G on T, p isosurfaces (Adkins (1968), section 10.2). The differential of G shows con-2700

jugate variable pairs pT,´sq, pp, αq, and pr, µq, and h is formally obtained as the Leg-2701

endre transform w.r.t. the first pair, h :“ g`Ts. Hence, from general principles, h is2702

a conserved quantity under isobaric, isothermal transformations.2703

We note that an advantage of using the form (B1) of the thermodynamic equation,2704

compared to e.g. an evolution equation for the entropy or the Gibbs function, is that there2705

is no need to explicitly represent terms arising from changes in chemical potential as-2706

sociated with compositional changes.2707

This is of particular advantage when neglecting the effects of significant departures2708

from thermodynamic equilibrium in e.g. phase changes of water, a common situation in2709

the atmosphere. Equation (B1) is general and the source term Q only includes exter-2710

nal heating sources such as radiation flux-divergence or viscous (and, in the Reynolds-2711

average equation set, turbulent) dissipation. Therefore, the thermodynamic approxima-2712

tions made in this paper are contained within the expression used for h.2713

Following Thuburn (2017) and Bowen and Thuburn (2022a), we use a linearized2714

form of the enthalpy function, based on the two assumptions:2715

1. specific heats are constants independent of temperature2716

2. the specific volume of condensates (liquid water and ice) is zero.2717

These approximations are generally very good in the range of temperatures and2718

pressures typical of atmospheric conditions, and they allow us to avoid significant for-2719

mal complications which could distract from the main scope of this paper. Please see2720

Thuburn (2017); Bowen and Thuburn (2022a) and Bowen and Thuburn (2022b) for al-2721

ternative, general formulations that incorporate non-zero condensate volume but keep2722

temperature-independent specific heats. The resulting expressions follow below.2723

C1 Partial specific enthalpies for different reference states2724

This Appendix section provides formulas for enthalpy and energy using different2725

reference enthalpy states (see Section 2.1.3). Specific enthalpies are given by2726

hpwvqpT q “ h
pwvq
00 ` cpwvqp pT ´ T00q,2727

hpliqqpT q “ h
pwvq
00 ` cpwvqp pT ´ T00q ´ LvpT q,2728

hpiceqpT q “ h
pwvq
00 ` cpwvqp pT ´ T00q ´ LspT q,2729

2730

pwater vapor reference stateq2731

2732

hpwvqpT q “ h
pliqq
00 ` cpliqqp pT ´ T00q ` LvpT q, (C1)2733
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hpliqqpT q “ h
pliqq
00 ` cpliqqp pT ´ T00q, (C2)2734

hpiceqpT q “ h
pliqq
00 ` cpliqqp pT ´ T00q ´ Lf pT q, (C3)2735

2736

pliquid reference stateq2737

2738

hpwvqpT q “ h
piceq
00 ` cpiceqp pT ´ T00q ` LspT q,2739

hpliqqpT q “ h
piceq
00 ` cpiceqp pT ´ T00q ` Lf pT q,2740

hpiceqpT q “ h
piceq
00 ` cpiceqp pT ´ T00q,2741

2742

pice reference stateq2743

for water vapor, liquid and ice reference states. Substituting these expressions into the2744

total enthalpy formula (54) and rearranging terms yields2745

ρpallqU pallq ` p “ ρpdqcpdqp T ` ρpdq
´

h
pdq
00 ´ c

pdq
p T00

¯

` ρpH2Oq
”

h
pwvq
00 ` cpwvqp pT ´ T00q

ı

2746

´ρpliqqLvpT q ´ ρ
piceqLspT q,2747

(water vapor reference state)2748

2749

ρpallqU pallq ` p “ ρpdqcpdqp T ` ρpdq
´

h
pdq
00 ´ c

pdq
p T00

¯

` ρpH2Oq
”

h
pliqq
00 ` cpliqqp pT ´ T00q

ı

2750

`ρpwvqLvpT q ´ ρ
piceqLf pT q,2751

(liquid reference state)2752

2753

ρpallqU pallq ` p “ ρpdqcpdqp T ` ρpdq
´

h
pdq
00 ´ c

pdq
p T00

¯

` ρpH2Oq
”

h
piceq
00 ` cpiceqp pT ´ T00q

ı

2754

`ρpwvqLspT q ` ρ
pliqqLf pT q,2755

(ice reference state)2756

for water vapor, liquid and ice as reference states, respectively. As a result the primi-2757

tive equations, without fluxes through the top and bottom boundaries, conserve the to-2758

tal (globally integrated) energy given in (62) which can be formulated in terms of var-2759

ious reference states2760

Efeom “ mpallq pK ` Φsq ` c
pdq
p T2761

`mpH2Oq
”

h
pwvq
00 ` cpwvqp pT ´ T00q

ı

´mpliqqLvpT q ´m
piceqLspT q,2762

“ pK ` Φsq ` c
pdq
p T2763

`
ÿ

`PLH2O

mp`q
”

K ` Φs ` c
p`q
p pT ´ T00q ` h

pwvq
00

ı

´mpliqqLv,00 ´m
piceqLs,00,2764

2765

pwater vapor reference state, h
pdq
00 ´ c

pdq
p T00 ” 0q2766

2767

Efeom “ mpallq pK ` Φsq ` c
pdq
p T2768

`mpH2Oq
”

h
pliqq
00 ` cpliqqp pT ´ T00q

ı

`mpwvqLvpT q ´m
piceqLf pT q,2769

“ pK ` Φsq ` c
pdq
p T2770

`
ÿ

`PLH2O

mp`q
”

K ` Φs ` c
p`q
p pT ´ T00q ` h

pliqq
00

ı

`mpwvqLv,00 ´m
piceqLf,00,2771

2772

pliquid reference state, h
pdq
00 ´ c

pdq
p T00 ” 0q2773
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2774

Efeom “ mpallq pK ` Φsq ` c
pdq
p T2775

`mpH2Oq
”

h
piceq
00 ` cpiceqp pT ´ T00q

ı

`mpwvqLspT q `m
pliqqLf pT q,2776

“ pK ` Φsq ` c
pdq
p T2777

`
ÿ

`PLH2O

mp`q
”

K ` Φs ` c
p`q
p pT ´ T00q ` h

piceq
00

ı

`mpwvqLs,00 `m
pliqqLf,00,2778

2779

pice reference state, h
pdq
00 ´ c

pdq
p T00 ” 0q2780

C2 Surface enthalpy flux2781

Net enthalpy fluxes at the surface can be written as2782

F
phq
net “ F

pH2Oq
net

´

h
pwvq
00 ´ cpwvqp T00

¯

` cpwvqp

„

F pwvqsÑa Tsurf,s ´ F
pwvq
aÑs Tatm,s `2783

F pliqqsÑaTsurf,s ´ F
pliqq
aÑsTatm,s ` F

piceq
sÑa Tsurf,s ´ F

piceq
aÑs Tatm,s



2784

´F pliqqsÑaLvpTsurf,sq ` F
pliqq
aÑsLvpTatm,sq ´ F

piceq
sÑa LspTsurf,sq ` F

piceq
aÑs LspTatm,sq2785

“
ÿ

`PLH2O

F
p`q
net

”

h
pwvq
00 ´ cp`qp T00

ı

´ F
pliqq
net Lv,00 ´ F

piceq
net Ls,00 `2786

ÿ

`PLH2O

F p`qsÑac
p`q
p Tsurf,s ´

ÿ

`PLH2O

F p`qaÑsc
p`q
p Tatm,s.2787

2788

pwater vapor reference stateq2789

2790

F
phq
net “ F

pH2Oq
net

´

h
pliqq
00 ´ cpliqqp T00

¯

` cpliqqp

„

F pwvqsÑa Tsurf,s ´ F
pwvq
aÑs Tatm,s `2791

F pliqqsÑaTsurf,s ´ F
pliqq
aÑsTatm,s ` F

piceq
sÑa Tsurf,s ´ F

piceq
aÑs Tatm,s



`2792

F pwvqsÑa LvpTsurf,sq ´ F
pwvq
aÑs LvpTatm,sq ´ F

piceq
sÑa Lf pTsurf,sq ` F

piceq
aÑs Lf pTatm,sq2793

“
ÿ

`PLH2O

F
p`q
net

”

h
pliqq
00 ´ cp`qp T00

ı

` F
pwvq
net Lv,00 ´ F

piceq
net Lf,00 `2794

ÿ

`PLH2O

F p`qsÑac
p`q
p Tsurf,s ´

ÿ

`PLH2O

F p`qaÑsc
p`q
p Tatm,s.2795

2796

pliquid reference stateq2797

2798

F
phq
net “ F

pH2Oq
net

´

h
piceq
00 ´ cpiceqp T00

¯

` cpiceqp

„

F pwvqsÑa Tsurf,s ´ F
pwvq
aÑs Tatm,s `2799

F pliqqsÑaTsurf,s ´ F
pliqq
aÑsTatm,s ` F

piceq
sÑa Tsurf,s ´ F

piceq
aÑs Tatm,s



`2800

F pwvqsÑa LspTsurf,sq ´ F
pwvq
aÑs LspTatm,sq ` F

piceq
sÑa Lf pTsurf,sq ´ F

piceq
aÑs Lf pTatm,sq2801

“
ÿ

`PLH2O

F
p`q
net

”

h
piceq
00 ´ cp`qp T00

ı

` F
pwvq
net Ls,00 ` F

pliqq
net Lf,00 `2802

ÿ

`PLH2O

F p`qsÑac
p`q
p Tsurf,s ´

ÿ

`PLH2O

F p`qaÑsc
p`q
p Tatm,s.2803

2804

pice reference stateq2805
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If the interface temperature is the same in both atmosphere and the surface, rTs ” Tatm,s “2806

Tsurf,s theformulas are vastly simplified2807

F
phq
net « F

pH2Oq
net

”

cpwvqp

´

rTs ´ T00

¯

` h
pwvq
00

ı

´ F
pliqq
net Lvp rTsq ´ F

piceq
net Lsp rTsq (C4)2808

«
ÿ

`PLH2O

F
p`q
net

”

cp`qp

´

rTs ´ T00

¯

` h
pwvq
00

ı

´ F
pliqq
net Lv,00 ´ F

piceq
net Ls,00 (C5)2809

2810

pwater vapor reference state, rTs ” Tatm,s “ Tsurf,sq2811

2812

F
phq
net « F

pH2Oq
net

”

cpliqqp

´

rTs ´ T00

¯

` h
pliqq
00

ı

` F
pwvq
net Lvp rTsq ´ F

piceq
net Lf p rTsq (C6)2813

«
ÿ

`PLH2O

F
p`q
net

”

cp`qp

´

rTs ´ T00

¯

` h
pliqq
00

ı

` F
pwvq
net Lv,00 ´ F

piceq
net Lf,00 (C7)2814

2815

pliquid reference state, rTs ” Tatm,s “ Tsurf,sq2816

and2817

F
phq
net « F

pH2Oq
net

”

cpiceqp

´

rTs ´ T00

¯

` h
piceq
00

ı

` F
pwvq
net Lsp rTsq ` F

pliqq
net Lf p rTsq (C8)2818

«
ÿ

`PLH2O

F
p`q
net

”

cp`qp

´

rTs ´ T00

¯

` h
piceq
00

ı

` F
pwvq
net Ls,00 ` F

pliqq
net Lf,00, (C9)2819

2820

pice reference state, rTs ” Tatm,s “ Tsurf,sq2821

respectively.2822

C3 Final energy equations with different reference states2823

The total energy equation with different reference enthalpies are2824

B

Bt

˚
ρpdq

"

ÿ

`PLall

mp`q pK ` Φsq ` c
pdq
p T `mpH2Oq

”

cpwvqp pT ´ T00q ` h
pwvq
00

ı

2825

´mpliqqLvpT q ´m
piceqLspT q

*

dAdz “2826

¨ "

F
pH2Oq
net p rKs ` Φsq ` F

pH2Oq
net

”

cpwvqp

´

rTs ´ T00

¯

` h
pwvq
00

ı

2827

´F
pliqq
net Lvp rTsq ´ F

piceq
net Lsp rTsq ` F

pturb,radq
net

*

dA. (C10)2828

2829

pwater vapor reference enthalpy, rTs ” Tatm,s “ Tsurf,sq2830

or, equivalently, by expanding latent heat terms and re-arranging terms:2831

B

Bt

˚
ρpdq

"

K ` Φs ` c
pdq
p T `

ÿ

`PLH2O

mp`q
”

K ` Φs ` c
p`q
p pT ´ T00q ` h

pwvq
00

ı

2832

´mpliqqLv,00 ´m
piceqLs,00

*

dAdz2833

“

¨ "

ÿ

`PLH2O

F
p`q
net

”

rKs ` Φs ` c
p`q
p

´

rTs ´ T00

¯

` h
pwvq
00

ı

2834

´F
pliqq
net Lv,00 ´ F

piceq
net Ls,00 ` F

pturb,radq
net

*

dA. (C11)2835

2836

pwater vapor reference enthalpy, rTs ” Tatm,s “ Tsurf,sq2837
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For liquid and ice as a reference states the total energy equation takes the form2838

B

Bt

˚
ρpdq

"

ÿ

`PLall

mp`q pK ` Φsq ` c
pdq
p T `mpH2Oq

”

cpliqqp pT ´ T00q ` h
pliqq
00

ı

2839

`mpwvqLvpT q ´m
piceqLf pT q

*

dAdz2840

“

¨ "

F
pH2Oq
net p rKs ` Φsq ` F

pH2Oq
net

”

cpliqqp

´

rTs ´ T00

¯

` h
pliqq
00

ı

2841

`F
pwvq
net Lvp rTsq ´ F

piceq
net Lf p rTsq ` F

pturb,radq
net

*

dA. (C12)2842

2843

pliquid reference enthalpy, rTs ” Tatm,s “ Tsurf,sq2844

or, equivalently, by expanding latent heat terms and re-arranging terms:2845

B

Bt

˚
ρpdq

"

K ` Φs ` c
pdq
p T `

ÿ

`PLH2O

mp`q
”

K ` Φs ` c
p`q
p pT ´ T00q ` h

pwvq
00

ı

2846

`mpwvqLv,00 ´m
piceqLf,00

*

dAdz2847

“

¨ "

ÿ

`PLH2O

F
p`q
net

”

rKs ` Φs ` c
p`q
p

´

rTs ´ T00

¯

` h
pwvq
00

ı

` F
pwvq
net Lv,002848

´F
piceq
net Lf,00 ` F

pturb,radq
net

*

dA. (C13)2849

2850

pliquid reference enthalpy, rTs ” Tatm,s “ Tsurf,sq2851

B

Bt

˚
ρpdq

"

ÿ

`PLall

mp`q pK ` Φsq ` c
pdq
p T `mpH2Oq

”

cpiceqp pT ´ T00q ` h
piceq
00

ı

2852

`mpwvqLspT q `m
pliqqLf pT q

*

dAdz2853

“

¨ "

F
pH2Oq
net p rKs ` Φsq ` F

pH2Oq
net

”

cpiceqp `

´

rTs ´ T00

¯

` h
piceq
00

ı

2854

`F
pwvq
net Lsp rTsq ` F

pliqq
net Lf p rTsq ` F

pturb,radq
net

*

dA, (C14)2855

2856

pice reference enthalpy, rTs ” Tatm,s “ Tsurf,sq2857

or, equivalently, by expanding latent heat terms and re-arranging terms:2858

B

Bt

˚
ρpdq

"

K ` Φs ` c
pdq
p T `

ÿ

`PLH2O

mp`q
”

K ` Φs ` c
p`q
p pT ´ T00q ` h

piceq
00

ı

2859

`mpwvqLs,00 `m
pliqqLf,00

*

dAdz2860

“

¨ "

ÿ

`PLH2O

F
p`q
net

”

rKs ` Φs ` c
p`q
p

´

rTs ´ T00

¯

` h
piceq
00

ı

2861

`F
pwvq
net Ls,00 ` F

pliqq
net Lf,00 ` F

pturb,radq
net

*

dA. (C15)2862

2863

pice reference enthalpy, rTs ” Tatm,s “ Tsurf,sq2864
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Appendix D Ocean enthalpy fluxes2865

Let’s briefly consider the interface condition for atmosphere-ocean coupling:2866

hpswqF
pH2Oq
net ` F pheatqocn

looooooooooooomooooooooooooon

ocean

“ hpwvqF
pwvq
net ` hpliqqF

pliqq
net ` h

piceqF
piceq
net ` F

pturb,radq
net

loooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooon

atmosphere

, (D1)2867

where hpswq is the enthalpy of seawater and F pheatqocn is the net heat flux out of the ocean2868

(which is the heat flux that the ocean “sees”). Note that h is, in general, temperature2869

dependent hp`q “ hpT p`qq, ` “1 wv1,1 liq1,1 ice1 and the temperatures of each species T p`q2870

are, in general, different for different forms of water. The enthalpy of seawater, hpswq,2871

is a much more complicated function involving pressure and a nonlinear dependence on2872

temperature (TEOS-10; http://www.teos10.org/). In the literature F
pwvq
net is usually2873

denoted E and refers only to evaporation. Precipitation is denoted P “ ´F pliqqnet ´F
piceq
net ,2874

which is usually divided into rain and snow P “ Pprainq ` Ppsnowq. In this case (D1)2875

becomes2876

hpswq pE ´ Pq ` F pheatqocn “ hpwvqE ´ hpliqqPprainq ´ hpiceqPpsnowq ` F pturb,radqnet , (D2)2877

meaning that the net heat flux out of the ocean is2878

F pheatqocn “

”

hpwvq ´ hpswq
ı

E´
”

hpliqq ´ hpswq
ı

Pprainq´
”

hpiceq ´ hpswq
ı

Ppsnowq`F pturb,radqnet .

(D3)2879

For reasons that will become clear, let’s rewrite (D3) as2880

F pheatqocn “

”

hpwvq ´ hpliqq
ı

E ´
”

hpiceq ´ hpliqq
ı

Ppsnowq ` F pturb,radqnet `,2881

”

hpliqq ´ hpswq
ı

pE ´ Pq . (D4)2882

If we assume a single interface temperature and a liquid reference state, then2883

Lvp rTsq “ hpwvqp rTsq ´ h
pliqqp rTsq, (D5)2884

Lf p rTsq “ ´

”

hpiceqp rTsq ´ h
pliqqp rTsq

ı

, (D6)2885

2886

passume liquid reference state: (C1), (C2), (C3qq2887

and (D4) can be written as2888

F pheatqocn “ Lvp rTsqE ` Lf p rTsqPpsnowq ` F pturb,radqnet `

”

hpliqq ´ hpswq
ı

pE ´ Pq , (D7)2889

“ cpwvqp

´

rTs ´ T00

¯

E ` cpliqqp

´

rTs ´ T00

¯ ”

Ppsnowq ´ E
ı

´

”

cpiceqp

´

rTs ´ T00

¯ı

Ppsnowq,2890

`ELv,00 ´ PpsnowqLf,00 ` F
pturb,radq
net `

”

hpliqq ´ hpswq
ı

pE ´ Pq , (D8)2891

2892

passuming liquid reference and interface temperatures the same: Tatm,s “ Tsurf,s “ rTsq2893

where in (D8) the latent heat terms have been expanded (using a liquid reference state)2894

and the terms have been re-arranged. Assuming constant latent heats (equivalent to as-2895

suming all the heat capacities are the same), and assuming that hpliqq “ hpswq, then2896

(D8) simplifies to2897

F pheatqocn « Lv,00E ´ Lf,00Ppsnowq ` F pturb,radqnet . (D9)2898

2899

passume LvpT q ” Lv,00, Lf pT q ” Lf,00, and hpliqq ” hpswqq2900

If one specifies sea surface water to have the temperature T pocnq, evaporated water va-2901

por to have the same temperature as the sea surface T pocnq and all forms of precipita-2902

tion to have the same temperature T patmq, then the more general formula (D3) must be2903

used2904

F pheatqocn “ hpwvq
´

T pocnq
¯

E ´ hpliqq
´

T patmq
¯

Pprainq ´ hpiceq
´

T patmq
¯

Ppsnowq ` F pturb,radqnet2905

´hpswq
´

T pocnq
¯

pE ´ Pq , (D10)2906

which is the interface condition used in Mayer et al. (2017) (their equation (18)).2907
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Appendix E Mechanical dissipation of kinetic energy and resultant heat-2908

ing2909

The winds in the atmosphere and the surface (e.g. currents in the ocean) exchange2910

momentum through a surface stress p~τzqatm,s and p~τzqsurf,s, respectively. For both flu-2911

ids this stress vector may be interpreted as having the relevant components of the stress2912

tensor at the interface. The stress tensor was introduced in Section 2.1.12 and discussed2913

in terms of internal stresses and energy conservation. In terms of the interaction between2914

atmosphere and surface, each component is responsible for constructing a stress profile2915

that then can be used to redistribute momentum and any associated dissipative heat-2916

ing. In general, the two stress vectors have to match at the interface; except when the2917

latter is constituted by a third dynamical component, for example ocean waves, which2918

has no explicit spatial representation (and therefore no explicit boundary with the at-2919

mosphere and/or the ocean).2920

The total rate of change of kinetic energy in each atmospheric layer due to inter-2921

nal stresses was given in (99). Integrating over the entire column we get2922 ˆ zt

zs

B

Bt

´

ρpallqK
¯

dz “ p~v ¨ ~τzq
ˇ

ˇ

z“zs
´ p~v ¨ ~τzq

ˇ

ˇ

z“zt
`

ˆ zt

zs

~τz ¨
B~v

Bz
dz. (E1)2923

As discussed in Section 2.1.12, the last term represents dissipation of kinetic energy in2924

the interior of the atmosphere due to Reynolds stresses (see e.g. Landau and Lifschitz2925

(1968) section 16, Peixoto and Oort (1992) section 3.2.1, Duran et al. (2018)), but also2926

includes unresolved turbulence or wave-breaking processes, and possibly numerical dif-2927

fusion terms (these various sources will determine the form of ~τz). This kinetic energy2928

loss term is normally accounted for and balanced by sensible heating in individual physics2929

parameterizations (e.g. for the planetary boundary layer scheme and for gravity wave2930

drag). The second term on the right-hand side of (E1) represents the work performed2931

on air by the stress at the upper boundary. For high-top models the stress at the up-2932

per boundary makes a very minor contribution (for the purposes of the general circu-2933

lation) arising only from interactions with the geomagnetic field and the solar wind (on2934

the other hand, for the ocean, it represents the source of mechanical energy for almost2935

its entire circulation). For a closed atmospheric energy budget it is therefore desirable2936

to ensure that a total stress τz “ 0 is applied at the top of the computational domain.2937

That said, the lower the model top, the worse the approximation of vanishing stress at2938

the model top becomes. For example, in the lower thermosphere local tendencies caused2939

by gravity wave propagation are still important. However, even in this case the total work2940

remains negligible in the global average. In numerical models the top layers usually are2941

subject to increased artificial damping to avoid wave reflection from the model top. These2942

artificial numerical stresses at the upper boundary may result in a significant non-physical2943

contribution to the column energy budget which is not balanced by physical terms (more2944

on this in Section 4.1.2).2945

At the lower boundary of the atmosphere, in contrast, the corresponding term on2946

the right-hand side of (E1) vanishes only if the boundary condition ~vs ” ~vpz “ zsq “2947

0 applies. This is assumed true over solid ground (land, ice sheets etc). Over the ocean,2948

surface currents imply ~vs ‰ 0 and the common formulation for ~τz
ˇ

ˇ

z“zs
is2949

~τz
ˇ

ˇ

z“zs
“ ´CD}~vpz1q ´ ~vs}p~vpz1q ´ ~vsq (E2)2950

where CD is a drag coefficient which depends on the sea-state, near-surface atmospheric2951

quantities and z “ z1 the thickness of the surface boundary layer. The thickness of the2952

surface boundary layer is usually assumed to be the altitude of the lowest grid point of2953

the atmospheric model (i.e. ~vpz1q is the lowest dynamically resolved wind). The ocean2954

surface velocity dependence (a.k.a. the current feedback) in the surface wind stress (E2)2955

is not systematically taken into account in climate models. However, such dependence2956

leads to a reduction of roughly 20%–35% in the rate of kinetic energy input (or equiv-2957

alently in the work done by the wind) to the ocean circulation (Duhaut & Straub, 2006).2958
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This modulation of the energy transfer does not significantly affect the atmospheric com-2959

ponent, but has large impacts on the oceanic surface eddy kinetic energy (Renault et al.,2960

2016). In addition to the current feedback, the surface wave field also plays a significant2961

role in the air-sea momentum exchange. In the current generation of climate models, wave-2962

induced processes are often ignored and all of the surface wind-stress goes into direct forc-2963

ing of the surface currents, such that p~τzqocean,s “ ~τz
ˇ

ˇ

z“zs
(i.e. no gain or loss of net2964

kinetic energy by surface waves). This is an assumption, since part of the work performed2965

by the atmosphere is absorbed by the ocean surface wave field and contributes to the2966

growth and maintenance of surface waves.2967

We also note that global atmosphere models normally do not include the interface2968

layer between atmospheric domain and the surface explicitly in the computational do-2969

main. This has implications for the energy budget, because the lowest resolved air speed2970

(whether in the dynamical core or in the sub-grid parameterizations) is non-zero even2971

over solid ground — and in general it is different from the velocity of the surface (e.g.2972

the ocean current). The surface stress therefore appears to perform work, which is lost2973

from the global budget. This work is, in fact, entirely transformed into heat within the2974

interface layer, which is defined as the thin boundary layer of air near the surface within2975

which both heating and stress are zero and the corresponding vertical fluxes of heat and2976

momentum constant. For momentum, the implication is that within this layer energy2977

is dissipated according to the last term on the r.h.s. of Equation (E1), which across the2978

surface layer integrates to ~τz|z“zs ¨~v|1, where ~v|1 is the lowest dynamically resolved wind.2979

As expected, this matches the stress work, and results in a noticeable heating term, which2980

is positive definite everywhere and thus contributes to a appreciable global mean. One2981

way to represent this process in an energetically consistent way (so that the energy dis-2982

sipation is computed and added as heating, or, equivalently, as shear production) is de-2983

scribed in Becker and Burkhardt (2007). We note that computing the linear (constant2984

coefficient) Laplacian diffusion operator requires ensuring that the correction terms are2985

not spurious sources of energy (e.g. angular momentum). Nonlinear diffusion requires2986

even more terms, and extending this approach to terrain-following coordinates requires2987

even more terms (see, respectively, equation (18), (17) and Section 3 in Becker & Burkhardt,2988

2007).2989

Appendix F Use of the barycentric velocity as a basis for consistently2990

representing the frictional dissipation of rain in atmospheric2991

models2992

This section makes use of vector notation using bold-face fonts. For example, the2993

barycentric velocity vector is denoted v and is a three-dimensional velocity vector, whereas2994

the main part of the paper is using ~v to refer to the horizontal velocity vector.2995

F1 Introduction2996

Pauluis et al. (2000) and Pauluis and Dias (2012) estimated the frictional dissipa-2997

tion due to Stokes friction between precipitation and gas to be globally comparable to2998

the frictional dissipation due to the turbulent kinetic energy cascade. Locally in the trop-2999

ics, the dissipation due to falling rain might dominate and could be as large as 10 W/m2.3000

This process must be represented in numerical models. It is argued here that this pro-3001

cess is automatically included into the model if the barycentric (center of mass) veloc-3002

ity is used in the model equations.3003

When representing thermodynamic processes from the perspective of the resolved3004

model equations, we have to take into account that normal and tangential stresses in the3005

vicinity of falling precipitation are not resolved. Microphysics equations are valid for droplets3006

of specific sizes for which the Stokes friction law can be accessed directly. Contemporary3007

parameterization schemes for microphysics deliver an integrated precipitation flux P over3008
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all droplet sizes to the coarse grained model equations. The precipitation flux can be in-3009

terpreted to be the difference between the bulk velocity of the precipitation, superscript3010

prec, and the gaseous part of the air, superscript gas, hence P “ ρpprecqpvpprecq´vpgasqq.3011

A bulk terminal velocity characterizing all droplets is then defined as ´V Tk “ vpprecq´3012

vpgasq, where k is the vertical unit vector.3013

The terminal velocity of a droplet is obtained from the equilibrium of the Stokes3014

friction force, the gravitational force and the buoyancy force. At microscales, when the3015

shear zones of the droplets is resolved by a model, the friction force is larger than the3016

buoyancy force. At the coarse grained macroscales, however, this Stokes friction force3017

is not directly accessible. Therefore, the equilibrium is represented as a balance between3018

the gravitational force and a buoyancy (pressure) force. This shift in interpretation cor-3019

rectly models the energy transfer processes. The lost potential energy of a droplet is first3020

converted into kinetic energy and then converted into internal energy by friction. An al-3021

ternative representation is that the conversion of kinetic energy into heat is also achieved3022

by the pressure gradient force. In the following it will be shown that this process is in-3023

deed recovered when using the barycentric velocity of an air parcel and the associated3024

kinetic energy.3025

The concept of the barycentric velocity is documented in de Groot and Mazur (1984);3026

Zdunkowski and Bott (2004); Degrauwe et al. (2016); Catry et al. (2007); Gassmann and3027

Herzog (2008); Wacker et al. (2006). A macroscopic air parcel is considered to consist3028

of diverse species `, which may have different bulk velocities. The barycentric velocity3029

is then defined to be3030

v “
ÿ

`PLall

ρp`qvp`q{ρpallq “
ÿ

`PLall

qp`qvp`q, (F1)3031

where ρpallq “
ř

`PLall
ρp`q is the total density. The second expression uses the specific3032

contents qp`q “ ρp`q{ρpallq with
ř

`PLall
qp`q “ 1 in the definition of the barycentric ve-3033

locity. This means that sedimenting condensates have downward relative velocities with3034

respect to the barycentric velocity. The non-sedimenting gaseous and cloud constituents3035

move slightly upwards compared to the barycentric velocity (Wacker & Herbert, 2003).3036

Note that even though this framework allows for different horizontal velocities between,3037

e.g. gas and precipitation, the horizontal velocity components of v are usually assumed3038

the same.3039

Diffusive fluxes are defined as the difference between the actual flux of a given species3040

and the barycentric flux3041

Jp`q “ ρp`qpvp`q ´ vq, (diffusive flux).3042

Note that the diffusive flux in a barycentric velocity frame must not be confused with3043

molecular diffusion fluxes, and also not with turbulent diffusion fluxes arising from Reynolds3044

averaging/filtering. By definition, the sum of all diffusive fluxes is zero3045

ÿ

`PLall

Jp`q “ 0. (F2)3046

It might seem that the sum of the diffusive fluxes should not vanish at the surface (Bott,3047

2008). If it rains, there, a vanishing flux sum would be associated with an artificial flux3048

of dry air through the surface. In fact, the sum vanishes as well by definition at the sur-3049

face. Rather the barycentric velocity is non-zero there. When evaporation and precip-3050

itation take place at the same time, we can separate the velocity of water vapor into two3051

distinct contributions, one which is equal to the dry air velocity, and a second part that3052

differs from the dry air velocity and only appears if dry air and water vapor mix vpwvq “3053

vpdq ` v
pwvq
mix . Then the surface barycentric mass flux is3054

ρpallqvsurf “ ρpdqvpdq ` ρpwvqvpdq ` ρpwvqv
pwvq
mix ` ρ

pprecqvpprecq3055
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“ ρpprecqvpprecq ´ ρpgasqvpdq
looooooooooooooomooooooooooooooon

“P

` ρpwvqv
pwvq
mix ´ ρ

pdqvpdq
loooooooooooomoooooooooooon

“E

`p2ρpdq ` ρpwvqqvpdq
loooooooooomoooooooooon

“0

3056

“ P`E.3057

Clearly, the surface dry air velocity vanishes, vpdq “ 0. The here given form is only cho-3058

sen for the sake of making the definitions of P and E obvious, which are both always for-3059

mally defined with the help of mass flux differences. In the above equation it is assumed3060

that suspended condensates move with the dry air velocity and hence do not show up3061

in the boundary condition. This boundary condition is applicable to all prognostic equa-3062

tions, especially also for the momentum equation, which means that momentum leaves3063

the atmosphere if it rains.3064

F2 Prognostic equations for species3065

The continuity equation for each specie can be written in two different flavors (note3066

that these are three-dimensional continuity equations. The gradient operator ∇ is three-3067

dimensional!)3068

Bρ

Bt

p`q

“ ´∇ ¨
´

ρp`qvp`q
¯

` Sp`q,3069

“ ´∇ ¨
´

ρp`qv ` Jp`q
¯

` Sp`q, (F3)3070

(see section 2a in Wacker et al., 2006), where the second form is using the barycentric3071

perspective. Sp`q is the source/sink term. Note that total mass is conserved, so3072

ÿ

`PLall

Sp`q “ 0, . (F4)3073

We note that the constituent equation can also be written in Lagrangian form3074

ρpallq
Dq

Dt

p`q

“ ´∇ ¨ Jp`q ` Sp`q, (F5)3075

where3076

D

Dt
“ Bt ` v ¨∇ (barycentric material derivative). (F6)3077

Often, models do not use a prognostic form for the equations of falling precipitation. Rather,3078

the precipitation is thought to fall down immediately. This is expressed as 0 “ ´∇ ¨3079

Jp`q`Sp`q. Hence, the barycentric framework is easily applicable for this case, since the3080

required rule
ř

`PL Jp`q “ 0 is untouched by this computational simplification.3081

Summing the continuity equations for all components gives3082

Bρ

Bt

pallq

“
ÿ

`PLall

Bρ

Bt

p`q

,3083

“ ´
ÿ

`PLall

”

∇ ¨
´

ρp`qv ` Jp`q
¯

` Sp`q
ı

,3084

“ ´∇ ¨ pρpallqvq. (F7)3085

As said above, at the surface, the barycentric velocity is the sum of the precipitation flux3086

and the evaporation flux. Hence, the lower boundary conditions for the continuity equa-3087

tion are easily obtained when applying the barycentric framework. The general and in-3088

tuitive form of the continuity equation (F7) allows to derive its primitive equation for-3089

mulation as we are used to it. Specifically then, the total density is replaced with ρpallq “3090

´Bp{BΦ.3091

Specifically, we can also give the continuity equations for the species independent3092

of the gas velocity, which is likewise the velocity of the other non-precipitating species3093
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like cloud ice and cloud water. For comparison, we repeat here the two forms for the con-3094

tinuity equation of the non-precipitating constituents, hence the sum of the gas and the3095

non-precipitating liquid and frozen parts3096

Bρ

Bt

pnon´precq

“ ´∇ ¨ pρpnon´precqvpgasqq ` Spnon´precq, (F8)3097

Bρ

Bt

pnon´precq

“ ´∇ ¨ pρpnon´precqv ´ qpnon´precqPq ` Spnon´precq, (F9)3098

where the first equation assumes vpgasq to be known. The second equation assumes an3099

available v and uses the diffusive flux of the non-precipitating species as3100

Jpnon´precq “ ρpnon´precqvpgasq ´ qpnon´precqρpallqv3101

“ ρpnon´precqvpgasq ´ qpnon´precqpρpnon´precqvpgasq ` ρpprecqvpprecqq3102

“ ρpnon´precqvpgasq ´ qpnon´precqpρpnon´precqvpgasq `P` ρpprecqvpgasqq3103

“ ´qpnon´precqP3104

Likewise, the possible prognostic equations for the precipitation are found to be3105

Bρ

Bt

pprecq

“ ´∇ ¨ pρpprecqvpgasq `Pq ` Spprecq, (F10)3106

Bρ

Bt

pprecq

“ ´∇ ¨ pρpprecqv ` qpnon´precqPq ` Spprecq. (F11)3107

The second equation using the barycentric framework includes the diffusive precipita-3108

tion flux as Jpprecq “ qpnon´precqP.3109

The different velocities are related according to3110

v “ vpgasq `P{ρpallq. (F12)3111

Therefore, modelers may choose either prognostic equation for the species in their nu-3112

merical model. For instance, when modeling passive tracer transport, vpgasq is a more3113

natural choice for the advective velocity than performing a two-step process consisting3114

of an advection with the barycentric velocity and a correction with the diffusive veloc-3115

ity. A common counterargument against the use of barycentric velocities is that we can-3116

not measure them directly. However, if the precipitation flux, the wind velocity — and3117

hence the velocity of the non-precipitating part — and the density are known, the re-3118

covery of the barycentric velocity is straightforward.3119

F3 Prognostic equation for momentum and the kinetic energy budget3120

Let us write the resolved momentum equations for the gaseous part, the precip-3121

itating part and the cloud part independently3122

ρpallq
D

Dt
qpgasqvpgasq “ ´∇p´ ρpgasq∇Φ´ Fgp ´ Fgc, (F13)3123

ρpallq
D

Dt
qpprecqvpprecq “ ´ρpprecq∇Φ` Fgp, (F14)3124

ρpallq
D

Dt
qpcloudqvpgasq “ ´ρpcloudq∇Φ ` Fgc, (F15)3125

where turbulent diffusion terms and the Coriolis term are omitted (we could add them3126

later). The momentum exchange forces F subsume all forces which are not tractable by3127

the coarse-grained model. The force Fgp is exerted with opposite signs to the moist air3128

around the precipitation particles and the bulk precipitation velocity. The force Fgc ac-3129

counts for a similar interplay between gas and cloud particles. Several possible reasons3130

exist for such forces. The most obvious is the frictional force, but also, momentum might3131
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be exchanged because of condensation or evaporation. The forces F are not known, and3132

they are not provided by any microphysics parameterization of the coarse-grained model.3133

At the microphysics level, the comparable Stokes friction depends on the radius of the3134

droplets and the shear zones formed around these droplets. However, on the macroscopic3135

level these radii are not known and the shear zones are not represented.3136

The assumption of a common — namely barycentric — advective velocity v is nec-3137

essary here, because the forces ˘F are relative forces between the gas and the droplets.3138

Therefore, all species need a common Lagrangian frame of reference for their motion.3139

The forces F are not explicit in the barycentric momentum equation,3140

ρpallq
D

Dt
v “ ´∇p´ ρpallq∇Φ. (F16)3141

Here, again, possible additional turbulent diffusion and Coriolis terms are omitted. The3142

fact that the forces F are not explicit means that using the barycentric velocity as the3143

prognostic variable is an attractive choice. An apparent complication is that the barycen-3144

tric velocity is needed for advection in this momentum equation.3145

Let us derive the kinetic energy change of an air parcel moving with the barycen-3146

tric velocity. This is obtained by multiplying (F16) by the barycentric velocity3147

pqpnon´precqvpgasq ` qpprecqvpprecqq ¨ ρpallq
D

Dt
v “3148

´vpgasq ¨∇p
loooooomoooooon

pressure work

´ρpnon´precqvpgasq ¨∇Φ´ ρpprecqvpprecq ¨∇Φ
looooooooooooooooooooooooooooomooooooooooooooooooooooooooooon

K Ø potential energy

´qpprecqpvpprecq ´ vpgasqq ¨∇p
looooooooooooooooooomooooooooooooooooooon

K Ø internal forces precip-air

3149

. (F17)3150

The first three terms on the right represent individual energy changes which are attributable3151

to known physical processes. The first term is the pressure work term that converts ki-3152

netic energy into internal energy via the compression work ´vpgasq¨∇p “ ´∇¨pvpgasqpq`3153

p∇ ¨ vpgasq. The two next terms describe the exchange of kinetic energy with the po-3154

tential energy, i.e. the rising or falling air parcels. The fourth term represents the kinetic3155

energy change due internal forces between the precipitation and the moist air. This term3156

is identified as an effect of internal friction because the other physical processes are al-3157

ready accounted for. Forces between the cloud droplets and the gas do not result in a3158

kinetic energy change, because the gas and the cloud droplets have the same velocity.3159

Let us now devote our attention to the last term in (F17). Assuming that the hy-3160

drostatic relation dominates,3161

k ¨∇p “ Bp

Bz
« ´ρpallqg, (F18)3162

and taking the definition of the terminal velocity ´V Tk “ vpprecq´vpgasq, the macro-3163

scopic effect of Stokes friction can be approximated as3164

´qpprecq∇p¨pvpprecq´vpgasqq « ´qpprecqρpallqgV T “ ´ρpprecqgV T (macr. effect of Stokes friction).3165

It is then clear that this term represents dissipation of kinetic energy3166

| ´ ρpprecqV T g| ą 0. (F19)3167

Pauluis et al. (2000) denotes this as the frictional dissipation of rain. In conclusion we3168

note that this dissipation is only accessible if the barycentric velocity is chosen to be prog-3169

nostic. This is because, otherwise, the particular energy budget (F17) would not have3170

been obtained.3171

In a hydrostatic primitive equation modeling framework, the left hand side of (F17)3172

would be set to zero. This means that kinetic energy of vertical motions is not stored3173
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in a kinetic energy reservoir, but pretends to be converted directly between potential en-3174

ergy and internal energy. Besides this, the physical processes are represented in the same3175

manner in a primitive-hydrostatic modeling environment as they are in a non-hydrostatic3176

modeling environment.3177

F4 Internal energy and enthalpy equations3178

After having analyzed the loss of kinetic energy due to falling rain, we have to find/derive3179

the terms where the respective gain of internal energy shows up as a positive temper-3180

ature tendency. We will cover both the constant height formulation (internal energy) and3181

the constant pressure formulation (enthalpy).3182

The internal energy equation (20) using the barycentric velocity formulation can3183

be written as3184

ρpallq
DU pallq

Dt
“ ´ p∇ ¨ v

loomoon

compression term

´∇¨

»

—

—

–

ÿ

`PLall

hp`qpT qJp`q
looooomooooon

diffusive enthalpy flux of the constituents

fi

ffi

ffi

fl

´Γ.

(F20)3185

(Gassmann & Herzog, 2015) where Γ represents three terms not central for this discus-3186

sion (divergences of radiation and sensible heat fluxes, turbulent shear production term)3187

and U pallq is the specific internal energy (see (22))3188

U pallq “
ÿ

`PLall

qp`q
”

h
p`q
00 ` c

p`q
p pT ´ T00q

ı

´
ppdq

ρpallq
´
ppwvq

ρpallq
.3189

The internal energy equation combines temperature and constituent changes and we are3190

now after the temperature change. Before starting, let us replace the pressures in the3191

above internal energy specification by their expression of the ideal gas law, hence ppdq{ρpallq “3192

RpdqqpdqT and ppwvq{ρpallq “ RpwvqqpwvqT . For gaseous components we have c
pdq
v “ c

pdq
p ´3193

Rpdq and c
pwvq
v “ c

pwvq
p ´Rpwvq, whereas for the condensates the heat capacities at con-3194

stant volume and constant pressure are formally equal, c
p`q
v “ c

p`q
p for ` P Lcond. That3195

is,3196

ppdq

ρpallq
`
ppwvq

ρpallq
“

RpdqρpdqT

ρpallq
`
RpwvqρpwvqT

ρpallq
,3197

“ RpdqqpdqT `RpwvqqpwvqT,3198

“

”

cpdqp ´ cpdqv

ı

qpdqT `
”

cpwvqp ´ cpwvqv

ı

qpwvqT,3199

“
ÿ

`PLall

”

cp`qp ´ cp`qv

ı

qp`qT, using cp`qv “ cp`qp for ` P Lcond3200

Now, we use that to rewrite the left-hand side of (F20)3201

ρpallq
DU pallq

Dt
“ ρpallq

D

Dt

˜

ÿ

`PLall

qp`qcp`qv T ` ph
p`q
00 ´ c

p`q
p T00qq

p`q

¸

,3202

“ ρpallq
ÿ

`PLall

#

qp`qcp`qv
DT

Dt
` pTcp`qv ` h

p`q
00 ´ c

p`q
p T00q

Dq

Dt

p`q
+

, (chain rule)3203

“
ÿ

`PLall

"

ρp`qcp`qv
DT

Dt
´ pTcp`qv ` h

p`q
00 ´ c

p`q
p T00qp∇ ¨ Jp`q ´ Sp`qq

*

, (F21)3204

using the constituent equation (F5). Second, the diffusive enthalpy flux term can be writ-3205

ten as3206

´∇ ¨

«

ÿ

`PLall

hp`qpT qJp`q

ff

“ ´
ÿ

`PLall

∇ ¨
!”

h
p`q
00 ` c

p`q
p pT ´ T00q

ı

Jp`q
)

,3207

–82–



A
cc

ep
te

d
 A

rt
ic

le

This article is protected by copyright. All rights reserved.  

 

 

 

 

 

 

 

manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

“ ´
ÿ

`PLall

!

∇ ¨
”

cp`qp TJp`q
ı

` ph
p`q
00 ´ c

p`q
p T00q∇ ¨ Jp`q

)

.(F22)3208

Now, it is clear that the last term in (F22) cancels with a part of (F21). Substituting3209

(F21) on the left-hand and the rewrite (F22) on the right hand side of the internal en-3210

ergy equation (F20) yields after rearranging, using again c
p`q
v “ c

p`q
p ´Rp`q and the ideal3211

gas law3212

cpallqv ρpallq
DT

Dt
“ ´p∇ ¨ v ´ Γ´

ÿ

`PLall

ph00 ´ c
p`q
p T00 ` c

p`q
v T qSp`q

looooooooooooooooooooomooooooooooooooooooooon

latent heating

3213

´∇ ¨
ÿ

`PLgas

pp`q

ρp`q
Jp`q

looooooomooooooon

diffusive pressure flux

´
ÿ

`PLall

cp`qv Jp`q ¨∇T
looooooooooomooooooooooon

adv. of T with diffusive constituent fluxes

. (F23)3214

The important terms are the compression term and the diffusive pressure flux term. For3215

the latter we do not yet have an interpretation and, indeed, there is no stand-alone in-3216

terpretation as we shall see soon. We can only understand the frictional heating due to3217

falling rain when we consider both terms together. To demonstrate this, recall the def-3218

initions of the previous sections: P “ ρpprecqpvpprecq´vpgasqq “ ´ρpprecqV Tk and Jpgasq “3219

´qpgasqP. Using them to express the diffusive pressure flux yields3220

ÿ

`PLgas

pp`q

ρp`q
Jp`q “ ´

pP

ρpallq
“ pqpprecqpvpgasq ´ vpprecqq “ pqpprecqV Tk (F24)3221

Now, use the definition of the barycentric velocity v “ qpnon´precqvpgasq`qpprecqvpprecq3222

in the compression term and differentiate the diffusive pressure flux term by parts. This3223

gives after some cancellations and using qpnon´precq ` qpprecq “ 13224

´p∇ ¨ v ´∇ ¨

¨

˝

ÿ

`PLgas

pp`q

ρp`q
Jp`q

˛

‚ “ ´p∇ ¨ vpgasq ` qpprecqpvpprecq ´ vpgasqq ¨∇p3225

“ ´p∇ ¨ vpgasq ` P

ρpallq
¨∇p3226

« ´p∇ ¨ vpgasq ` ρpprecqV T g3227

where the last term is again found by using the hydrostatic approximation. With this3228

term we have finally discovered the place where the frictional dissipation term shows up3229

in the temperature equation. Only the gaseous components contribute to the compres-3230

sion term, but because the compression term shows up in the original equation with the3231

barycentric velocity, a part of it constitutes, together with the diffusive pressure flux term,3232

the frictional heating due to the falling precipitation. Comparing the result with the ki-3233

netic energy loss (F17), it becomes clear that total energy conservation is obtained with3234

this formulation. The lost kinetic energy shows up exactly, with the opposite sign, in the3235

internal energy equation, and hence gives rise to an increase of temperature.3236

It is interesting to give an estimate of the relative orders of magnitude of the dis-3237

sipative heating term due to precipitation and the last term in (F23), which accounts3238

for the differential advection of the species besides the barycentric advection. When con-3239

sidering only rain fluxes below a cloud, it becomes3240

´
ÿ

`PLall

cp`qv Jp`q ¨∇T “ ´Pprainqpqpdqpcpliqqp ´ cpdqv q ´ q
pwvqpcpliqqp ´ cpwvqv qq ¨∇T

Assuming the worst case of a neutral stratification with a vertical temperature gradi-3241

ent of ´g{c
pallq
p , and considering the thermodynamic parameters given in Appendix F,3242
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the differential advection leads to a cooling which is about three times larger than the3243

frictional heating effect. This calls into question the assumption of identical heat capac-3244

ities for all the species, because in this case, the last term of (F23) would vanish. The3245

physical mechanism behind this cooling is that the specific heat of liquid or frozen species3246

is considerably higher than the specific heat of the gases. Therefore, the net transporta-3247

tion of heat is downward, even though the sum of the diffusive fluxes vanishes. Thus, there3248

is a small cooling even without evaporation of rain.3249

What are the implications for a temperature equation in the height based coordi-3250

nate system? Assume that the precipitation fluxes Pp`q are the output of some param-3251

eterisation scheme. Then, equation (F23) can be cast in the following form3252

cpallqv ρpallq
DT

Dt
“ ´p∇¨v´Γ1´∇¨

¨

˝

ÿ

`PLprec

ˆ

´
p

ρpallq
Pp`q

˙

`
ÿ

`PLgas

Rp`qTJ
p`q
mix

˛

‚´
ÿ

`PLall

cp`qv Jp`q¨∇T.

(F25)3253

where Γ1 now also comprises the latent heating term. For the last term, the precipita-3254

tion fluxes have to be converted into the diffusive fluxes. Note that in this case all non-3255

sedimenting constituents, which might also be cloud water or cloud ice in addition to the3256

gas, share the same relative velocity. Hence we set Jp`q “ ´qp`qP for every non-precipitating3257

constituent and Jp`q “ qpnon´precqP for a precipitating component. This must be done3258

independently for different precipitation fluxes, say those of rain, snow, etc. There might3259

also be fluxes of gaseous components due to turbulent mixing. These are represented in3260

the second term under the divergence operator. Finally, the diffusive fluxes in the last3261

term might be summed up from quite different contributions.3262

Writing the thermodynamic equation (21) in enthalpy form – as it is convenient3263

in the primitive equation’s modeling framework – we get3264

cpallqp ρpallq
DT

Dt
“
Dp

Dt
´ Γ´

ÿ

`PLall

ph00 ` c
p`q
p pT ´ T00qqS

p`q

loooooooooooooooooooomoooooooooooooooooooon

latent heating

´
ÿ

`PLall

cp`qp Jp`q ¨∇T
looooooooooomooooooooooon

adv. of T with diffusive constituent fluxes

,

(F26)3265

It is remarkable that no additional term appears, compared with the existing formula-3266

tion. This is because the barycentric vertical pressure velocity is not “just” the gas pres-3267

sure vertical velocity when taking the barycentric framework into account3268

Dp

Dt
“

Bp

Bt
` v ¨∇p,3269

“
Bp

Bt
`

ÿ

`PLall

qp`qvp`q ¨∇p,3270

“
Bp

Bt
`

ÿ

`‰1prec1

qp`qvpgasq ¨∇p` qpprecqvpprecq ¨∇p,3271

“
Bp

Bt
`

ÿ

`PLall

qp`qvpgasq ¨∇p` qpprecq
´

vpprecq ´ vpgasq
¯

¨∇p,3272

“
Bp

Bt
` vpgasq ¨∇p

looooooooomooooooooon

“ωpgasq

´qpprecqV Tk ¨∇p,3273

“
Bp

Bt
` vpgasq ¨∇p` ρpprecqV T g,3274

The last term is here the frictional dissipation term. In contrast to the internal energy3275

form (F25), the frictional heating due to falling precipitation is completely hidden in the3276

pressure vertical velocity. This velocity becomes larger when precipitation is falling, in-3277

dicating a stronger apparent subsidence.3278
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The internal energy (F25) and enthalpy (F26) forms of the temperature equation3279

assign the heating to all ingredients of the air parcel to the extent that they all have the3280

same temperature, but different heat capacities and different mass concentrations. It lies3281

at the very heart of our current understanding of non-equilibrium thermodynamics that3282

a single temperature is assigned to the air parcel consisting of the diverse species. This3283

is an idealization which is heavily challenged, but an alternative would require multiple3284

temperature equations for multiple species. Since we describe droplet size distributions3285

with only bulk quantities and smaller droplets certainly have different temperatures than3286

bigger droplets, an alternative approach quickly becomes confusing.3287

In section 2.1.13 we speculated that the barycentric framework could possibly also3288

handle horizontal velocity deviations/friction for falling precipitation. In that case we3289

would have to define a terminal velocity so that it not only has a vertical component,3290

but also a horizontal component. The barycentric viewpoint already formally also ac-3291

counts for the horizontal momentum of falling precipitation. The challenge is that in the3292

microphysics parameterization scheme it would be unclear how to compute a terminal3293

velocity in the horizontal direction as that is not governed by Stokes law and the em-3294

pirical formula used there.3295

Appendix G CAM setup3296

The simulations with CAM use the cam energy analysis branch of https://github3297

.com/PeterHjortLauritzen/CAM which is a fork from CAM tag cam6 2 026 (tag in cam3298

developement branch of https://github.com/ESCOMP/CAM). The simulations use the3299

CAM-SE-CSLAM dynamical core (Lauritzen et al., 2017) based on a dry-mass vertical3300

coordinate (Lauritzen et al., 2018) and coupling to physics using a finite-volume physics3301

grid (Herrington et al., 2018, 2019). A run-script to replicate the simulations can be found3302

in the cam energy analysis code base under the my scripts directory.3303

Reproducibility information on the simulations for Figure 9 is stored in git@github3304

.com:oksanaguba/cam-enthalpy-runs.git. The runs are based on the same branch3305

cam energy analysis as described above.3306

The following constants in the energy equation are used in CAM:3307

cpdqp “ 1004.64 J K´1 kg´1
3308

cpwvqp “ 1810.00 J K´1 kg´1
3309

cpliqqp “ 4188.00 J K´1 kg´1
3310

cpiceqp “ 2117.27 J K´1 kg´1
3311

Lv,00 “ 2501000.0 J kg´1
3312

Ls,00 “ 2834700.0 J kg´1
3313

Lf,00 “ 333700.0 J kg´1
3314

This version of the spectral-element dynamical core differs from the CESM2.2 release3315

version (Lauritzen et al., 2018) in that an FV3 vertical remapping algorithm is used (which3316

reduced vertical energy conservation due to higher-order numerics) and reference states3317

are subtracted from hyperviscosity operators to reduce spurious noise for flow over orog-3318

raphy (Liu et al., 2022) and thereby also energy errors.3319

Appendix H Sponge-layer diffusion and frictional heating3320

As discussed in Section 4, frictional heating is often implemented in the dynam-3321

ical cores of ESMs after the application of second-order or higher-order horizontal dif-3322

fusion processes and sponge-layer dissipation mechanisms, such as Rayleigh friction, near3323

the model top. These processes are represented on the right-hand-side of the momen-3324
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tum equation as also shown for the Laplacian diffusion in (136). In addition, horizon-3325

tal fourth-order hyperdiffusion and Rayleigh friction are represented respectively by3326

B~v

Bt
“ ¨ ¨ ¨ ´ ν4∇4~v and (H1)3327

B~v

Bt
“ ¨ ¨ ¨ ´ k ~v, (H2)3328

where ν4 is a fourth-order horizontal diffusion coefficient (see also the discussion in Jablonowski3329

and Williamson (2011)) and k is the Rayleigh friction damping coefficient.3330

Section 4.1.2 highlighted a particular application of the sponge-layer Rayleigh fric-3331

tion in the FV3 dynamical core (L. M. Harris et al., 2021). FV3 lies at the heart of the3332

Unified Forecast System (UFS) developed by the National Oceanic and Atmospheric Ad-3333

ministration (NOAA) and is an optional dynamical core in NCAR’s CESM2.2 frame-3334

work. We therefore provide additional insight into the implementation details to foster3335

the reproducibility of the FV3 results. They were generated via CESM2.2’s “Simpler Mod-3336

els” hierarchy which includes the dry Held-Suarez test (Held & Suarez, 1994) as the “FHS943337

compset” with analytic initial conditions. FV3’s Rayleigh friction in the sponge layer is3338

implemented in a time-implicit way. When using the acceleration of the zonal wind com-3339

ponent Bu{Bt “ ¨ ¨ ¨ ´ ku as an example this leads to3340

un`1 ´ un

∆t
“ ´k un`1, (H3)3341

un`1 “
un

1` k∆t
, (H4)3342

where n`1 and n denote the updated (via the RF process) and current time levels, re-3343

spectively. The time-implicit update of the meridional wind component v follows the same3344

principle and is given by3345

vn`1 “
vn

1` k∆t
. (H5)3346

The loss of kinetic energy due to Rayleigh friction in the hydrostatic FV3 configuration3347

with the horizontal velocity vector ~v “ pu, vqT can then be computed via3348

δK “ Kn`1
h ´Kn

h ,3349

“
ρ

2

”

`

~vn`1
h

˘2
´
`

~vnh
˘2
ı

,3350

“
ρ

2

”

un`1un`1 ` vn`1vn`1 ´ unun ` vnvn
ı

,3351

“
ρ

2

«

´ un

1` k∆t

¯2

`

´ vn

1` k∆t

¯2

´
`

un
˘2
´
`

vn
˘2

ff

,3352

“
ρ

2

«

´

`

un
˘2
`
`

vn
˘2
¯

˜

1

p1` k∆tq2
´ 1

¸ff

,3353

“ Kn
h

˜

1

p1` k∆tq2
´ 1

¸

. (H6)3354

This kinetic energy loss is applied as frictional heating (-δK) as shown in (140). It leads3355

to the expression3356

Tn`1 “ Tn ´
δK

ρpallq c
pdq
p

,3357

“ Tn `
Kn
h

cp

˜

1´
1

p1` k∆tq2

¸

, (H7)3358

which describes the local update of the temperature, here labeled as time level n` 1.3359

A dry specific heat is used since there is negligible moisture in the sponge layer domain.3360
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L. M. Harris et al. (2021) show the equivalent temperature update equation due to fric-3361

tional heating (their equation (8.17)) for the nonhydrostatic FV3 configuration. It is3362

Tn`1 “ Tn ´
δK3D

ρpallq c
pdq
v

,3363

“ Tn `
Kn

3D

c
pdq
v

˜

1´
1

p1` k∆tq2

¸

, (H8)3364

where K3D is the kinetic energy that takes all three velocity components into account.3365

This heat conversion utilizes the dry specific heat at constant volume c
pdq
v in FV3.3366

The choice of the Rayleigh friction damping coefficient in FV3 is3367

k “
1

τ

«

sin

˜

π

2

lnppc{pq

lnppc{ptq

¸ff2

, (H9)3368

where p symbolizes the pressure at the chosen grid point. The symbol pc stands for the3369

user-selected RF cutoff pressure, pt is the pressure at the model top, and τ is the max-3370

imum RF timescale which needs to be expressed in units of seconds. For the FV3 C24L643371

simulations in Section 4.1.2 the following settings were selected: pt “ 9.04ˆ10´5 hPa,3372

pc “ 0.1 hPa and τ “ 1, 3, and 5 days.3373

–87–



A
cc

ep
te

d
 A

rt
ic

le

This article is protected by copyright. All rights reserved.  

 

 

 

 

 

 

 

manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

Appendix I Notation3374

Below is list of variables appearing more than once in the main part of this paper:3375

symbol description unit

p¨q cell averaged/mean value

p¨q
1

deviation from cell averaged/mean value
α specific volume of moist air m3{kg

αpdq specific volume of dry air m3{kg

c
p`q
p specific heat at constant pressure of species ` J{K{kg

c
p`q
v specific heat at constant volume of species ` J{K{kg
D{DT material derivative 1{s
Ex specific energy of x J{kg

where x=’atm’ atmosphere and x=’ESM’ Earth System model
Efeom specific energy of fluid equations of motion J{kg

F
p`q
net net flux of water species ` into the atmosphere kg{m2{s

F
p`q
aÑs flux of water species ` from atmosphere to surface kg{m2{s

F
p`q
sÑa flux of water species ` from surface to atmosphere kg{m2{s

F
pturb,radq
net radiative and sensible/turbulent fluxes into atmosphere (76) J{m2{s

F pturbqnet sensible/turbulent fluxes into atmosphere consistent with CLUBB J{m2{s

F
phq
net net enthalpy flux into atmosphere J{s{m2

F
phq
aÑs enthalpy flux from atmosphere to surface J{s{m2

F
phq
sÑa enthalpy flux from surface to atmosphere J{s{m2

F
pΦq
net net potential energy flux into atmosphere J{s{m2

F
pKq
net net (horizontal) kinetic energy flux into atmosphere J{s{m2

~Fh frictional force on velocity vector m{s2

~τz vertical component of stress tensor m2{s2

g gravitational constant m3{kg{s2

hp`q partial enthalpy of air constituent ` J{kg

h
p`q
00 reference enthalpy for water phase ` J{kg
k vertical unit vector
K specific horizontal kinetic energy (” 1

2~v
2) m2{s2

Ksurf,s specific horizontal kinetic energy in surface at surface m2{s2

Katm,s specific horizontal kinetic energy in atmosphere at surface m2{s2

rKs specific horizontal kinetic energy at surface m2{s2

δK specific horizontal kinetic energy increment m2{s2

mp`q dry mixing ratio of constituent ` (” ρp`q{ρpdq) kg{kg

mpallq sum of all dry mixing ratios of moist air kg{kg
Bm̂
Bt

p`q
rate of phase change to falling precipitation or evaporation kg{kg{s

Bm̌
Bt

p`q
rate of phase change to/from suspended condensate kg{kg{s

M p`qpzq mass per unit area at height z for component ` kg{m2

Lf,00 latent heat of fusion J{kg
Ls,00 latent heat of sublimation J{kg
Lv,00 latent heat of vaporization J{kg
Lall set of all constituents of moist air
LH2O set of all water species in moist air
Lcond set of all condensates in moist air
Φ geopotential m2{s2

Φs surface geopotential m2{s2

ρp`q density of air constituent ` kg{m3

ρpallq density of all constituents of moist air kg{m3

3376
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symbol description unit

p moist pressure Pa
pt moist pressure at model top Pa

ppdq partial pressure of dry air Pa

ppwvq partial pressure of water vapor Pa
Π Exner pressure
Πs Exner pressure at surface

qp`q specific/moist mixing ratio of ` kg{kg
Q heating per unit mass J{kg
R generalized ideal gas constant J{K{mol

Rp`q ideal gas constant for ` “ ‘d 1, ‘wv 1 J{K{mol
p¨qtn variable held fixed during physics update
T temperature K
∆T temperature increment K
∆Tk temperature increment in atmosphere level k K
T00 reference temperature K
Tatm,s temperature in atmosphere at surface K
Tsurf,s temperature in surface at surface K
rTs single temperature for water leaving/entering atmosphere K
Tv virtual temperature K
δT temperature increment K
θ potential temperature K
θl moist potential temperature K

U pallq specific internal energy of moist air J{kg

U pdq specific internal energy of dry air J{kg
~v horizontal velocity vector (u, vq m{s
δu zonal velocity component increment m{s
δv meridional velocity component increment m{s
v 3D barycentric velocity vector (only used in Appendix F) m{s
V T bulk terminal vertical velocity of falling precipitation m{s

(used in barycentric framework)
ν2 horizontal second-order diffusion coefficient m2{s
w vertical velocity m{s
ω vertical pressure velocity (” Dp{Dt) Pa{s
z height above surface geoid m
zt height of model top m
η standard hybrid pressure-based vertical coordinate
∆I used for various imbalance terms in energy equation J{s or W {m2

(see text for details)
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R. (2019). LFRic: Meeting the challenges of scalability and performance3440

portability in weather and climate models. Journal of Parallel and Distributed3441

Computing , 132 , 383-396. doi: https://doi.org/10.1016/j.jpdc.2019.02.0073442

Adcroft, A., Anderson, W., Balaji, V., Blanton, C., Bushuk, M., Dufour, C. O., . . .3443

Zhang, R. (2019). The GFDL global ocean and sea ice model om4.0: Model3444

description and simulation features. J. Adv. Model. Earth Syst., 11 , 3167-3445

3211. Retrieved from https://agupubs.onlinelibrary.wiley.com/doi/abs/3446

10.1029/2019MS001726 doi: 10.1029/2019MS0017263447

Adkins, C. J. (1968). Equilibrium thermodynamics. McGraw-Hill.3448

Akmaev, R. A. (2008). On the energetics of maximum-entropy temperature profiles.3449

Quart. J. Roy. Meteor. Soc., 134 (630), 187-197. doi: https://doi.org/10.1002/3450

qj.2093451

Anderson, S., Hinton, A., & Weller, R. A. (1998). Moored observations of precipita-3452

tion temperature. J. Atmos. Oceanic Technol., 15 , 979-986. doi: https://doi3453

.org/10.1175/1520-0426(1998)015x0979:MOOPTy2.0.CO;23454

Arakawa, A., Jung, J.-H., & Wu, C.-M. (2011). Toward unification of the multiscale3455

modeling of the atmosphere. Atmospheric Chem. Phys., 11 (8), 3731–3742. doi:3456

10.5194/acp-11-3731-20113457

Arakawa, A., & Lamb, V. R. (1981). A potential enstrophy and energy conserving3458

scheme for the shallow water equations. Mon. Wea. Rev., 109 , 18-36. doi: 103459

.1175/1520-0493(1981)109x0018:APEAECy2.0.CO;23460

Arakawa, A., & Wu, C.-M. (2013). A unified representation of deep moist convection3461

in numerical modeling of the atmosphere. part i. J. Atmos. Sci., 70 (7), 1977–3462

1992. doi: 10.1175/JAS-D-12-0330.13463

Bannon, P. R. (2002). Theoretical foundations for models of moist convection.3464

J. Atm. Sci., 59 , 1967–1982. doi: 10.1175/1520-0469(2002)059%3C1967:3465

TFFMOM%3E2.0.CO;23466

Bannon, P. R. (2003). Hamiltonian description of idealized binary geophysical flu-3467

ids. J. Atmos. Sci., 60 (22), 2809-2819. doi: 10.1175/1520-0469(2003)060x2809:3468

HDOIBGy2.0.CO;23469

Bauer, W., & Gay-Balmaz, F. (2019). Variational discretization framework for geo-3470

physical flow models. In F. Nielsen & F. Barbaresco (Eds.), Geometric science3471

of information (pp. 523–531). Cham: Springer International Publishing. doi:3472

https://doi.org/10.1007/978-3-030-26980-7 543473

Becker, E. (2001). Symmetric stress tensor formulation of horizontal momentum dif-3474

fusion in global models of atmospheric circulation. J. Atmos. Sci., 58 (3), 269–3475

282. doi: 10.1175/1520-0469(2001)058x0269:SSTFOHy2.0.CO;23476

Becker, E. (2003). Frictional heating in global climate models. Mon. Wea. Rev.,3477

131 (3), 508 - 520. doi: 10.1175/1520-0493(2003)131x0508:FHIGCMy2.0.CO;23478

Becker, E., & Burkhardt, U. (2007). Nonlinear horizontal diffusion for GCMs. Mon.3479

Wea. Rev., 135 (4), 1439 - 1454. doi: 10.1175/MWR3348.13480

BIRS. (2019). Physics–dynamics coupling in Earth System Models (19w5153).3481

https://www.birs.ca/events/2019/5-day-workshops/19w5153. (Accessed:3482

2021-09-28)3483

Bister, M., & Emanuel, K. A. (1998). Dissipative heating and hurricane inten-3484

sity. Meteorology and Atmospheric Physics, 65 , 233–240. doi: https://doi.org/3485

10.1007/BF010307913486

Bogenschutz, P. A., Gettelman, A., Morrison, H., Larson, V. E., Craig, C., & Scha-3487

nen, D. P. (2013). Higher-order turbulence closure and its impact on climate3488

simulations in the Community Atmosphere Model. J. Climate, 26 , 9655–9676.3489

doi: 10.1175/JCLID-13-00075.13490

Bott, A. (2008). Theoretical considerations on the mass and energy consistent treat-3491

ment of precipitation in cloudy atmospheres. Atmospheric Research, 89 , 262–3492

269. doi: 10.1016/j.atmosres.2008.02.0103493

–91–



A
cc

ep
te

d
 A

rt
ic

le

This article is protected by copyright. All rights reserved.  

 

 

 

 

 

 

 

manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

Bowen, P., & Thuburn, J. (2022a). Consistent and flexible thermodynamics in at-3494

mospheric models using internal energy as a thermodynamic potential. Part I:3495

Equilibrium regime. Quart. J. Roy. Meteor. Soc..3496

Bowen, P., & Thuburn, J. (2022b). Consistent and flexible thermodynamics in at-3497

mospheric models using internal energy as a thermodynamic potential. Part II:3498

Non-equilibrium regime. Quart. J. Roy. Meteor. Soc..3499

Brecht, R., Bauer, W., Bihlo, A., Gay-Balmaz, F., & MacLachlan, S. (2019). Varia-3500

tional integrator for the rotating shallow-water equations on the sphere. Quart.3501

J. Roy. Meteor. Soc., 145 (720), 1070-1088. doi: 10.1002/qj.34773502

Brown, B. B., Vasil, G. M., & Zweibel, E. G. (2012). Energy conservation3503

and gravity waves in sound-proof treatements of stellar interiors. part i.3504

anelastic approximations. The Astrophysical Journal , 756 (109). doi:3505

http://dx.doi.org/10.1088/0004-637X/756/2/1093506

Byers, H. R., Moses, H., & Harney, P. J. (1949, feb). Measurement of rain tempera-3507

ture. J. Meteorol., 6 (1), 51–55. doi: 10.1175/1520-0469(1949)006x0051:MORTy3508

2.0.CO;23509

Catry, B., Geleyn, J.-F., Tudor, M., Bénard, P., & Trojáakováa, A. (2007). Flux-3510
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