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Abstract. With the increase of network protocols complexity, the finite
state machine model commonly used in hardware design is difficult to
directly describe and manage complex protocol control logic. The hierar-
chical approach can simplify the design and implementation of complex
logic. However, the control logic of the protocol is a whole, and how to
divide the control logic of the protocol hierarchically is a problem that
needs to be solved urgently. Therefore, by analyzing the characteristics
of complex protocol control logic, this paper proposes the DoubleDeck
model. This model divides the state in protocol processing into a global
state perceivable by the protocol peer and a local state invisible to the
outside. Next, we established a prototype system of the time synchro-
nization protocol (AS6802) on the FPGA array based on the DoubleDeck
model, which effectively verified the feasibility of the model.

Keywords: Finite state machine · Control logic · Network protocol ·
Hierarchical design

1 Introduction

With the development of communication technology [1, 2], the complexity of the
protocol has continued to increase. How to implement complex protocol control
has become an important issue facing hardware implementation protocols [3].
The complexity of protocol control is mainly reflected in two aspects. One is
that while the protocol entity exchanges constantly changing status information
with the peer through packets, it also needs to set various types of timers to
infer the network status and the behavior of the protocol peer; The second is
that the protocol not only needs to monitor asynchronous trigger events, but also
needs to perform various synchronous and asynchronous processing operations.
In the face of complex protocol control, the finite state machine model used
in traditional hardware design is not only poorly readable, but also difficult to
directly describe and manage complex control behaviors [4, 5].

In order to simplify the design and implementation of complex control logic,
some recent studies have proposed implementation methods based on hierar-
chical state machines [6]. However, in the existing protocol design schemes, the
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control logic of the protocol is a whole, and how to set a common division stan-
dard for complex protocols and achieve feasible hierarchical division of control
logic is still an urgent problem to be solved [7].

In response to the above-mentioned challenges, this paper proposes a Dou-
bleDeck model that supports the hardware implementation of complex protocol
control logic to simplify the complexity of protocol control logic design. The basic
idea of DoubleDeck is to divide the state in the protocol processing process into
a global state that is external to the protocol entity and a local state that is not
external. Among them, the global state and the corresponding conversion logic
constitute the top-level state machine to maintain the changes in the protocol
processing stage. At the same time, the local state associated with the top state
and the corresponding transition logic form a series of bottom state machines to
control the detailed processing details of the processing stage.

2 Motivation and Related Works

2.1 Motivation

In different agents of the same protocol, the control logic executes different con-
trol state machines that are related to each other. In the process of protocol
processing, the protocol entity must obtain the network status and behavior of
the opposite end to correctly complete the protocol-related processing. There
are two main methods for the protocol entity to obtain the network information
of the opposite end. First of all, in view of the characteristics of the packet type
that can reflect the processing state of the protocol, the protocol entity exchanges
state information with the peer through multiple protocol-related packets. Sec-
ond, the protocol entity sets up a series of timers to infer the status information
of the peer.

Through the analysis of the agreement, we found that in the process of im-
plementation of the agreement, the agreement entities showed a diverse state.
Among them, some states are necessary information for the protocol peer to pro-
cess events (state transitions, etc.), so the protocol peer needs to perceive such
states; some states can be set to an externally invisible state because they in-
volve the details of the event processing of the protocol peer. Regarding whether
the protocol state can be perceived by the outside world, we divide the protocol
state into a global state perceivable by the protocol peer and a local state that
is not visible from the outside. Therefore, we can decouple the protocol control
logic into global state-related conversion logic and local state-related processing
logic. Therefore, in this article, we propose a two-layer state machine design
model to simplify the design and implementation of complex protocol control
logic by dividing complex protocol control logic into small conversion logic and
processing logic.

2.2 Related Works

The finite state machine (FSM) model is widely used in hardware logic design [4].
However, when there are many protocol states and complex state transitions, the
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flat finite state machine model will cause problems such as poor model readability
and difficulty in later debugging. Hierarchical Finite State Machine (HFSM) [6]
adds elements such as state variables and state transitions on the basis of FSM
to further express the dynamic behavior of the system in a fine-grained manner.
HFSM uses a top-down approach to describe the system. In this method, the
hardware logic is divided into multiple smaller sub-modules, which can reduce the
complexity of the overall hardware design. However, the sub-modules are highly
independent and need to be designed and tested separately, which increases the
difficulty of later debugging to a certain extent.

3 DoubleDeck Model Overview
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Fig. 1. The overview of DoubleDeck model.

DoubleDeck consists of top deck and bottom deck, as shown in Fig.1. There
is a top state machine on the Top deck, which is responsible for maintaining
the global state of the protocol and its corresponding transition logic. The top
state machine controls the conversion of the global state and sends the state
information to the CPU and other external devices to facilitate later debugging
and maintenance. In addition, the top state machine controls the bottom state
machine to jump from the waiting state to the active state through the state info
signal. At the same time, the state transition of the top state depends on the
feedback information of the bottom state machine. The bottom state machine
that completes the processing task transfers the next stage of the protocol pro-
cessing (global state) to the top state machine through the state info signal.
Bottom deck consists of a series of bottom state machines. The bottom state
machine implements the processing logic in the global state and provides con-
trol information for the state transition of the global state. The bottom state
machine array processes external trigger events based on flow rules. The bottom
state machine has three states, which are waiting state, active state and end
state. Among them, the active state has multiple processing states, that is, the
partial state mentioned above. When the device receives protocol-related traffic,
the external receiving module sends the protocol-related information to the bot-
tom state machine array. The bottom state machine in the active state receives
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the information and enters the appropriate local state according to the protocol
settings to generate command events. When the command event contains global
state jump information, the bottom state machine enters the end state and uses
the state info signal to notify the top state machine to perform state transition.

4 Experiment

The AS6802 protocol describes a fault-tolerant high-precision time synchroniza-
tion algorithm [8]. SM and CM are two protocol roles of AS6802. We imple-
mented the IP core of the AS6802 protocol based on the DoubleDeck model,
and implemented the prototype system of the AS6802 protocol on a network
processing platform composed of multiple Arria10 SoCs (Altera FPGAs). We
instantiate the IP core as three SMs and one CM, as shown in Fig.2. In addi-
tion, the oscilloscope in Fig.2 is used to detect the synchronization pulse signal
of each node and calculate the error between the synchronization pulses in real
time. The controller forms an out-of-band configuration network with all nodes
through switches to realize the configuration and status monitoring of each node.

In the first experiment, we used a CM to exchange data with multiple SMs
to achieve time synchronization between nodes. As shown in Fig.3, we tested
the stay time of the node in the intermediate state during the synchronization
establishment process through three sub-experiments. Experimental results show
that with the increase in the number of nodes, the test network can quickly
synchronize the time of the entire network within 465 microseconds. In addition,
the state transition conditions of the nodes are consistent with the description
in the protocol.

In the second experiment, we evaluated the performance of the AS6802 IP
core using 3 SMs and 1 CM. After all nodes enter the SYNC state, we obtain
the maximum clock deviation of the four nodes through an oscilloscope, that is,
the synchronization accuracy of the test network. We collected 50 sets of data,
as shown in Fig.4. Analyzing the experimental results, it can be found that the
synchronization accuracy of the four nodes can be controlled within 25ns, which
fully meets the requirements of high-precision time synchronization.

Fig. 2. An experimen-
t environment with 4 n-
odes(3 SM and 1 CM).
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5 Conclusion

The traditional finite state machine model is difficult to solve the complexity
problem of hardware implementation of complex protocol control logic. Although
the hierarchical method has become an important means to simplify the design
of complex logic, the existing work fails to provide developers with a standard
for dividing complex protocol control logic. This paper decouples the control
logic of the protocol into conversion logic and processing logic, and maps it
to the double-layer state machine of the DoubleDeck model, which effectively
simplifies the design of complex protocol control logic.
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