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Abstract. Matrix computing plays a vital role in many scientific and
engineering applications, but previous work can only handle the data
with specified precision based on FPGA. This study first presents al-
gorithms, data flows, and mapping strategies to match the hardware
structure for matrix computing of different precisions. Then, we propose
a unified multi-precision matrix computing unit core that can handle
three precisions and three matrix operation modes and can be used as
a coprocessor for large-scale matrix computing which has advantages of
low storage and high efficiency. Finally, we build a complete matrix com-
puting acceleration system and deploy it on FPGA using 128 process-
ing elements (PEs). The experimental results show that the accelerator
achieves a maximum frequency of 180 Mhz, and matrix computing of
double-precision, single-precision, and half-precision floating-point data
performs 46.1 GFLOPS, 92.1 GFLOPS, and 184.3 GFLOPS respectively,
which is superior to other current designs in terms of application range
and performance.

Keywords: large-scale matrix computing · accelerator · multi-precision
floating-point · FPGAs.

1 Introduction

Matrix computing is widely used in the fields of computing science and en-
gineering applications, such as signal processing [1], image processing [2], and
convolutional neural networks [3]. In recent years, although matrix computing
has achieved good performance on many acceleration platforms such as CPU,
GPU, TPU, and FPGA, its computing performance is still the bottleneck for
the performance improvement of the entire system.

Compared with other platforms, field-programmable gate arrays (FPGAs)
have the advantage of designing computing structures and storage schemes for
specific applications. Many studies have shown that FPGAs are superior to other
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platforms in terms of performance and power consumption [4], and are suitable
as a low-cost hardware accelerator for matrix computing.

There have been many solutions for matrix computing based on FPGAs.
Some scholars have proposed algorithms and structures for fixed-point matrix
multiplication [5] and matrix calculation [6]. A systolic array structure has
achieved high data throughput and computing speed [7,8]. But its demand for
the number of PEs and I/O bandwidth is very high. Another linear array struc-
ture is widely used in matrix multiplication [9-11]. Some studies have carried out
different types of optimization based on the structure [12], such as storage opti-
mization [13], I/O, and storage scheduling optimization [14]. This structure has
also achieved better results in the acceleration of convolutional neural networks
[15,16], multi-operation and continuous matrix computing [17].

However, matrix computing based on FPGAs still faces the following con-
cerns. Firstly, the previous work was specifically designed for matrix computing
with certain data precision. After determining the data type, the calculation
structure can not handle the data with another precision. For example, the sig-
nal processing in the controller has a greater demand for matrix computing with
different precisions, which requires a special hardware accelerator to speed up
real-time computing capabilities. Secondly, most of the existing research was in-
terested in matrix multiplication. In many engineering applications, such as the
filtering algorithm, matrix addition and matrix subtraction are used together
with matrix multiplication. Therefore, they are both important calculation mod-
els. Thirdly, consider that the matrix calculation accuracy in the deep learning
model does not need to be too high. It is necessary to design a half-precision
floating-point matrix calculation accelerator that satisfies performance and cal-
culation efficiency.

This study aims to develop an efficient multi-precision matrix computing
acceleration (MCA) unit core based on a unified architecture. The major con-
tributions of this work are as follows:

– Based on the parallel block matrix computing algorithm and linear array,
we present two parallel single-precision floating-point matrix computing unit.
Through the splicing data and the mapping strategy from algorithm to cal-
culation structure, each PE can complete two single-precision floating-point
matrix computing in parallel, which truly improves the computing speed.

– The proposed multi-precision MCA unit core with a unified structure can
handle three precisions (double-precision, single-precision, and half-precisionand
three commonly used matrix operations (matrix multiplication, matrix ad-
dition and matrix subtractionwhich enhances the adaptability of data types.

– We develop the MCA system based on the DSP-FPGA platform. Compare
to some state-of-the-art structures, the proposed system meets engineering
needs and achieves better performance.

The remainder of this paper is organized as follows. In Section 2, the parallel
block matrix computing algorithm and linear array are introduced. The details of
single-precision, half-precision floating-point matrix computing, multi-precision
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functional component, the MCA core and system are described in Section 3. The
implementation results and discussion are shown in Section 4. Finally, Section 5
concludes the work.

2 The parallel block matrix computing algorithm and
linear array

The matrix multiplication involved in this article is shown in Equation (1), where
matrix A, matrix B, and matrix C are dense matrices of arbitrary size.

CM×N = AM×K + BK×N + CM×N (1)

We introduce a parallel block matrix multiplication algorithm [17]. As shown
in Algorithm 1, it includes three outer loops and two inner loops. The outer loops
with loop variables Tp, Tt1, and t2 are used for the data transmission of the sub-
matrix A and B, and the initialization of the sub-matrix C. The inner loops with
loop variables p and t1 are used for the calculation in each PE. After the block
processing, the sizes of the sub-matrix blocks A, B, and C are Sp ×K, K × St1,
and Sp×St1, respectively. Parameters Sp and St1 are also represent the number
of PE and the depth of on-chip RAM in each PE.

Algorithm 1. Parallel block matrix multiplication.

for Tp = 0 to M-1, Sp do
for Tt1 = 0 to N-1, St1 do

Initialize data block C[Tp:Tp+Sp-1,Tt1:Tt1+St1-1] to zero;
for t2 =0 to K-1 do

Load data block A[Tp:Tp+Sp-1, t2];
Load data block B[t2,Tt1:Tt1+St1-1];

for p=Tp to Tp+Sp-1 do
for t1=Tt1 to Tt1+St1-1 do

C[p,t1]=C[p,t1]+A[p,t2]*B[t2,t1];
Store data block C[Tp:Tp+Sp-1,Tt1:Tt1+St1-1];

As shown in Figure 1, the structure of linear array corresponding to Algo-
rithm 1 is usually composed of a set of PEs, a data transfer controller, and
two-stage FIFOs. Each PE includes two registers for storing elements of sub-
matrix A and B, a FIFO for buffering data flow a, an on-chip RAM block for
storing a row of elements of sub-matrix C, and a multiply-accumulate functional
component for matrix multiplication.

Before the calculation starts, all elements in the on-chip RAM block are
initialized to zero in advance, and a column of elements from sub-matrix A
is preloaded and distributed to the register a in each PE. When the elements
from the sub-matrix B flow into the linear array by rows, the linear array starts
parallel calculations. Then, each PE completes the ck = a× b + ck−1 operation
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Fig. 1. Linear array architecture and computing process.

through the write-back mechanism and saves the intermediate result in the on-
chip RAM block. After K iterations, the result of sub-matrix C is moved to the
off-chip memory.

The above algorithm and structure can complete the functions of A×B±C.
When B=1, the addition and subtraction operations can be realized. It uses the
identity matrix I to realize the matrix addition (subtraction) of sub-matrix A
and sub-matrix C, as shown in Equation (2).

CM×K = AM×K + IK×K ± CM×K (2)

The matrix addition (subtraction) uses the same structure and similar data
flow method as matrix multiplication. The sub-matrix C originally initialized to
a zero matrix is loaded into the on-chip RAM block by the RAM channel in
advance.

3 Multi-precision floating-point matrix computing based
on a unified structure

To solve the problem of multiple data types for matrix computing, we first dis-
cuss how to design algorithms, data flows, and PE structures for single-precision
and half-precision floating-point matrix computing based on the aforementioned
double-precision floating-point matrix computing and linear array. Then, we
introduce the corresponding floating-point multiply-accumulate (subtract) func-
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tional component in each PE. Finally, we describe the multi-precision floating-
point MCA unit core and take the core to build a multi-precision MCA system.

3.1 Two parallel single-precision floating-point matrix computing

In this section, a PE in the proposed structure can complete two single-precision
floating-point data operations in the same clock cycles.

As shown in Algorithm 2, two parallel single-precision floating-point ma-
trix multiplication uses the same block method, loop mode, and data flow as
Algorithm 1. The difference is that the size of sub-matrix A and C becomes
2Sp×K and 2Sp×St1, respectively. In the innermost loop, the original multiply-
accumulate operation becomes two parallel multiply-accumulate operations.

Algorithm 2. Two parallel single-precision floating-point matrix multiplication.

Initialize data block C[0:2Sp-1,0:St1-1] to zero;
for t2 =0 to K-1 do

Load data block A[0:2Sp-1, t2];
Load data block B[t2,0:St1-1];

for p=0 to Sp-1 do
for q=0 to St1-1 do

C[2p,q]=C[2p,q]+A[2p,t2]*B[t2,q];
C[2p+1,q]=C[2p+1,q]+A[2p+1,t2]*B[t2,q];

Store data block C[0:2Sp-1,0:St1-1];

Figure 2 shows the PE structure of several data types. The data sources in
Figure 2(a) and Figure 2(b) are double-precision and single-precision floating-
point data, respectively.

Generally, each PE has three source operands. In the structure of two par-
allel single-precision floating-point matrix multiplication, we use a data splic-
ing mechanism when preparing the source operands. Two 32-bit single-precision
floating-point data are spliced into a 64-bit source operand, that is, the two
single-precision floating-point data are placed in the upper half and the lower
half of the register, respectively.

Fig. 2. The PE structure of matrix multiplication. (a) Double-precision floating-point.
(b) Two parallel single-precision floating-point. (c) Four parallel half-precision floating-
point.
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Figure 3 describes the mapping process of single-precision floating-point ma-
trix multiplication from algorithm to hardware structure. Firstly, the value of
the sub-matrix C is initialized to zero matrix. Then, when loading a column of
data (2Sp) from sub-matrix A, we stitch two adjacent single-precision data into
a 64-bit operand and distribute it to the corresponding PE. When loading data
row by row from the sub-matrix B, we also stitch two identical single-precision
data into a 64-bit operand and distribute it to each PE. At the same time, the
calculation of the linear array begins.

After the write-back mechanism and K iterations, the results are 64-bit
operands. Each PE is responsible for calculating the two rows of sub-matrix
C, where the lower 32 bits are the result of the previous row of sub-matrix C,
and the upper 32 bits are the result of the subsequent row of sub-matrix C.

Fig. 3. The mapping process of two parallel single-precision floating-point matrix mul-
tiplication.

The single-precision floating-point matrix addition (subtraction) uses a sim-
ilar algorithm and calculation structure with the single-precision floating-point
matrix multiplication. The difference is that the sub-matrix B becomes an iden-
tity matrix, and the sub-matrix C participating in multiply-accumulate (sub-
tract) operation needs to be imported into the on-chip RAM in advance.

3.2 Four parallel half-precision floating-point matrix computing

In half-precision floating-point matrix multiplication, one PE can complete four
floating-point data operations in the same clock cycles. As shown in Algorithm
3, the size of sub-matrix A is 4Sp×K, the size of sub-matrix B is unchanged, and
the size of sub-matrix C is 4Sp×St1. In the innermost loop, the original multiply-
accumulate operation becomes four parallel multiply-accumulate operations.

As shown in Figure 2(c), when we prepare the source operand, four 16-bit
half-precision floating-point data are spliced into a 64-bit source operand. For ex-
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Algorithm 3. Half-precision floating-point matrix multiplication.

Initialize data block C[0:4Sp-1,0:St1-1] to zero;
for t2 =0 to K-1 do

Load data block A[0:4Sp-1, t2];
Load data block B[t2,0:St1-1];

for p=0 to Sp-1 do
for q=0 to St1-1 do

C[4p,q]=C[4p,q]+A[4p,t2]*B[t2,q];
C[4p+1,q]=C[4p+1,q]+A[4p+1,t2]*B[t2,q];
C[4p+2,q]=C[4p+2,q]+A[4p+2,t2]*B[t2,q];
C[4p+3,q]=C[4p+3,q]+A[4p+3,t2]*B[t2,q];

Store data block C[0:4Sp-1,0:St1-1];

ample, half-precision floating-point source operands a′41a
′
31a
′
21a
′
11 and b′11b

′
11b
′
11b
′
11

are operated to obtain four half-precision operation results c′41c
′
31c
′
21c
′
11.

Similar to the process shown in Figure 3, when loading a column of data
(4Sp) from sub-matrix A, we stitch four adjacent half-precision data into a 64-
bit source operand and distribute it to the corresponding PE. When loading data
row by row from the sub-matrix B, we also stitch four identical half-precision
data into a 64-bit source operand and distribute it to each PE. Here, each PE
is responsible for calculating four rows of sub-matrix C.

Besides, the half-precision floating-point matrix addition (subtraction) has
similarities with the half-precision floating-point matrix multiplication.

3.3 Multi-precision floating-point multiply-accumulate (subtract)
functional component

We adjust and optimize a self-designed and high-performance floating-point
multiply-accumulate (subtract) functional component [18] to meet the needs
of matrix calculation. Figure 4 shows the three precision floating-point data for-
mats that comply with the IEEE 754 standard. According to the rules of data
format, the multi-precision functional component can perform single-precision
and half-precision floating-point operations by maximizing the logical structure
of double-precision floating-point operation.

The multi-precision functional unit adopts a six-stage pipeline design which
mainly includes the modules, such as operand preparation, mantissa multipli-
cation, Multiply-add, normalization processing, exception judgment, and result
selection.

After reading the operands, the functional unit separates the exponent and
mantissa according to the format and performs corresponding operations re-
spectively. Figure 5(a) shows that in half-precision calculation, the input 64-bit
source operand is split into four half-precision floating-point format data.

Besides, we use four single-precision multipliers to perform each group of
mantissa multiplications in parallel. The hardware overhead can be saved by mul-
tiplexing the multipliers. As shown in Fig. 5(b), when performing half-precision
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Fig. 4. Different precision floating-point formats used in the unit. (a) Double-precision
format. (b) Single-precision format. (c) Half-precision format.

Fig. 5. (a) The process of half-precision data preparation. (b) Multiplexing multiplier
in the mantissa multiplication module.

floating-point operations, the separated 4-way multiplication operation data are
respectively sent to the upper 11 bits of the four 32*32 bit multipliers.

3.4 Implementation for multi-precision MCA unit core and MCA
system

The MCA unit core supports matrices computing of arbitrary size. As shown in
Figure 6, the core receives the matrix operation mode signal provided externally
and decides whether to load or initialize the sub-matrix C. It can also select the
appropriate precision mode according to the actual needs. Then we supply the
corresponding operands and process the corresponding operands according to
the precision mode.

In the process of implementing the multi-precision MCA unit core, we add
logic for selecting data types, data splicing, and parts that cannot be reused,
but the logic delay constraints meet the design requirements.

The overall structure of the system is shown in Figure 6. The MCA system
uses the architecture of DSP + FPGA. Firstly, the DSP sends instructions and
control signals to the coprocessor and transfers the data from the memory on
the host side to the DDR on the coprocessor side by starting the SRIO module.
Then, the coprocessor calculates autonomously. After the overall calculation is
completed, the system starts the SRIO module again and returns the calculation
result. Therefore, when the coprocessor is working, the DSP can execute other
instructions to achieve independent acceleration.
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Fig. 6. The architecture of multi-precision MCA unit core and MCA system.

The coprocessor includes an MCA unit core and data transmission logic. The
logic mainly includes the DMA module for selecting operation mode, controlling
data flow, and transmitting data within the coprocessor. The connection between
modules and the core uses the AXI protocol to facilitate communication between
each other.

4 Experimental Results and Discussions

The MCA unit core is programmed in Verilog HDL, synthesized, and simulated
using synthesis tools (Xilinx Vivado 2016). Then, we deployed the MCA system
on the DSP + FPGA platform.

4.1 Synthesis results

We use the 585T development board as the target device and synthesize the
MCA unit using 128 PEs under typical conditions. The delay of each stage of
the pipeline meets the target delay of 550 ps and the total power consumption
is 5.48W.

Different numbers of PEs directly affects the calculation efficiency and hard-
ware overhead in the proposed structure. Table 1 shows the logical resource
consumption of the MCA unit with different numbers of PEs. We can see that
as the number of PEs increases, LUTs and Slice Registers increase. In addition
to the number of PEs, the RAM block consumption is also related to the size
of the sub-matrix block. Because the number of PEs determines the number of
RAM blocks used, and the size of the sub-matrix block determines the depth of
the RAM blocks.

Because the depth of the RAM block in the PE represents the number of
times that the data of sub-matrix block A can be reused. To maximize the reuse
of data, we can choose the depth of the RAM block according to the size of the
sub-matrix B. In principle, the larger the better if the on-chip storage allows.
We set the depth of the RAM block to 512 in the project.

For M×N rectangular matrices, due to the idea of block matrix, our stor-
age requirement is only 2SpSt1, where the parameters Sp and St1 represent the
number of rows and columns of the sub-matrix C, respectively. Therefore, this
structure has the characteristic of low storage requirement in large-scale matrix
computing.
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Table 1. Resource consumption of different numbers of PEs.

PEs LUTs Slice Registers BRAM(18K)

32 70130 58920 41

64 139860 117700 73

128 278960 234450 140

4.2 Performance analysis

Table 2 shows the relationship between the maximum operating frequency and
peak performance of the multi-precision MCA unit with the number of PEs.
When we set 128 PEs, the maximum operating frequency achieves 180 Mhz.
At this time, the multi-precision MCA unit can complete 128 double-precision
multiplication operations and 128 addition operations in one cycle. The peak
performance of double-precision floating-point matrix computing, for example,
can be estimated as 180Mhz×128FLOP ×2 = 46.1GFLOPS. It can also com-
plete two times single-precision floating-point data and four times half-precision
floating-point data at the same time. Therefore, single-precision floating-point
and half-precision floating-point performance can reach 92.1 GFLOPS and 184.3
GFLOPS, respectively.

Table 2. Number of PEs, clock speed, and peak performance for double-precision/
single-precision / half-precision floating-point data.

PEs 32 64 128

Clock Speed(Mhz) 202 195 180

Peak performance(GFLOPS)
Double-precision 12.92 24.96 46.1
Single-precision 25.85 49.92 92.1
Half-precision 51.71 99.84 184.3

In large-scale matrix computing, we have to consider the time to initialize
the system, the time to transfer data from external memory, and the calculation
unit waiting for calculation data that may occur during the calculation process.

Firstly, for the time to initialize the system, the main consumption is preload-
ing data. In multi-precision matrix multiplication and matrix addition (subtrac-
tion), the amount of preloading data are Sp and Sp + Sp × St1, respectively.
When the size of the matrix becomes larger, the ratio of data preload time to
the total time will be small, and the calculation is more efficient.

Secondly, according to the characteristics of the algorithm and structure, we
analyze the data transfer time in the calculation process of matrix computing.
As shown in Equation (3), we use Br

i and Cr
i to denote elements containing the

ith row of matrix B and matrix C, respectively.

Cr
1 = a1,1B

r
1 + a1,2B

r
2 + . . . + a1,kB

r
k (3)
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Let one PE calculates a row of elements from left to right. After k iterations,
the first PE can complete the calculation of the first row of the matrix C. Then,
the ith PE is responsible for the calculation of the ith row of the matrix C. More
generally, the extension to all rows of the matrix C is represented by Equation
(4).

Cr
i = ai,1B

r
1 + ai,2B

r
2 + . . . + ai,kB

r
k (4)

It can be seen from this formulation that all PEs can work in parallel without
affecting each other. We can reuse the data ai,k by reasonably setting the number
of elements in a row of matrix B, and at the same time, the latency of floating-
point functional component and the data moving time can be hidden into the
computing time, which effectively avoids the time of waiting data and ensures
the pipeline of the structure.

4.3 Discussion

As shown in Table 3, we compare the proposed multi-precision matrix calculation
acceleration unit with related work.

Compared to the double-precision floating-point matrix multiplication struc-
ture [13], our calculation structure merges more precisions and more matrix
calculation modes. Compared with [17], although our proposed multi-precision
MCA unit places fewer PEs, it does not affect the performance of the calculation
unit. We can see from Table 3 that when calculating single-precision floating-
point data, the performance is close to the structure [17]. When calculating
half-precision floating-point data, the performance exceeds the structure [17].

Although the proposed structure based on the circulant matrix [6] has reached
a high performance, it is only for fixed-point data. This can not meet the needs of
most engineering calculations, such as the nonlinear Kalman filter algorithm and
the extended Kalman filter algorithm that require floating-point matrix multi-
plication and matrix addition. Its size of the matrices is equal to the number of
PEs, and it can only handle square matrices. Therefore, its processing capacity
is limited. Besides, the computational performance of our structure on a half-
precision floating-point (16bit) is better than that of the structure on fixed-point
(18bit) [6]. Our preparation time for preloading data is significantly shorter than
their preparation time for preloading and generating circulant matrix.

Another matrix computing system [19] with multiple accelerators attempts
to set up separate computing arrays for different matrix operations. We can see
that our structure is superior to the structure in both performance and energy
efficiency.

5 Conclusions

This paper extends the matrix calculation to a multi-precision and multi-operation
environment based on the block matrix computing algorithm and linear array.
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Table 3. Performance and hardware overhead compared to related work.

ours [17] [13] [19] [6]

Supported matrix sizes M ×N M ×N M ×N M ×N N ×N

No. of PEs 128 256 256 N.A. 500

f(Mhz) 180 195 181 150 346

Performance(GFLOPS) 46.1/92.1/184.3 99.8 N.A. 76.8 173

Power(W) 5.48 5.24 N.A. 4.59 N.A.

Energy efficiency(GFLOPS/W) 8.4/16.81/33.63 19.05 N.A. 16.7 N.A.

Through adjusting data flow and reusing logic, the proposed multi-precision
floating-point MCA unit can process half-precision, single-precision, and double-
precision floating-point data at the same time. Then, we built the MCA system
based on the MCA unit core. Compared with the existing matrix calculation
structure, our matrix calculation unit can handle three kinds of precision and
three modes of operation in a unified structure and features low storage and high
efficiency. We plan to improve the arithmetic component to support more pre-
cise numerical calculations including fixed-point and extended double-precision
in the future.
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