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#### Abstract

In order to satisfy the rapidly increasing demand for data volume, large data center networks (DCNs) have been proposed. In 2019, Zhang et al. proposed a new highly scalable DCN architecture named HSDC, which can achieve greater incremental scalability. In this paper, we give the definition of the logical graph of HSDC, named $H_{n}$, which can be treated as a compound graph of hypercube and complete graph. First, we prove that the connectivity and tightly super connectivity of $H_{n}$ are both $n$. Then, we give an $O(n)$ routing algorithm to find a shortest path between any two distinct nodes in $H_{n}$, and prove the correctness of this algorithm. In fact, we also prove that the distance constructed by this algorithm is no more than $2 d+1$ if $d<n$ and at most $2 d$ if $d=n$, where $d$ is the Hamming distance between any two distinct nodes, and the diameter of $H_{n}$ is $2 n$.
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## 1 Introduction

With the rapid expansion of cloud-based services, large data center networks (DCNs) have been proposed. It is necessary to design a network architecture and related protocols to interconnect thousands or even hundreds of thousand$s$ of servers in a single data center. In order to satisfy the rapidly increasing demand for data volume, the performance of DCN has been continuously improved. In many DCN architectures, there are many DCNs inspired by some special interconnected networks. For example, Fat-Tree [1] is based on the Fattrees interconnection network [2], BCube [3] is based on the generalized hypercube [4], and BCDC [5] is based on the crossed cube. Among them, hypercube is widely used in parallel computers due to its super features. In 2019, Zhang et al. [6] proposed a new DCN architecture named HSDC based on the hypercube, whose highly scalable architecture can achieve greater incremental scalability. The HSDC architecture is constructed by employing 2-port servers and low-cost commodity $m$-port switches. Zhang et al. compared the static characteristics of

[^0]HSDC with other DCNs and the analysis results demonstrate that HSDC is a superior candidate for building large-scale data centers.

In this paper, we focus the logical graph of HSDC. Our main contributions as follows.

1. We give the definition of the logical graph of HSDC, named $H_{n}$. Then, we show that the connectivity and tightly super connectivity of $H_{n}$ are both $n$.
2. We propose an $O(n)$ node-to-node shortest routing algorithm in $H_{n}$, and prove the correctness of this algorithm. We also prove that the length of the shortest path constructed by this algorithm is no more than $2 d+1$ if $d<n$ and at most $2 d$ if $d=n$, where $d$ is the Hamming distance between any two distinct nodes, and the diameter of $H_{n}$ is $2 n$.

This paper is organized as follows. Section 2 provides the preliminaries used throughout this paper and gives the formal definition of $H_{n}$. The proofs about connectivity and tightly super connectivity of $H_{n}$ are given in Section 3. In Section 4, a node-to-node shortest routing algorithm for $H_{n}$ is described. Section 5 concludes the paper.

## 2 Preliminaries

### 2.1 Terminology and Notation

The basic topology of a data center network can be represented by a graph $G=(V(G), E(G))$, where the switches are regarded as transparent network devices $[7,8]$ and the remaining processor set is represented by the node set $V(G)$, the links between processors are represented by the edge set $E(G)$. We follow the symbol and definition of the graph proposed by Hsu and Lin. [9]. For any two nodes $u$ and $v$, if $(u, v) \in E(G)$, then $u$ and $v$ are neighbors, and the neighbor set of $u$ is denoted as $N_{G}(u)=\{v \mid(u, v) \in E(G)\}$. The degree of node $u$ is expressed by $\operatorname{deg}_{G}(u)=\left|N_{G}(u)\right|$. The minimum degree of node in $G$ is expressed by $\delta(G)$. A path in $G$ is a sequence of edges $P=\left(a_{0}, a_{1}\right)\left(a_{1}, a_{2}\right) \cdots\left(a_{k-1}, a_{k}\right)$ where $a_{i} \in V(G), 0 \leq i \leq k, a_{i} \neq a_{j}$ and $i \neq j$. The length of a path $P$ is the number of edges in $P$. For any two distinct nodes $a$ and $b$, we write the path from $a$ to $b$ by $a \sim b$ and use $a_{i} \rightarrow a_{j}$ where $i \neq j$ to denote an edge $\left(a_{i}, a_{j}\right)$ in the path. The distance between $a$ and $b$ is written as $\operatorname{dist}(a, b)$, which is the minimum value of all path lengths between $a$ and $b$. The diameter of $G$ is the maximum distance between any two nodes in $G$, denoted as $\max \{\operatorname{dist}(a, b) \mid a, b \in V(G)$ and $a \neq b\}$. Let $G$ and $G^{\prime}$ be two graphs. If $G$ is isomorphic to $G^{\prime}$, we will write $G \cong G^{\prime}$.

Let $F$ be a subgraph of $G$, denoted as $F \subseteq G$, if $V(F) \subseteq V(G)$ and $E(F) \subseteq E(G)$. The clique in $G$ refers to a set of nodes such that there exists an edge between any two nodes. It can be seen that the induced subgraph of a clique is a complete subgraph of $G$. For any subset $F \subset G, G-F$ denotes deleting all nodes in $F$ and removing the edges with at least one end-node in $F$. For any non-empty subset $F \subset G$, if $G-F$ is disconnected, then we called $F$ is a separating set of $G$. The maximal connected subsets of $G-F$ are called components. Reliability has always been a concern in interconnected networks.

Connectivity can assess the reliability of an interconnected network. In the following, we make no distinction between interconnected networks and networks. The connectivity of $G$ is denoted by $\kappa(G)$, which is defined as the minimum cardinality of a set of nodes, if any, whose deletion disconnects $G$ or make $G$ be a trivial graph. In the case of node failure, connectivity plays a crucial role in measuring the fault tolerance of network. If $\kappa(G) \geq k$, the graph $G$ is said to be $k$-connected. A $k$-regular $k$-connected graph is super $k$-connected if any one of its minimum separating set is a set of the neighbors of some node. In addition, if deleting the minimum separation set will cause the graph to contain two components (one of which has only one node), the graph is tightly super $k$-connected.

### 2.2 Topological Structure of $\boldsymbol{H}_{\boldsymbol{n}}$

By using n-port switches, the $H S D C_{n}(n)$ architecture is constructed based on $n$-dimension hypercube. The $H S D C_{n}(n)$ can be defined as follows.

Definition 1. [6] In $\operatorname{HSDC}_{n}(n)$, the nodes and edges are defined as follows:
(1) The switches and servers are identified as $\left(x_{n} \cdots x_{1} ; 0\right)$ and $\left(x_{n} \cdots x_{1} ; y\right)$, respectively;
(2) The edges are defined as $\left(\left(x_{n} \cdots x_{1} ; 0\right),\left(x_{n} \cdots x_{1} ; y\right)\right)$ and $\left(\left(x_{n} \cdots x_{1} ; y\right),\left(x_{n}\right.\right.$.
$\left.\cdots x_{y+1} \overline{x_{y}} x_{y-1} \cdots x_{1} ; y\right)$ );
where $x_{i} \in\{0,1\}, n \geq 2,1 \leq i \leq n, 1 \leq y \leq n$ and $\overline{x_{y}}$ is the complement of $x_{y}$.

Fig. 1 shows the structure of $H S D C_{4}(4)$.
Definition 2. [10] Given two regular graphs $G$ and $K$, the compound graph $G(K)$ is obtained by replacing each node of $G$ by a copy of $K$ and replacing each link of $G$ by a link which connects corresponding two copied of $K$.

We treat the logical graph $H_{n}$ of HSDC as a compound graph $G(K)$, where $G$ is a $n$-dimensional hypercube and $K$ is the same dimensional complete graph. In the following, we will introduce the definition of hypercube and complete graph.

Definition 3. [11] The node-set $V$ of n-dimensional hypercube $Q_{n}$ consists of all binary sequence of length $n$ on the set $\{0,1\}$, i.e., $V=\left\{x_{1} x_{2} \cdots x_{n} \mid x_{i} \in\right.$ $\{0,1\}, i=1,2, \cdots, n\}$. Two nodes $x=x_{1} x_{2} \cdots x_{n}$ and $y=y_{1} y_{2} \cdots y_{n}$ are linked by an edge if and only if $x$ and $y$ differ exactly in one coordinate, i.e., $\sum_{i=1}^{n}\left|x_{i}-y_{i}\right|=1$.

Proposition 1. [11] The hypercube $Q_{n}$ has the following properties.
(1) $Q_{n}$ is n-regular, has $2^{n}$ nodes and $n 2^{n-1}$ edges;
(2) $Q_{n}$ is bipartite;
(3) $Q_{n}$ is hamiltonian if $n \geq 2$; and eulerian if $n$ is even;
(4) $Q_{n}$ has the diameter $d\left(Q_{n}\right)=n$;
(5) $Q_{n}$ has the connectivity $\kappa\left(Q_{n}\right)=\lambda\left(Q_{n}\right)=n$;


Fig. 1. The structure of $\mathrm{HSDC}_{4}(4)$.
(6) $Q_{n}$ is a Cayley graph $C_{\Gamma}(S)$ and, hence, is node-transitive, where $\Gamma=$ $Z_{2} \times \cdots \times Z_{2}, S=\{100 \cdots 00,010 \cdots 00, \cdots, 00 \cdots 01\} ;$
(7) $Q_{n}$ is edge-transitive.

Definition 4. [9] A complete graph is a simple graph in which every pair of distinct nodes is connected by an edge.

According to the definition of compound graph and the structure of HSDC. Next, we give the formal definition of $H_{n}$.

Definition 5. The logical graph of $H S D C$, named as $H_{n}$ where $n \geq 2$. The nodeset $V$ is represented as $\left(x_{n} x_{n-1} \cdots x_{1} ; y\right)$ where $x_{n} x_{n-1} \cdots x_{1}$ is the label of the node in $Q_{n}$ and $y$ is the label of the node in $K_{n}$. Two nodes $u=\left(x_{n} x_{n-1} \cdots x_{1} ; y\right)$ and $v=\left(x_{n}^{\prime} x_{n-1}^{\prime} \cdots x_{1}^{\prime} ; y^{\prime}\right)$ are adjacent if and only if one of the following conditions is satisfied:
(1) $x_{n} x_{n-1} \cdots x_{1}=x_{n}^{\prime} x_{n-1}^{\prime} \cdots x_{1}^{\prime}$ and $y \neq y^{\prime}$;
(2) $y=y^{\prime}$ and $x_{n} x_{n-1} \cdots x_{1}, x_{n}^{\prime} x_{n-1}^{\prime} \cdots x_{1}^{\prime}$ differ only in the $y$-th bit.

We call the edge that satisfies the first condition is a clique edge, and the edge satisfies the second condition is a hypercube edge or cross edge. For each node $u \in V\left(H_{n}\right)$, if $(u, v) \in E\left(H_{n}\right)$ is a clique edge, we say $v$ is an inner-neighbor of $u$, and $v$ is an external-neighbor of $u$ when $(u, v)$ is a cross edge. Fig. 2 shows the structure of $H_{4}$.

In this paper, we let


Fig. 2. The structure of $H_{4}$.

$$
I_{2^{n}}=\left\{x_{n} x_{n-1} \cdots x_{1} \mid x_{i} \in\{0,1\}, i=1,2, \cdots, n\right\} .
$$

We know that $H_{n}$ consists of $2^{n}$ disjoint cliques. For each clique, named as $B_{i}, i \in I_{2^{n}}, B_{i} \cong K_{n}$.

Proposition 2. $H_{n}$ has the following properties.
(1) $H_{n}$ is n-regular;
(2) $H_{n}$ has $n 2^{n}$ nodes and $n^{2} 2^{n-1}$ edges;
(3) Each node in $H_{n}$ is associated with a clique and has only one externalneighbor.

## 3 Connectivity and Tightly Super Connectivity of $\boldsymbol{H}_{\boldsymbol{n}}$

As the number of nodes in $H_{n}$ continues to increase, the failures of the node become the norm. Generally, reliable data transmission in $H_{n}$ is based on the condition of any set of faulty nodes. In other words, any nodes in $H_{n}$ may fail. In this case, assuming that the connectivity of $H_{n}$ is $\kappa$, and the number of faulty nodes in the structure is at most $\kappa-1$, that is, there at least one fault-free path between any two fault-free nodes, which can be used for reliable communication between nodes. Let $F$ be a faulty node-set of $H_{n}$, and for any integer $i \in I_{2^{n}}$, we set $F_{i}=B_{i} \cap F$. For convenience, we also let

$$
\begin{gathered}
I=\left\{i \in I_{2^{n}}| | F_{i} \mid \geq n-1\right\}, J=I_{2^{n}}-I \\
J_{0}=\left\{j \in J| | F_{j} \mid=0\right\}, J_{1}=J-J_{0}=\left\{j \in J\left|1 \leq\left|F_{j}\right| \leq n-2\right\},\right.
\end{gathered}
$$

and

$$
B_{J}=\cup_{j \in J} B_{j}, F_{J}=\cup_{j \in J} F_{j}
$$

Obviously, $B_{j}-F_{j}$ is connected for any $j \in J$.
Lemma 1. For any subset $F$ of $H_{n}$ with $|F| \leq n-1$ and $n \geq 2$, we have $|I| \leq 1$ and $B_{J}-F_{J}$ is connected.

Proof. Since $|F| \leq n-1$, we have $|I| \leq 1$ (otherwise, $2 n-2 \leq\left|F_{I}\right| \leq|F| \leq n-1$, a contradiction). Let $\left|J_{1}\right|=m$. Then $\left|J_{0}\right|=2^{n}-|I|-m$. Note that

$$
\begin{aligned}
\left|J_{0}\right| & =2^{n}-|I|-m \\
& \geq 2^{n}-|F| \\
& \geq 2^{n}-(n-1) \\
& \geq 3
\end{aligned}
$$

Then we have $J_{0} \neq \emptyset$. Now, we shall show that $B_{J_{0}}$ is connected through induction on $\left|J_{0}\right|$.
(1) When $\left|J_{0}\right|=3$, we have $n=2$. It is easy to see that $B_{J_{0}}$ is connected.
(2) In the induction step, assume that the statement is true for $\left|J_{0}\right|=k$, where $k \geq 3$.
(3) When $\left|J_{0}\right|=k+1$, since for any $i \in J_{0}$, there are at least $n-(n-1)=1$ cross edges between $B_{i}$ and $B_{J_{0}-\{i\}}$, where $B_{J_{0}-\{i\}}$ is connected by induction. Hence, $B_{J_{0}}$ is connected.

For any $j \in J_{1},\left|F_{j}\right| \leq n-2$, we know $B_{j}-F_{j}$ is still connected since $B_{j} \cong K_{n}$, and the connectivity of $K_{n}$ is $n-1$. To prove that $B_{J}-F_{J}$ is connected, it suffices to prove that $B_{j}-F_{j}$ is still connected to $B_{J_{0}}$ for any $j \in J_{1}$. For each $B_{j}$ with $j \in J_{1}$, there are at least $n-(m-1)-|I|$ cross edges between $B_{j}$ and $B_{J_{0}}$. Since there exists at least one faulty node in $B_{j}$ for any $j \in J_{1}$, we have

$$
\left|F_{j}\right|=|F|-\left|F_{I}\right|-\left|F_{J_{1}-\{j\}}\right| \leq n-1-(n-1)|I|-(m-1)
$$

Thus, we have

$$
\begin{aligned}
{[n-(m-1)-|I|]-\left|F_{j}\right| } & \geq[n-(m-1)-|I|]-[n-1-(n-1)|I|-(m-1)] \\
& =n-(m-1)-|I|-n+1+(n-1)|I|+(m-1) \\
& =(n-2)|I|+1 \\
& \geq 1
\end{aligned}
$$

which implies that there exists at least one fault-free cross edge between $B_{j}$ and $B_{J_{0}}$, i.e., $B_{j}-F_{j}$ is connected to $B_{J_{0}}$. By the arbitrariness of $j, B_{J}-F_{J}$ is connected.

Theorem 1. $\kappa\left(H_{n}\right)=n(n \geq 2)$.
Proof. By Whitney's inequality, we have

$$
\kappa\left(H_{n}\right) \leq \lambda\left(H_{n}\right) \leq \delta\left(H_{n}\right)=n
$$

Thus, we just need to show $\kappa\left(H_{n}\right) \geq n$ in the following. That is, we need show that $H_{n}-F$ is still connected when $|F|=n-1$. We know that $0 \leq|I| \leq 1$. Otherwise, $2 n-2 \leq|F|=n-1$, a contradiction.

When $|I|=0$, by Lemma $1, H_{n}-F=B_{J}-F_{J}$ is connected.
When $|I|=1$, say $I=\{i\}$, then $\left|F_{i}\right|=|F|=n-1, B_{i}$ has only one node, say $v$, and $J_{0}=J=I_{2^{n}}-\{i\}$. Similarly, by Lemma $1, B_{I_{2^{n}-\{i\}}}$ is connected. Note that each node in $H_{n}$ has exactly one external-neighbor by Proposition 2. Then, the node $v$ in $B_{i}-F_{i}$ is connected to some node in $B_{I_{2^{n}-\{i\}}}$.

Thus, $H_{n}-F$ is connected.

Theorem 2. $H_{n}$ is tightly super $n$-connected.
Proof. Let $F$ be a minimum separating set of $H_{n}$. Then $|F|=n$ by Theorem 1 . According to the definition of tightly super connectivity, we just need to show that $H_{n}-F$ has exactly two components, one of them is an isolated node.

When $n=2,|F|=2$, say $F=\{u, v\}$, if exist one node $x$ and $N_{G}(x)=\{u, v\}$, then $H_{n}-F$ has exactly an isolated node and a connected component.

Next, we consider the case when $n \geq 3$. It is clear that $|I| \leq 1$ (otherwise, $2 n-2 \leq\left|F_{i}\right| \leq|F|=n$, a contradiction).

Case 1. $|I|=0$.
When $|I|=0$, we have $H_{n}-F=B_{J}-F_{J}$. First, we know that for any $j \in J_{1}, 1 \leq\left|F_{j}\right| \leq n-2$, then $B_{j}-F_{j}$ is connected. In the following, we just consider the case that $B_{J}-F_{J}$ is not connected. In this case, we know that for any $j \in J_{1}$, we have $2 \leq B_{j}-F_{j} \leq n-1$, therefore, at least two nodes in $B_{j}-F_{j}$ are fault-free. $B_{J}-F_{J}$ is not connected, if and only if there exist two distinct fault-free nodes in $B_{j}-F_{j}$, say $v_{1}, v_{2}$, and their external-neighbors are all faulty. Then, we know that $\left(v_{1}, v_{2}\right)$ is an isolated edge, a contradiction.

Case 2. $|I|=1$.
Suppose $I=\{i\}$, we distinguish the following two cases according to the size of $\left|F_{i}\right|$.

Case 2.1. $\left|F_{i}\right|=n$.
Obviously, $V\left(F_{i}\right)=V\left(B_{i}\right)$. We have $B_{i}-F_{i}=\emptyset$ and $H_{n}-F$ is equivalent to remove a clique from $H_{n}$, which does not affect the connectivity of $H_{n}$. Therefore, $H_{n}-F$ is connected, a contradiction.

Case 2.2. $\left|F_{i}\right|=n-1$.
Clearly, $\left|F_{J}\right|=\left|F-F_{i}\right|=n-(n-1)=1$. Let $F_{J}=\{u\}$. We know $\left|B_{i}-F_{i}\right|=n-(n-1)=1$. Thus, $B_{i}-F_{i}$ is a node, say $v$. Since $v$ has only one external-neighbor, say $v^{\prime}$. Then $B_{i}-F_{i}$ is connected to $B_{J}-F_{J}$ if $v^{\prime} \neq u$. We have that $H_{n}-F$ is connected, a contradiction.

Now we consider that $B_{i}-F_{i}$ is not connected to $B_{J}-F_{J}$. This situation is only when $v^{\prime}=u$, then $v$ become an isolated node in $H_{n}-F$. Next, we need show that $B_{J}-F_{J}$ is connected. We know that $B_{J}=B_{J_{0}}+B_{J_{1}}$ and $F_{J}=\{u\}$, thus, we know $u \in B_{j}$ where $j \in J_{1}$. Since $\left|V\left(B_{j}-\{u\}\right)\right|=n-1, B_{j}-\{u\}$ is connected. As a result, any nodes in $B_{j}-\{u\}$ has one external-neighbor in $B_{J_{0}}$, which implies $B_{j}-\{u\}$ is connected to $B_{J_{0}}$ and $B_{J}-F_{J}$ is connected. Thus, $v$ is an isolated node in $H_{n}-F$ and $H_{n}-F-\{v\}$ is connected.

Combining two cases above completes the proof.

## 4 Shortest Routing Algorithm

In this section, we will propose an efficient node-to-node routing algorithm in $H_{n}$, called HRouting, to get a shortest path between any two distinct nodes. Routing is a basic feature to ensure that the network can communicate. A good routing algorithm can reduce the node-to-node transmission delay in the network, and reduce the packet loss rate. As a compound graph of hypercube and complete graph, the shortest path between any two distinct nodes in $H_{n}$ is inspired by the method of hypercube. The method of hypercube is as follows. Let $x=x_{1} x_{2} \cdots x_{n}$ and $y=y_{1} y_{2} \cdots y_{n}$ be any two distinct nodes, the shortest path between $x$ and $y$ can obtained by this way: start at $x$ and end at $y$ by continuously changing the different bits from left to right. For example, $x=0101011, y=1010010$, then

$$
x=0101011, \mathbf{1} 101011,1001011,1011011,1010011,1010010=y
$$

is a shortest path between $x$ and $y$, where the boldface bits are obtained by each change. Therefore, the distance between $x$ and $y$ is determined by the number of coordinates of different bits in the two nodes. This number becomes the Hamming distance, denoted by $H\left(Q_{n} ; x, y\right)$. We designed an algorithm suitable for $H_{n}$ by using the method of continuously changing bits. The algorithm is as follows:

```
HRouting
Input: an n-dimensional HSDC, \(H_{n}\), and two distinct nodes \(a, b \in H_{n}\)
        where \(a=\left(x_{n} x_{n-1} \cdots x_{1} ; y\right), \quad b=\left(u_{n} u_{n-1} \cdots u_{1} ; z\right)\);
Output: a shortest path from node \(a\) to node \(b\) in \(H_{n}\);
    function HRouting ( \(H_{n}, a, b\) )
        \(a_{1} \leftarrow\left(x_{n} x_{n-1} \cdots x_{1}\right), \quad b_{1} \leftarrow\left(u_{n} u_{n-1} \cdots u_{1}\right), \quad d \leftarrow H\left(Q_{n} ; a_{1}, b_{1}\right)\),
        \(Q \leftarrow \operatorname{DIF}\left(\mathrm{a}_{1}, \mathrm{~b}_{1}\right), \quad P \leftarrow(a)\)
        function Find-Path \((a, b, d)\)
                if \(d=0\) then
                    \(P \leftarrow(P, b)\)
                else if \(d=1\) then
                    if \(y=z\) and \(x_{y} \neq u_{z}\) then
                        \(P \leftarrow(P, b)\)
                else if \(y \neq z\) and \(Q[0]=y\) or \(z\) then
                        if \(Q[0]=y\) then
                                    \(P \leftarrow\left(P,\left(b_{1} ; Q[0]\right), b\right)\)
                                else
                                    \(P \leftarrow\left(P,\left(a_{1} ; Q[0]\right), b\right)\)
                            end if
                    else
```

```
                \(P \leftarrow\left(P,\left(a_{1} ; Q[0]\right),\left(b_{1} ; Q[0]\right), b\right)\)
    end if
    else if \(2 \leq d \leq n-1\) then
    if \(y \in Q\) then
                \(c=\left(x_{n} \cdots \overline{x_{y}} \cdots x_{1} ; y\right)\)
        else if \(y \neq z\) and \(Q[0]=z\) then
            \(c=\left(x_{n} \cdots \overline{x_{Q[1]}} \cdots x_{1} ; Q[1]\right)\)
        else
            \(c=\left(x_{n} \cdots \overline{x_{Q[0]}} \cdots x_{1} ; Q[0]\right)\)
        end if
        \(P \leftarrow(\) Find-Path \((a, c, 1)-c\), Find-Path \((c, b, d-1))\)
    else if \(d=n\) then
        \(c=\left(x_{n} \cdots \overline{x_{y}} \cdots x_{1} ; y\right)\)
        \(P \leftarrow(P\), Find-Path \((c, b, d-1))\)
    end if
end function
return \(P\)
end function
function \(\operatorname{DIF}\left(a_{1}, b_{1}\right)\)
\(Q \leftarrow()\)
for \(i=n\) to 1 do in parallel
    if \(x_{i} \neq u_{i}\) then
        \(Q \leftarrow(Q, i)\)
    end if
end for
return \(Q\)
end function
```

Apparently, the length of path constructed by algorithm HRouting is dependent only on the coordinate representation of the source and destination nodes. The core of the algorithm is a sub-algorithm Find-Path, we find that the most time is taken in lines $27-29$, which can be looped at most $n$ times and the time complexity can be computed in $O(n)$ time. The lines $34-42$ construct a list to store the addresses of $a_{1}$ and $b_{1}$ with different coordinates, which takes $O(n)$ time. The $H\left(Q_{n} ; a_{1}, b_{1}\right)$ also takes $O(n)$ time. Therefore, the time complexity of constructing the whole routing path in algorithm HRouting is $O(n)$.

Next, we will prove the correctness of the algorithm by Hamming distance . Let

$$
\begin{gathered}
a=\left(x_{n} x_{n-1} \cdots x_{1} ; y\right), b=\left(u_{n} u_{n-1} \cdots u_{1} ; z\right), a_{1}=\left(x_{n} x_{n-1} \cdots x_{1}\right), b_{1}=\left(u_{n} u_{n-1} \cdots u_{1}\right), \\
d=H\left(Q_{n} ; a_{1}, b_{1}\right), Q=\operatorname{DIF}\left(a_{1}, b_{1}\right)=\left\{i \mid 1 \leq i \leq n, x_{i} \neq u_{i}\right\} .
\end{gathered}
$$

When $d=0$, which means node $a$ and node $b$ are in the same clique, the shortest path is $(a, b)$; When $d=1$, if $y=z$ and $x_{y} \neq u_{z}$, which indicates that $(a, b)$ is a cross edge of $H_{n}$, the shortest path is $(a, b)$. Both cases above are $(a, b) \in E\left(H_{n}\right)$. Next, we will consider the case $(a, b) \notin E\left(H_{n}\right)$.

Case 1. $d=1$.
We use the following method to find a shortest path from $a$ to $b$.

$$
a \sim a^{(0)} \sim b, a^{(0)}=\left(x_{n} x_{n-1} \cdots \overline{x_{Q[0]}} \cdots x_{1} ; Q[0]\right)
$$

When $y \neq z$ and $Q[0]=y$, the shortest path is $a \rightarrow\left(b_{1} ; y\right) \rightarrow b$;
When $y \neq z$ and $Q[0]=z$, the shortest path is $a \rightarrow\left(a_{1} ; z\right) \rightarrow b$.
In the remaining cases, the shortest path is $a \rightarrow\left(a_{1} ; Q[0]\right) \rightarrow\left(b_{1} ; Q[0]\right) \rightarrow b$.
Case 2. $2 \leq d \leq n$.
We find an intermediate node $c$ by reducing the Hamming distance by 1 each time, then the problem is transformed into finding a shortest path between node $c$ and node $b$. We must ensure that the node $c$ found every time is optimal. We regard the sub-algorithm Find-Path as a cyclic invariant of this algorithm. Next, we need to prove that the cyclic invariant holds at each loop. At the beginning of the algorithm, we first compute the Hamming distance of the two nodes, then input the two nodes and Hamming distance into the sub-algorithm Find-Path. In the sub-algorithm, we give a specific method to determine the intermediate node $c$ to ensure that the cyclic invariant holds. The path construct by this way:

$$
a \sim a^{(0)} \sim a^{(1)} \sim \cdots \sim a^{(d-1)} \sim b
$$

among them,
$a^{(0)}=\left(x_{n} x_{n-1} \cdots \overline{x_{Q[0]}} \cdots x_{1} ; Q[0]\right), a^{(1)}=\left(x_{n} x_{n-1} \cdots \overline{x_{Q[1]}} \cdots \overline{x_{Q[0]}} \cdots x_{1} ; Q[1]\right)$ where $\overline{x_{Q[1]}}$ and $\overline{x_{Q[0]}}$ appear in an undefined order, and so on.

We use the distance from node $a$ to node $a^{(0)}$ as an example to analyze the distance from node $a^{(i)}$ to node $a^{(i+1)}$ in the above steps, and the distance between the remaining two nodes is consistent with it. Through the Case 1, we know that the length from node $a$ to node $a^{(0)}$ has the following cases:
(1) $y=z$ and $x_{y} \neq u_{z}$, the length is 1 ;
(2) $y \neq z$ and $Q[0]=y$ or $Q[0]=z$, the length is 2 ;
(3) otherwise, the length is 3 .

It can be seen from the above three cases that we must perform an accurate conversion to ensure that the obtained node $c$ is optimal. For example, when $y \in$ $Q$, we put $a \sim a^{(y)}$ in the first step, the length of path $a \rightarrow\left(x_{n} x_{n-1} \ldots \overline{x_{y}} \ldots x_{1} ; y\right)$ is 1 , which is smaller than the other cases. In each conversion, the above analysis is required. Therefore, it can be ensured that the resulting path is the shortest.

Lemma 2. Let $a=\left(x_{n} x_{n-1} \cdots x_{1} ; y\right), b=\left(u_{n} u_{n-1} \cdots u_{1} ; z\right)$ be any two distinct nodes in $H_{n}$. And $a_{1}=\left(x_{n} x_{n-1} \cdots x_{1}\right), b_{1}=\left(u_{n} u_{n-1} \cdots u_{1}\right), d=H\left(Q_{n} ; a_{1}, b_{1}\right)$, $Q=\operatorname{DIF}\left(a_{1}, b_{1}\right)=\left\{i \mid 1 \leq i \leq n, x_{i} \neq u_{i}\right\}$. The distance between $a$ and $b$ is:

$$
\operatorname{dist}(a, b)\left\{\begin{array}{l}
=2 d+1 \text { if } y \notin Q \text { and } z \notin Q \\
=2 d-1 \text { if } y \neq z \text { and } y, z \in Q \\
=2 d \quad \text { if } y=z \text { and } y, z \in Q \text { or only one of } y, z \in Q
\end{array}\right.
$$

And the length of the shortest path constructed by this algorithm is no more than $2 d+1$ if $d<n$ and at most $2 d$ if $d=n$.

Proof. According to the algorithm HRouting, constructing a path from $a$ to $b$ has the following three cases. Next, we will discuss the length of the path in these cases.

Case 1. $y, z \notin Q$.
We let $a^{(0)}=\left(x_{n} x_{n-1} \cdots x_{1}\right), a^{(1)}=\left(x_{n} x_{n-1} \cdots x_{Q[0]} \cdots x_{1}\right)$ and so on. Thus,

$$
\begin{aligned}
a & =\left(a^{(0)} ; y\right) \rightarrow\left(a^{(0)} ; Q[0]\right) \rightarrow\left(a^{(1)} ; Q[0]\right) \rightarrow \cdots \\
& \rightarrow\left(a^{(i)} ; Q[i-1]\right) \rightarrow\left(a^{(i)} ; Q[i]\right) \rightarrow\left(a^{(i+1)} ; Q[i]\right) \rightarrow \cdots \\
& \rightarrow\left(a^{(d-1)} ; Q[d-2]\right) \rightarrow\left(a^{(d-1)} ; Q[d-1]\right) \rightarrow\left(a^{(d)} ; Q[d-1]\right) \rightarrow b .
\end{aligned}
$$

We know that the length from $\left(a^{(i)} ; Q[i-1]\right)$ to $\left(a^{(i)} ; Q[i]\right)$ is 2 , and such conversion has been carried out $d$ times, adding the path from $\left(a^{(d)} ; Q[d-1]\right)$ to $b$, the distance from $a$ to $b$ is $2 d+1$.

Case 2. $y \neq z$ and $y, z \in Q$.
Let $y=Q[0], z=Q[d-1]$, which means $\left(a^{(0)} ; y\right)=\left(a^{(0)} ; Q[0]\right)$ and $\left(a^{(d)} ; Q[d-\right.$ $1])=b$. After the analysis of Case 1 , we can conclude that the distance from $a$ to $b$ is $2 d+1-1-1=2 d-1$.

Case 3. $y=z$ and $y, z \in Q$ or only one of $y, z \in Q$.
Let $y \in Q$, and the case $y=z \in Q$ is equal to only one of $y, z \in Q$. Through the analysis of Case 2, the distance from $a$ to $b$ is $2 d+1-1=2 d$.

After the analysis of the above three cases, we know that when $d=n$, only the latter two cases may occur. Therefore, the length of the shortest path constructed by this algorithm is no more than $2 d+1$ if $d<n$ and at most $2 d$ if $d=n$.

Theorem 3. The diameter of $H_{n}$ is $2 n$.
Proof. According to the Lemma 2, we know that the distance between any two distinct nodes is no more than $2 d+1$ if $d<n$ and at most $2 d$ if $d=n$. Thus, the diameter of $H_{n}$ is $2 n$.

## 5 Conclusions

In the network, the connectivity $\kappa(G)$ is an important factor determining the reliability and fault tolerance of the network. In this paper, we give the connectivity and tightly super connectivity of $H_{n}$, which is the logical graph of the data center network HSDC, and construct a shortest node-to-node routing algorithm HRouting. Finally, we summarize the length of the shortest path between any two distinct nodes and prove that the diameter of the network is $2 n$. In the next work, we will study the restricted connectivity of $H_{n}$ [12]. Furthermore, considering that there are some variants of hypercubes with smaller diameters, such as crossed cubes [13], spined cubes [14], etc., can be used to design DCNs by the method in [6] such that the diameters of the DCNs become smaller. Which deserve our further study.
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