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Abstract. This paper proposes a deep RGB and thermal image fusion
method for pedestrian detection. A two-branch structure is designed to
learn the features of RGB and thermal images respectively, and these
features are fused with a cross-modality feature selection module for de-
tection. It includes the following stages. First, we learn features from
paired RGB and thermal images through a backbone network with a
residual structure, and add a feature squeeze-excitation module to the
residual structure; Then we fuse the learned features from two branches,
and a cross-modality feature selection module is designed to strengthen
the effective information and compress the useless information during the
fusion process; Finally, multi-scale features are fused for pedestrian de-
tection. Two sets of experiments on the public KAIST pedestrian dataset
are conducted, and experimental results show that our method is better
than the state-of-the-art methods. The robustness of fused features is
improved, and the miss rate is reduced obviously.

Keywords: Pedestrian detection · Cross-modality features · Feature fu-
sion.

1 Introduction

As a fundamental task in the field of computer vision, object detection has
drawn much more attentions in several applications, such as autonomous driv-
ing, video surveillance, human-computer interaction, etc. Deep learning-based
method [1–3] has made great progress using visible images (e.g., RGB image) in
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recent years. However, considering the adverse environmental conditions, i.e., the
visible information is partially or fully missed under the poor lighting condition
at night, the accuracy of detection using only RGB image becomes relatively low.
Therefore, accurate object detection under adverse environmental conditions is
still a challenging problem.

Recently, thermal images have been widely used for facial recognition [4, 5],
human tracking [6,7] and action recognition [8,9] due to its robustness of biolog-
ical characteristics. In particular, compared with the visible images, night-time
thermal images provide more usable information without the need of enough
illumination, so that both modalities are combined accordingly for the multi-
spectral object detection [10–15]. The complementary relationship between both
modalities has been proven [12], it paves an alternative way for object detection
in the harsh environment, and provides new opportunities for around-the-clock
applications.

In this paper, we mainly focus on the pedestrian detection using RGB and
thermal images. Motivated by the complementary nature between modalities,
extensive research efforts have been made. Hwang et al. [10] proposed an ex-
tended ACF method that uses aligned RGB and thermal images for all-weather
pedestrian detection. With the latest development of deep learning, CNN-based
methods [11,16–18] have significantly improved the performance of object detec-
tion based on RGB and thermal image fusion. Liu et al. [19] adopted the Faster
R-CNN architecture and analyzed the impact of different fusion stages in CNN
on the detection results. Kéonig et al. [20] employed Region Proposal Network
(RPN) and Boosted Forest (BF) frameworks for multispectral data detection.
Kihong et al. [13] adopted a multi-branch detection model and also introduced
a cumulative probability fusion (APF) layer to combine the results from differ-
ent modes at the regional proposal layer. Zhang et al. [15] proposed a regional
feature alignment (RFA) module to capture the position offset and adaptively
align the regional features of these two modalities to improve the robustness of
multi-modal detection. Xu et al. [11] first used a deep convolutional network to
learn nonlinear mapping, modeled the correlation between RGB and thermal
image data, and then transferred the learned feature representation to the sec-
ond deep network in this way Learned that poor lighting conditions have the
characteristics of discrimination and robustness, and it also proves that RGB
and thermal image fusion has the possibility of all-weather detection.

However, the aforementioned methods commonly use the channel addition
or cascade as the fusion strategy, the confidence of corresponding features from
RGB and thermal images is not taken into account, and it cannot guarantee the
complementary characteristics between features after the fusion.

In this paper, a pedestrian detection network that can perform cross-modal
fusion feature selection is designed for the above-mentioned problems. The main
contributions of this work are summarized as follows:

(1) We designed a two-stream fusion network for pedestrian detection. Two
branch networks with residual structure with feature squeeze-excitation (SE) [21]
modules are used to learn the features of RGB and thermal image data.
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(2) The fusion of two modal data will have useless redundant information.
Therefore, a cross-modal fusion feature selection mechanism is proposed to ex-
tract useful information and compress useless information.

2 Proposed Method
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Fig. 1: Overview of the proposed method.

As shown in Fig. 1, the proposed model consists of two parts: two-branch
feature extraction backbone network and cross-modal fusion feature selection
module. We use the paired RGB and thermal image as the input of the two
branches, and the corresponding features are extracted respectively using a two-
branch backbone network. Then pass the learned features to the cross-modal
feature selection module. Finally, multi-scale convolution operations are applied
to fused features for further pedestrian detection.

2.1 Two-Branch Feature Extraction Backbone Network with
Squeeze-Excitation Module

In order to extract the representative features of RGB and thermal images,
we design a backbone network to extract features for each modality. In the
backbone network, in order to improve the efficiency of feature extraction and
alleviate the overfitting problem in the deep network [24], similar to yolov3 [25],
we add a residual structure during feature extraction. Furthermore, to reduce
the useless features for pedestrian detection, squeeze-excitation (SE) module is
employed in the residual structure. It is able to improve the efficiency of feature
extraction as well.

As shown in Fig. 2, the squeeze-excitation module is combined with ResNet
structure. X represents the input feature, and Y represents the output feature.
The input layer features first go through two convolutional layer operations of
1×1 and 3×3, and then perform a global pooling operation to obtain a vec-
tor representing the importance of a single-modal data channel, which can be
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Fig. 2: ResNet structure with squeeze-excitation module.

calculated by the following formula:

Zc =
1

H ∗W

H∑
i=1

W∑
j=1

uc(i, j), (1)

where Zc represents the calculated channel importance parameter, and W and
H represent the height and width of the feature map, respectively. The formula
obtains Zc by adding up all the characteristic points in the mean value. Finally,
the importance parameters calculated from all channels are fully connected to
obtain the feature channel importance vector.

In order to use the vector obtained by channel squeeze, we multiply the
feature output from the ResNet layer with the vector, pass to the ReLu activa-
tion function, and finally obtain the output Y through the Softmax activation
function, the formula is as follows:

Y = s(δ(Z ∗X ′)), (2)

where Y represents the final output feature, s denotes Softmax activation func-
tion, Z represents the channel importance vector, δ is ReLu activation function,
and X ′represents the feature obtained after convolution operations with kernel
size of 1×1 and 3×3, respectively.

2.2 Cross-Modality Feature Selection Module

After two-modality features are extracted using the backbone network, the
effective fusion is carried out. Although multi-modality features have comple-
mentary information, they also have mutually redundant information. Therefore,
both the complementary and redundant characteristics of RGB and thermal im-
ages are taken into account, a cross-modality feature selection module is designed
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Fig. 3: Cross-modal fusion feature selection module.

to reduce the interference of redundancy or error information on subsequent de-
tection.

As shown in Fig. 3, RGB feature map and thermal feature map respectively
represent the feature maps of the two modalities output by the two backbone
networks. Global Pooling represents the global pooling operation, FC represents
the fully connected layer, Softmax represents the activation function, and finally
Fusion map represents the final fusion feature map. The specific operations of
the cross-modal fusion feature selection module are as follows: After RGB and
thermal image data are extracted through the branch backbone network, the
features of the two modalities are first added together to obtain the fusion feature
map used to calculate the importance parameters of the two modal data. The
preliminary fusion feature map obtained by reuse is subjected to global pooling,
full connection, and Softmax operations. The importance parameters of RGB
and thermal image features are obtained by the following formula:

U = URGB + UThermal, (3)

where U represents the preliminary fusion feature obtained by adding RGB and
Thermal features, and URGB and UThermal represent the RGB and Thermal
features output by the backbone network, respectively.The global tie pooling
operation is written as

Sc =
1

H ∗W

H∑
i=1

W∑
j=1

Uc(i, j), (4)



6 Mingyue Li, Zhenzhou Shao, Zhiping Shi, and Yong Guan

where H and W represent the height and width of the feature map, and Uc

denotes the feature map at cth channel.

Z = Ffc(S) = δ(β(S)). (5)

The parameters obtained by global pooling are used to obtain the fusion
feature channel importance vector through full connection, ReLu, and normal-
ization operations. fc represents the fully connected operation, δ represents the
ReLu operation, and β represents the normalization operation.

ac =
eAcZ

eAcZ + eBcZ
, bc =

eBcZ

eAcZ + eBcZ
. (6)

Eq. (6) indicates that a method similar to the attention mechanism is used
to obtain the respective importance vectors of RGB and thermal features ac-
cording to the obtained feature channel importance vectors. Among them, Ac

and Bc represent the characteristics of RGB and Thermal channel count as c
respectively.

UFusec = ac ∗ URGBc
+ bc ∗ UThermalc , ac + bc = 1, (7)

where represents the multiplication operation of RGB and thermal with the
obtained importance vector, and then adding them to obtain features frome the
final fusion layer. UFusec , URGBc

and UThermalcrespectively represent the fused
features, RGB and thermal features at channel c.

2.3 Optimization

We deploy all parameter calculations to run on GPU devices. In the net-
work model training, the stochastic gradient descent optimization algorithm is
adopted. In addition, the use of gradient descent in deep learning model training
is itself an approximate solution problem, and asynchronous parallel computing
is more efficient than synchronous parallel computing in approximate solution
problem, so we use asynchronous parallel computing mode in training model for
computation on GPU.

3 Experimental Results

In order to verify the effectiveness of proposed method, we conducted several
experiments on the publicly available KAIST pedestrian dataset [25] captured in
various traffic scenarios with different lighting conditions. The dataset consists
of 95,000 aligned RGB thermal image pairs. One pair of images are sampled
every 20 frames from the whole KAIST dataset for training and testing. In
our experiment, 7,472 pairs are collected as training samples and 1386 pairs for
testing.
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3.1 Experimental setup

The proposed method is implemented in the Tensorflow framework, running
on two NVIDIA Tesla P100 GPUs with 16G memory. Regardless of changes in
day and night or lighting conditions, we put all the selected data together for
training and testing. In order to ensure the adequacy of data during the exper-
iment, data augmentation operations (rotation and zoom) are implemented. 30
epochs are set per experiment in the training stage.

The experiment is carried out in a batch format. Each small batch consists of
6 pairs of images, which are randomly selected from the training images. Stochas-
tic gradient descent is used to optimize the model, and its weight attenuation
parameter is set to 0.995. The initial learning rate is set to 1e-4, and then reduce
the learning rate after the model becomes stable, so as to achieve the goal of
avoiding missing the optimal solution.

3.2 Comparison with the State-of-the-Art Methods

We compare our method with advanced methods on the KAIST pedestrian
dataset, including: (i)ACF-RGB [27], which uses ACF for RGB data; (ii) ACF-
RGBT + THOG [25], that is, using ACF for RGB thermal data with HOG
characteristics; (iii) CMT-CNN [11], a detection network that learns cross-modal
deep representation; (iv) SDS-RCNN [23], which is a convolutional neural net-
work based on simultaneous detection and segmentation. As shown in Table 1,
the proposed method outperforms the state-of-the-art methods, and the miss
rate is greatly reduced by 39.2%, compared with ACF-RGBT. The performance
is comparable with SDS-RCNN.

Table 1: Comparison of different methods. We use miss rate as the evaluation
parameter for comparison on the KAIST dataset.

Method ACF-RGB ACF-RGBT-HOG CMT-CNN SDS-RCNN Ours

Miss Rate 76.16 54.82 49.55 47.44 46.32

Fig. 4 illustrates a part of testing results compared with the existing methods.
From left to right, the detection results of ACF-RGB, ACF-RGBT-HOG, CMT-
CNN, SDS-RCNN and our method are shown in sequence. It can be observed
that ACF-RGB method misses some targets, wrong detections occurs. Although
ACF-RGBT-HOG has a lower error rate than ACF-RGB, there are more cases of
missing detection targets. The detected targets are basically correct, and a small
number of targets are not detected using CMT-CNN and SDS-RCNN methods.
The detection results using the proposed method is shown in the last column,
where the quantities of both wrong and missing targets are reduced obviously.
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Fig. 4: Comparison of the detection results of existing methods and our method.
From left to right are the detection results of ACF-RGB, ACF-RGBT-HOG,
CMT-CNN, SDS-RCNN and our method.

3.3 Ablation Study

In this section, a set of experiments are conducted to prove the effectiveness
of the proposed single-modal feature squeeze-excitation (SE) and multi-modal
fusion feature selection module. We analysis the proposed methods under 3 dif-
ferent settings: (1) Adjust the number of Res structures at each layer and find
out the best backbone network model. (2) Add SE layer to the Res structure,
add the SE layer to the Res and fusion layer, and add the SE layer to the fusion
layer. (3) Experiments are performed on the fusion layer plus the cross-modal
feature selection (FS) layer and the fusion layer without the cross-modal fusion
feature selection layer. The detection accuracy rate AP is used as the evaluation
matrix.

Table 2: Experimental results of KAIST dataset under different module settings.
Proposed Method

Res:1,1,1,1,1
√

− − − −
Res:1,2,2,2,2 −

√ √ √ √

Res+SE − −
√ √ √

Fusion+SE − − −
√

−
Fusion+FS − − − −

√

AP(%) 46.61 51.41 52.85 52.42 53.68

Table 2 shows our comparison results. Use the detection accuracy rate AP
as the evaluation parameter. We use the KAIST dataset to conduct ablation re-
search on the model framework of this article. In the process of ablation research,
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we comprehensively considered the complexity of the network model and the ac-
curacy of experimental results, and appropriately reduced the residual structure
on the basis of the original yolov3 network. Reduce residual structure when
considering the RGB and Thermal data feature similarities, in terms of charac-
teristics of reuse use too much residual structural redundancy may be produced,
and considering the residual structure can reuse low-level features to a certain
extent, alleviate the problem of gradient vanishing. Therefore, the number of
residual structures is reduced to (1,1,1,1,1) and (1, 2, 2, 2, 2) for experimental
comparison. It can be seen from Table 2 that the effect of residual structure in
the model is significantly better than that of (1, 1, 1, 1, 1) when the number of
residual structure is (1, 2, 2, 2, 2). In addition, considering that not all features
of RGB and thermal data are valid, the characteristic squeeze-excitation module
(SE), which can extract effective information and compress unwanted informa-
tion, is added into the method proposed in this paper. In the experiment, we
compared the adding location of feature squeeze-excitation module. The experi-
mental results show that the effect of adding feature squeeze-excitation module
after the residual structure is better, because the low-level features reused by
the residual structure are similar to the high-level features, the superposition
features generate redundant information, and the addition of feature squeeze-
excitation module produces better detection results. Finally, we use the feature
selection module of cross-mode fusion proposed by us. Because the data of RGB
and thermal are similar, the detection accuracy of single mode features extracted
by effective feature compression is improved after the fusion selection. In this
paper, we propose a two-branch detection network that adds a feature squeeze-
excitation module after the residual structure and a cross-modal fusion feature
selection module to the fusion layer, which improves the detection accuracy and
presents better detection results.

Fig. 5: Comparison of testing results without and with cross-modality feature
selection module.
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As shown in Fig. 5, the first row is the detection results without cross-
modality feature selection module, while the second one illustrates the results
of our proposed method. It is obviously observed that pedestrian targets may
not be detected or incomplete before the cross-modality feature selection module
is applied. Our method can detect almost all pedestrian targets even when the
light conditions are not good.

4 Conclusion

This paper proposes a cross-modal feature selection pedestrian detection
method based on RGB and thermal images. The residual structure is used when
extracting features from RGB and thermal image data, and the feature squeeze-
excitation module is embedded after the residual structure. Finally, more prac-
tical fusion features are obtained using the cross-modal fusion feature selection
module, which effectively improves the detection accuracy. In addition, we also
adopted a multi-scale detection method to improve the detection effect of small
targets. A set of experiments are carried out on the public KAIST pedestrian
dataset. Experimental results demonstrate that the proposed method outper-
forms the state-of-the-art methods, even when the lighting conditions are not
particularly well or there exist many small targets in the scene of detection.
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