N

N
N

HAL

open science

CCRP: Converging Credit-Based and Reactive
Protocols in Datacenters

Yang Bai, Dinghuang Hu, Dezun Dong, Shan Huang, Xiangke Liao

» To cite this version:

Yang Bai, Dinghuang Hu, Dezun Dong, Shan Huang, Xiangke Liao. CCRP: Converging Credit-Based
and Reactive Protocols in Datacenters. 17th IFIP International Conference on Network and Parallel
Computing (NPC), Sep 2020, Zhengzhou, China. pp.420-434, 10.1007/978-3-030-79478-1_36 . hal-
03768736

HAL Id: hal-03768736
https://inria.hal.science/hal-03768736

Submitted on 4 Sep 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License


https://inria.hal.science/hal-03768736
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr

~ederationforintor

This document is the original author manuscript of a paper submitted to an IFIP
conference proceedings or other IFIP publication by Springer Nature. As such, there
may be some differences in the official published version of the paper. Such
differences, if any, are usually due to reformatting during preparation for publication or

minor corrections made by the author(s) during final proofreading of the publication
manuscript.
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College of Computer, National University of Defense Technology
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Abstract. As the link speed has grown steadily from 10 Gbps to 100 Gbps, high-
speed data center networks (DCNis) require more efficient congestion management.
Therefore, proactive transports, especially credit-based congestion control, nowa-
days have drawn much attention because of fast convergence, near-zero queueing
and low latency. However, in real deployment scenarios, it is hard to guarantee one
protocol to be deployed in every host at one time. Thus, when the credit-based pro-
tocols are deployed into DCNs incrementally, the network will convert to multi-
protocol state and face the following fundamental challenges: (i) unfairness, (ii)
non-convergence, and (iii) high buffer occupancy. In this paper, we propose a new
protocol, called CCRP, aiming for converging credit-based and reactive protocols
in data centers. Targeting the mostly deployed protocol, i.e. DCQCN based on ex-
plicit congestion notification (ECN), in DCNs, CCRP leverages the forward ECN
to detect the network congestion in data queue and optimizes feedback control of
the credit-based transports. Our experiment results show that this design can address
the unfair link allocation and converge with reactive protocols rapidly. Furthermore,
CCRP achieves high utilization and low buffer occupancy at the same time.

Keywords: Data Center, Credit-based and ECN-based Protocol, Multi-protocol Converg-
ing

1 INTRODUCTION

The data center networks (DCNs) are growing rapidly in size and link speed in re-
cent years. A large data center uses a Clos network of shallow buffered switches to con-
nect more than 100,000 computers. In the past decade, the link speed has steadily in-
creased from 10 Gbps to 100 Gbps [2]. These evolutions have enabled low-latency and
high-bandwidth communications in data centers. At the same time, it presents a series of
challenges to congestion control [1].

Many reactive congestion control protocols [3—8] have been proposed to solve these
challenges. Reactive protocols use congestion signals (e.g., packet loss, explicit congestion
notification (ECN) and network delay) to make accurate responses after congestion occurs,
which can maintain good average performance under long traffic conditions. However, due
to the slow detection of network congestion, it is difficult for reactive protocols to achieve
the “correct” rate in each round, which is deciding for small flows and tail performance.

Therefore, the current line of work introduces a new method called proactive con-
gestion control [9-13] , which has received much attention in recent years. Among these
technologies, one of the most promising deployments in future data centers is Express-
Pass [11]—a credit-based proactive congestion algorithm, which can provide zero data
loss, fast convergence, low buffer occupancy, and high utilization.

* corresponding author.
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Due to their attractive advantages, credit-based transports, especially ExpressPass, are
highly recognized by academia [20, 21]. However, current DCNs, such as Google and
Amazon, still mainly deploy ECN-based reactive protocols like DCTCP [6] and DC-
QCN [5]. Thus, the gradual deployment of ExpressPass into DCNss is a visible task in the
future. Nonetheless, deploying credit-based protocols [14, 15] like ExpressPass in DCN's
will bring many challenges to the fairness of bandwidth allocation, especially in multi-
tenant DCNSs [25,26] . We show in Section 2 that simply mixing ExpressPass with reactive
protocols deployed in real DCNs will cause serious trouble.

Therefore, we will face severe challenges when incrementally deploying ExpressPass
with existing reactive transports in the current DCNs. The root cause is due to the different
ways of detecting network congestion. Reactive protocols detect network congestion based
on those indirect and passive congestion signals used in the data queue, such as packet
loss [22,23], ECN [5,6,24] and network delay [7,17]. Taking DCQCN as an example, when
the queue length exceeds the ECN threshold in switch, the data packets will be marked with
congestion experienced (CE) codepoint. Then, DCQCN can detect congestion by simply
identifying whether the packets are ECN-marked at the end hosts. However, ExpressPass
acquires congestion information from the credit queue. As shown in Fig.1, a clear physical
isolation exists between data queue and credit queue under Expresspass. ExpressPass uses
the credit loss rate as the congestion indicator. When congestion is detected, ExpressPass
reduces the credit sending rate at the receiver.

Thus, if we mix Expresspass with DCQCN traffic in the network, Expresspass can not
detect the network congestion in the data queue and will transmit packets at a full speed,
even the queue length exceeds the buffer size in switch. In contrast, DCQCN will reduce
its sending rate continually until its bandwidth occupancy approaches zero, since a great
quantity of packets may be marked with the CE codepoint in the data queue. We conducted
several multi-protocol experiments to prove the aggressiveness of ExpressPass when co-
existing with other three different types of reactive algorithms: DCQCN (FECN-based),
CUBIC [29] (drop-based) and Timely (delay-based). The result indicates that ExpressPass
is too aggressive for all of them, thus, the unfairness caused by the physical isolation must
be eliminated.

The core problem of conflicting with reactive protocols is that the credit-based trans-
ports like Expresspass only detect network congestion through the credit queue, so a nat-
ural idea is to optimize the congestion detection mechanism for ExpressPass so that it
can also detect congestion in the data queue. Therefore, we propose a new scheme called
CCRP, which aims to achieve the symbiosis between credit-based protocols and reactive
protocols. The key points of CCRP are as follows.

o CCRP breaks the isolation between the credit queue of credit-based protocols and the
data queue by adding the ECN marking mechanism.

e We make a trade-off between the throughput and latency of the multi-protocol network
by adjusting the threshold of the random early detection (RED) ECN marking scheme in
the switch data queue.

e We replace the old feedback control of the credit-based protocols by a new ECN-based
control algorithm, so that CCRP can also detect and deal with the network congestion
occurs in the data queue.

Our new ECN-based feedback control in CCRP can detect and respond to network
congestion in a few RTTs without affecting the performance of the reactive protocol stack.
CCRP ensures fairness between different protocols with cross-protocol convergence time
reaching milliseconds. The average buffer occupancy is also reduced to less than 170 KB
under CCRP. Moreover, when CCRP coexists with few traffic under other congestion al-
gorithms in the network, the transmission can be completed at high convergence speed
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Fig. 1. The Dilemma of Deploying ExpressPass in DCN: ExpressPass gets network congestion in-
formation only in credit queue. Thus, when there is other traffic (ep. TCP flows) in the network and
congestion occurs in the data queue, Expresspass will preempt the bandwidth, resulting in a large
number of queues, even packet loss.

without introducing additional overhead. Simulating the current DCN common partition-
ing/aggregation mode shows that CCRP can greatly reduces the tail delay and also ensure
that the average flow completion time (FCT) in a multi-protocol network will not be af-
fected.

2 BACKGROUND AND MOTIVATION

2.1 DCN Needs the Credit-based Protocols

In the past decade, reactive protocols have played an important role, because they
achieve high throughput and low buffer occupancy rate in DCNs. So far, many data centers
are still deploying reactive protocols, such as DCQCN and DCTCEP, to prevent the network
from collapsing under heavy and sudden traffic.

However, due to the increased link speeds and shallow buffered commercial switches,
the buffer size for per Gbps link speed is decreasing. For example, DCQCN result in un-
fairness due to the slow response time, which puts DCQCN in straits. In addition, the
simulation result shows that when coexisting with a large number of concurrent flows,
the instantaneous queue length is much larger than the maximum queue capacity under
DCQCN, leading to low QOS for DCN.

Therefore, in recent years, credit-based proactive algorithms have attracted widespread
attention. Unlike reactive protocols, credit-based proactive protocols like ExpressPass are
characterized by the merits of high throughput, fast convergence and bounded-queue. Ex-
pressPass is a hop-by-hop proactive congestion control algorithm. Before sending data
packets, sender sends a credit request to the receiver. After receiving the request, receiver
sends the credits to the sender on a per-flow basis in an end-to-end manner. The Switches
then rate-limit the credits and decide the available bandwidth for packets which will flow
in the reverse direction. As shown in Fig.1, credit packets throttled to 5% bandwidth en-
sure that traffic is transmitted within the link capacity. ExpressPass can achieve lossless
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Fig. 2. Dumbbell topology: can the bottleneck re- Fig.3. The Problem of Multi-protocol in
source be allocated in a fair way? DCNs. Most bandwidth are occupied by Ex-
presspass once it is injected into network.

transmission at only 5% bandwidth cost by using credits. However, Expresspass hasn’t
been deployed in DCNs. To deploy incrementally in data centers, ExpressPass must be
optimized to coexist with the already widely deployed reactive protocols, such as DCQCN
and DCTCP.

2.2 The Challenges of Deploying Credit-based Protocols in DCNs

Credit-based transports must coexist with other traditional protocols in DCNs, how-
ever, whether two kind of traffic can converge fairly is a main problem. In Fig.2, we as-
sume that flow 1 to N are scheduled by two different protocols— ExpressPass and DC-
QCN. Then the question arises, if all the senders send data to the receivers simultaneously
in these topologies, can the bottleneck link resource be allocated in a fair manner?

Fig.1 shows the dilemma of deploying ExpressPass in DCNs. The credit queue for
Expresspass is isolated from the data queue for other protocols. Thus, when coexisting
with other traffic in the network, the transmission rate of the ExpressPass traffic will not
be reduced, since Expresspass detect network congestion only through the credit queue.
In contrast, other “reactive” flow will be restricted because they can detect the network
congestion in the data queue by using different congestion signals (ECN, RTT or packet
loss). Consequently, ExpressPass preempts all resources of the bottleneck link aggres-
sively, while the “reactive” flow can only wait.

To verify our analysis, we design an experiment based on the topology shown in Fig.2
by using OMNeT++ simulator. We let DCQCN run first, and then insert ExpressPass
traffic into the network after 10ms. We use long flows so that they can be transmitted
continuously. In addition, we set the link speed to 10Gbps and the propagation delay to
Sus . The result is shown in Fig.3, as Expresspass inserted into network, it preempts all
resources of the bottleneck link. ExpressPass can always occupies the bandwidth quickly,
while the other “reactive” flows could only be restricted and wait. Therefore, ExpressPass
must be improved to coexist with reactive protocols, which is a quite a challenging job.



3 CCRP Design

3.1 Basic Idea

As we describe in Section 2, the main problem is that Expresspass can not receive any
congestion information from the data queue due to the isolation between the credit queue
and the data queue. Thus, we propose a new protocol called CCRP, which has achieved
great success by using appropriate congestion signals for the credit-based proactive pro-
tocols, developing a new feedback control schemes, and determining reasonable network
configurations. The key idea of CCRP is to optimize the feedback control and congestion
detect scheme of the credit-based protocols, so that it can break the isolation between the
data queue and the credit limiter to achieve great convergence when coexisting with other
traffic. In CCRP, we choose FECN to deliver congestion information of data queue as it
can be provided by commodity switches in DCN.

Specifically, when the network is converted to a congested state, low mode stage of
DCQCN feedback control starts; when the network is not crowded, ExpressPass’s credit
feedback control algorithm will be fully effective. For ECN-based feedback control, once
we deploy a reasonable ECN threshold on the switch, CCRP will automatically reduce the
sending rate immediately after receiving ECN-marked packet, because only when there
is some other non-ExpressPass traffic in the network , the queue length in switch will
exceeds the ECN threshold. In addition, when ECN-marked packet is no longer received
in multiple RTTs, CCRP will send credits more excessively.

3.2 ECN-based Feedback Control

As an effective technique to detect network congestion, using ECN is not a rare occur-
rence in reactive protocols. However, applying ECN to credit-based proactive protocols is
a novel work. Our ECN-based feedback control focuses on two issues: (i) How to react
appropriately to the different types of congestion information from credit queue and data
queue. (ii) How to detect congestion more effectively.

First, we need to keep the good performance of the credit-based transports. When
there is little “reactive” traffic in the network environment, credits can be sent excessively
to achieve high convergence. To this end, in the initial few RTTs, CCRP enables traffic
tend to send packets at the link capacity. After multiple RTTs, if not getting any packet
marked with CE codepoint, we set the DCQCN Timer as true and assume that there is no
other “reactive” traffic in the network and take a more aggressive approach.

Here, we must make a trade-off between convergence and packet loss. Before the net-
work environment is determined, it’s easy to cause packet loss when the sender sends
credits at high speed in the manner of Algorithm1. We can design the phase to send pack-
ets by using slow start scheme, which will harm the convergence of Expresspass. There
are the reasons for sending credit at high rate in CCRP:

o As the link speed has grown steadily from 10 Gbps to 100 Gbps, the transmission of
data flow will be completed in much shorter time. Under 100Gbps network, the AvgFCT
of 0-100KB small flows would be around 2 RTTs [16], which indicates that even one RTT
is quite important for these small flows. Thus, If CCRP starts at a low speed, it may waste
the bandwidth.

o Starting at high rate can help CCRP quickly detect whether there is other “reactive” flows
in DCNE.

e When there is few other “reactive” flows in the network, the characteristic of high of
convergence can be guaranteed for credit-based protocols.
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Algorithm 1: ECN-based Feedback Control on Receiver
1: ECN_a « 1,w « 0, cur_rate « initial_rate, DCQCN _Timer «— FALSE
2: repeat
3:  credit_Loss = #_dropped_credit/#_sum_credit;

4:  ECN_ratio = #_ ECN _packet [#_sum_packet;

5:  if ECN_ratio > target_ECN _ratio then

6: ECN.a=(1-g) «* ECN_a + g « ECN _ratio;

7: tmp_rate = cur_rate = (1 — (target_ECN _ratio + ECN _@)/2);
8: if DCQCN _Timer = TRUE then

9: Use ECN-based feedback control of DCQCN;

10:  endif

11:  if credit_Loss < target_loss then

12: > (increasing phase)

13: w = (W + Wpar)/2;

14: cur_rate = (1 — w) * tmp_rate + w * max_rate;
15:  else
16: > (decreasing phase)
17: cur_rate = tmp_rate x (1 — credit_loss_rate);
18: W = max(Wpin, w/2);
19:  endif

20: until End of flow

In addition, we use ECN to detect the network congestion of data queue. When Ex-
presspass coexist with other “reactive” traffic in the network, some packets will be marked
with CE codepoint and the low mode of DCQCN feedback control will be triggered.
After serval increasing and decreasing stages, the ECN ratio will converge to the tar-
get_ECN _ratio recursively.

Finally, in CCRP, we also design a variant version of the credit-based increase and
decrease phase to make full use of the link capacity information provided by the credit
queue. The variable w that we added to these phases floats between w,,;, and w,y, and
can achieve slow self-increase and rapid decrease. Based on this, we have designed the
ECN-based feedback control algorithm, which is shown in Algorithm 1. With this algo-
rithm, when coexisting with other “reactive” traffic in the network, CCRP can allocate
the bottleneck link bandwidth in a fair manner instead of disrupting other traffic aggres-
sively. Also, CCRP can keep the advantages of bounded queue and high convergence of
credit-based protocols through the acceleration algorithm of DCQCN. Our experiments
show that the new version of credit-based feedback control is strongly suitable for multi-
protocol networks.

3.3 Parameter Choice

Target_Loss: Since the credit-based protocols like Expresspass can disrupt other traffic
roughly, we need to set a lower target_loss in the variant version of credit-based control
phase to reduce the aggressiveness in the early stages of deploying CCRP. Thus, we set 0
for the target_loss to adapt to the current multi-protocol network environment.

Target_ECN_Ratio: In the current shallow-buffer switch environment, target ECN_ratio
should be set as 0, which will ensure that the average queue length in switch is around
the ECN threshold K. We also provide an interface by defining the target ECN _ratio to
improve feedforward compatibility of DCN, so that we can control the switch buffer usage
by modifying the parameters at the host instead of modifying the threshold at the switch.
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wWmar: The aggression factor w is particularly significant in CCRP feedback control
algorithm. Based on our experiments, we find in most cases, the credit_loss is less than the
target_loss since CCRP does not always utilize all the bandwidth. Thus, w is tend to get
closer to W,y in multi-protocol network. In order to reduce the aggressiveness of CCRP,
we choose a smaller w,,,,. To choose an appropriate value for w,,,,, we did a parallel
experiments between CCRP and DCQCN and finally found that 0.04-0.07 is suitable for
Wmay to ensure fairness. In our experiments, Wy, is set to 0.06 and the evaluation of the
range of w,,,, is shown in Section 4.

3.4 Endhost and Switch Mechanism

Marking at CP: Based on the random early detection scheme, we use instantaneous
queue length to detect network congestion. DCTCP recommends to set Kmin and Kmax
to the same value K, so that congestion can be detected and handled quickly. DCQCN
advocates to use three parameters, Kmin, Kmax, and Pmax to mark packets. However, it’s
not efficient because in most cases, there is no ingress/egress traffic and queue occupancy
is close to zero. Therefore, we set Kmin as SKB and Kmax as 200KB in CCRP.

Controller at RP: Different from other protocols, the ECN-based feedback control
algorithm of CCRP is on the receiving side. The controller of the receiver can provide
great convenience, since we can detect congestion accurately by checking whether the data
packet is marked with CE codepoint. Compared with traditional method of using ACK to
notify the sender to cut the congestion window, CCRP can also reduce the load of the link
by reducing the credit sending rate at the receiver.

Bandwidth Allocation of Credit/Packet Channel: CCRP doesn’t change the design
of the credit packet size and the separate queue on the switch. An 84B size Ethernet frame
credit can trigger the sender to send a 1538B size Ethernet frame packet. Therefore, 5% of
the link capacity is used for credit transmit, while the remaining 95% of the link capacity is
allocated for data packets. Even if the credit channel is not fully utilized in multi-protocol
networks, the design remains unchanged since the traffic of DCNGs is changing rapidly.

4 Evaluation

In this section, we measure the performance of CCRP from five perspectives: (i) uti-
lization of the bandwidth (ii) fairness (iii) convergence speed (iv) flow completion time (v)
queue length. All the experiments are completed with OMNeT++ simulator [27, 28, 30]
and the ratio of CCRP/ExpressPass to DCQCN is 1:1.

Utilization of the Bandwidth: Firstly, we measure utilization since one of the benefits
of using ECN is high utilization. As we described in Section 2, Expresspass must provide
5% of the link bandwidth to transmit credits, so that the utilization of CCRP and Express-
pass is near to 95%. We compare the performance of CCRP, Expresspass and DCQCN in
the same multi-protocol network environment, and the results show that all the three proto-
cols can make full use of network bandwidth. The utilization rate of the network in which
the credit-based protocol and the ECN-based protocol coexist is 95%, while the utilization
of only ECN-based protocol is close to 100%.

Fairness: CCRP aims to optimize the feedback control algorithm and reduce the ag-
gressiveness of credit-based proactive protocols so that they can coexist with other tradi-
tion “reactive” traffic in the network. Thus, fairness is the most significant metric in our
evaluation. We mainly did two expreriments to measure the fairness of CCRP in multi-
protocol networks. We calculate the average bandwidth of each flow in a 100 millisecond
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Fig. 4. Fairness measurement. CCRP can achieive fairness greatly due to the ECN-based congestion
control, while ExpressPass cannot guarantee fairness.

interval by using the Jain’s fairness index and the result is shown in Fig.4a. Due to the
aggressiveness of credit-based protocols, fairness between Expresspass and DCQCN is
poor. Besides, as more concurrent traffic being injected into network, Expresspass will
suffer from packet loss and fairness will deteriorate further. On the contrary, as shown in
Fig.4a, CCRP performs much better than Expresspass. We attribute this improvement to
the ECN-based feedback control in CCRP. As shown in Fig.4b and 4c, the fairness be-
tween the two types of traffic is evaluated by the ratio of CCRP/Expresspass to DCQCN.
This measurement only focuses on the unfairness between different traffic and ignores the
internal unfairness caused by packet loss. The result also shows that CCRP can ensure
fairness when coexising with other “reactive” traffic.

Convergence: Convergence is also a highlight of our work. We did a series of exper-
iments to simulate the convergence of CCRP/ExpressPass and DCQCN when they coex-
ist in the network. Specifically, there are four types of hosts (A to D). Type A machine
(running ExpressPass or CCRP, sender) connect type C machine (running ExpressPass or
CCRP feedback control, receiver) and type B machine (running DCQCN, sender) connect
to type D machine (running DCQCN, receiver) with 10 Gbps links via ECN-enable switch.
A to C and B to D are through the same path. The switch creates two connections to si-
multaneously fetch two large flows from sender A and D. Since wy,,, is one of the most
important variable of ECN-based feedback control algorithm in CCRP, in our experiments,
We range Wy, from 0.03-0.07.

As seen from Fig.5b, 5¢, 5d, Se , when w,,,, ranges from 0.04 to 0.07, CCRP can
greatly reduce the aggressiveness of Expresspass and converge with DCQCN perfectly.
When the aggression factor is set to 0.07 as shown in Fig.5e, the convergence speed is
only 100 ms slower than that of DCQCN as shown in Fig.5g. In contrast, Fig.5f shows
that ExpressPass with DCQCN cannot achieve convergence in the multi-protocol network.
However, when w4, is too small (w,,,,»=0.03), as shown in Fig.5a, although CCRP can
also help DCQCN seize the bandwidth, the result of convergence is not ideal. Finally,
Fig.5h shows that both CCRP and Expresspass have the same performance with high con-
vergence.

Flow Completion Time: Since the FCT is one of the most important performance
metrics of network congestion protocols, we also use FCT as a comparison metric. We plot
the FCT distributions in Fig.6 and the Avg/99th/99.9th FCT in Fig.7. All the simulation
results show that, CCRP achieves much better FCT than Expresspass. We believe that our
new ECN-based feedback control breaks the isolation between the data queue and credit
queue, helping CCRP deal with the network congestion in data queue and improve the
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Fig. 5. Convergence Mearsurement. When w,,,,, ranges from 0.04-0.07, CCRP can converge to fair-
ness with DCQCN, while ExpressPass cannot converge to fairness.

FCT performance. However, Expresspass cannot detect the network congestion in the data
queue and send packets aggressively, causing severe packet loss and the increase of FCT.

Queue Length: The last major indicator is the buffer occupancy. Due to the shallow
buffered switches, low buffer occupancy is also the performance that we pursue in our
work. Thus, we measured the average queue length of the switch, which characterizes
the queue under general circumstances. As shown in Fig.7, compared with Expresspass,
CCRP can achieve much smaller queue length when coexist with DCQCN in the network.

Summary: After the detailed measurement and analysis, we conclude that CCRP can
greatly narrow the competitiveness difference between credit-based proactive protocols
like ExpressPass and traditional reactive protocols like DCQCN. Compared with Express-
pass, CCRP can converge with DCQCN perfectly and achieve high Utilization, fairness,
small FCT and low buffer occupancy at the same time.
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5 Related Work

RTT-based Protocols: For those congestion control algorithms (Timely [7] and DX
[17]) which are based on delay, RTT is a very important congestion signal. They do not
require any information feedback from the switches. Only the continuous record of de-
lay of packets at the host can determine whether congestion happens. Timely belongs to
a different class of algorithms that use delay measurements to detect congestion. Unlike
TCP Vegas [17], which is window-based and maintain a queue close to the minimum RTT,
Timely is a rate-based algorithm that employs a gradient approach and does not rely on
measuring the minimum RTT. It works well with NIC support, despite infrequent RTT sig-
nals. Compared to DCTCP, Timely can significantly reduce queuing delay. Reducing CPU
utilization of end hosts is not a goal for Timely. Different from Timely, DX implements ac-
curate latency measurements using a DPDK driver for the NIC and the congestion control
algorithm is within the Linux TCP stack, which is similar to the conventional window-
based proposals.

Credit-based Feedback Control: Credit-based congestion control in data centers is
inspired by credit-based flow control [19] for other interconnected systems. ExpressPass
uses a similar idea like TVA [31] that performs rate-limit requests at the router and CCRP
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inherite that method. Furthermore, in high-performance networks, proactive congestion
control uses grants for congestion control. Unlike CCRP, those schemes use speculative
packets on a grant-based basis to avoid wasting preparing the data transmission. Although
they are difficult to implement and have extra preprocessing time overhead, and those
trade-offs are hard to balance, they provide an idea for the credit-based protocols in the
DCNs. We look forward to finding a reasonable compatibility solution for other credit-
based transports. Moreover, compared with CCRP, end-to-end credit-scheduled congestion
control focus on incast problems based on the receiver. Those transmission control algo-
rithms add an extra control layer to make sure senders only transmit according to some
quota assigned to them.

6 Conclusion

In this paper, we propose a new protocol called CCRP, aiming for incrementally de-
ploying the credit-based congestion control in current data centers. CCRP breaks the iso-
lation between the data queue and the credit rate limiter by using ECN as the congestion
signal. The new efficient ECN-based feedback control algorithm that we use to control
the credit sending rate can guarantee high performance of CCRP without interfering with
other traffic in the network. The evaluation results show that CCRP can greatly narrow
the competitiveness difference between credit-based proactive protocols like ExpressPass
and traditional reactive protocols like DCQCN. Compared with Expresspass, CCRP can
converge with DCQCN perfectly and achieve high Utilization, fairness, small FCT and
low buffer occupancy at the same time. Therefore, CCRP has high applicability in the
incremental deployment of credit-based congestion control in data centers.
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