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CompressedCache: Enabling Storage Compression on
Neuromorphic Processor for Liquid State Machine

Zhijie Yang, Rui Gong, Lianhua Qu, Ziyang Kang, Li Luo, Lei Wang, and Weixia Xu

College of Computer Science and Technology, National University of Defense Technology,
Changsha, Hunan, P.R.China
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Abstract. Spiking Neural Network (SNN) based neuromorphic processors have
gained momentum due to their high energy efficiency. As a kind of SNN, Liquid
State Machine (LSM) shows potential in domains such as image recognition and
speech recognition, and it is simpler to train than other SNNs. In neuromorphic
processors, weights and synapses are stored on-chip to reduce the energy cost
of data movement. However, the storage of them is redundant if the deployed
network on the neuromorphic processor is LSM which is a sparse SNN. By ex-
ploiting the sparsity of LSM, adopting storage compression can reduce the power
consumption of the processor or enable a single chip to deal with more complex
tasks with more logic neurons. In this work, we propose a lossy storage compres-
sion method, Compressed Sparse Set Associative Cache (CSSAC) which makes
use of the sparsity and the robustness of LSM. We apply CSSAC on an LSM-
oriented neuromorphic processor to demonstrate how the hardware design sup-
ports CSSAC to enable storage compression and complete LSM computation.
CSSAC does not introduce much metadata overhead to ensure the compression
effect, nor does it decrease the accuracy of LSM or the performance of the proces-
sor. Experimental results show that in our implementation, CSSAC can, at best,
result in 14%-55% reduction in on-chip storage and 5%-46% reduction in pow-
er consumption of the processor under different weight data widths on MNIST,
NMNIST, DVS128 Gesture datasets.

Keywords: spiking neural network, neuromorphic processor, liquid state ma-
chine, storage compression

1 Introduction

SNNs [1-3] and neuromorphic processors [4—6] have attracted much attention and de-
veloped rapidly due to the characteristics of modeling the behavior of neurons in the
brain and high energy efficiency. As a kind of SNN, LSM [1] has shown great potential
in the fields of image recognition and speech recognition [7]. Because it is natural to
use LSM to recognize the spike trains produced by various new sensors, such as Dy-
namic Vision Sensor (DVS) [8] and Dynamic Audio Sensor (DAS). Besides, compared
with other SNNs, the training of LSM is simpler because only the readout layer of it,
which is generally a single-layer fully connected layer, needs to be trained. Moreover,
different readout layers can share the same versatile reservoir layer which is responsible
for data pre-processing, to deal with multiple tasks.

In neuromorphic processors like TrueNorth [4] and Loihi [5], all synapses and
weights are reserved on-chip storage to support the deployment of different kinds of
SNNs with dense or sparse connectivities. However, the storage reserved for weights
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and synapses is redundant if the deployed network on the neuromorphic processor is
LSM which is sparse. It limits the number of logic neurons of LSM that a single chip
with the fixed area can support, which influences the processing ability and the best ac-
curacy of LSM. Besides, in the neuromorphic processor such as TrueNorth, the power
consumption used for storage is several times that of computing and communication.
Thus, compressing the storage of weights and synapses can reduce power consumption
or increase the number of logic neurons on a single chip without adding more storage,
which is vital to enabling a single chip to handle more complex tasks and the construc-
tion of multi-core neuromorphic processor to simulate larger-scale biological neural
networks in the next generation.

In this work, we propose CSSAC, a lossy storage compression method for LSM-
oriented neuromorphic processor. It makes use of the sparsity and the robustness of
LSM to enable storage compression without incurring accuracy loss of LSM. To demon-
strate how the hardware design supports CSSAC to enable storage compression and
LSM computation, we design a hardware neuron for LSM-oriented neuromorphic pro-
cessor using CSSAC storage organization. Thus, CSSAC can be used in hardware neu-
rons of similar neuromorphic processors deployed sparse SNNs like LSM. To sum up,
our main contributions are as follows:

— We design a lossy storage compression method, CSSAC, for LSM-oriented neuro-
morphic processor. It makes use of the sparsity and the robustness of LSM to enable
storage compression on weights and synapses of LSM and does not incur LSM ac-
curacy loss, large metadata overhead nor processor performance degradation.

— We design a hardware neuron for LSM-oriented neuromorphic processor using C-
SSAC storage organization, demonstrating how the hardware design supports C-
SSAC to reduce the storage and power consumption and to complete LSM compu-
tation.

The experimental results show that, in our implementation, CSSAC can, at best,
result in 14%-55%, reduction in storage and 5%-46%, reduction in power consumption
under different weight data widths on MNIST, NMNIST [9], DVS128 Gesture [10]
datasets when compared with the uncompressed implementation.

2 Background and Motivation

In this section, we will introduce the basic structure of LSM and compressed sparse
storage methods. Then we will introduce our motivation, the sparsity of LSM and the
robustness of LSM.

2.1 Liquid State Machine

As shown in Fig. 1, LSM consists of the following three components. The input layer,
which is a feed-forward neural network for receiving external spike trains produced by
new sensors such as DVS and DAS. The reservoir layer, which is a spiking recurren-
t neural network composed of multiple neurons for data pre-processing. The readout
layer, which can be many kinds of structures such as Support Vector Machines (SVM),
fully connected neural networks, and linear regression models, etc. with plastic weights
for classification.
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Input Layer Readout Layer

Time Reservoir Layer
for Data Pre-processing

Fig. 1. The typical structure of LSM. The reservoir layer is a spiking recurrent neural network for
data pre-processing with implastic weights. The weights in the readout layer are plastic.

As the core of LSM, the reservoir layer is the most time-consuming and has the most
complex structure, among the three layers of LSM. As shown in Fig. 1, there are two d-
ifferent types of neurons in the reservoir layer. Ones are the excitatory neurons (the dark
green ones) and others are the inhibitory neurons (the light green ones). So there are four
kinds of synapses in the reservoir layer according to the difference between the starting
and ending neurons. They are excitatory-to-excitatory synapse, excitatory-to-inhibitory
synapse, inhibitory-to-excitatory synapse, and inhibitory-to-inhibitory synapse.

The topology of the reservoir layer is generated according to different connection
probabilities of the four connections in network initialization. The weights of the reser-
voir layer will remain unchanged during both inference and training after the initial-
ization. While only the weights of the readout layer are plastic and can be trained to
do classifications of different tasks. This feature makes LSM training simpler and less
time-consuming than other SNNs.

2.2 Compressed Sparse Storage Formats

Compressed sparse storage formats are used to exploit the sparsity of neural networks
to enable storage compression. The main idea of it is that only the non-zero entries will
be stored, together with their indices which uniquely identify each entry. The existing
sparse storage formats includes Compressed Sparse Row (CSR) [11], Compressed S-
parse Fiber (CSF) [12], co-ordinate [13] and their variants [14]. In these formats, the
non-zero entries are stored contiguously in the memory along with their indices. For
example, each entry in CSR is (dw + iw) long, where dw and iw are the bit widths
of the non-zero elements and their indices, respectively. The bit width of the index is
determined by the number of entries before compression. Therefore, when the network
sparsity is high enough, using these compressed sparse storage methods can bring ben-
efits. However, when the network sparsity is not high enough, the metadata overhead
brought by them will make the effect worse or even counterproductive.

2.3 Motivation

In this section, we will introduce the sparsity and robustness of LSM which provides us
a chance to enable lossy storage compression on LSM-oriented neuromorphic proces-
sor. Then we will introduce our motivation.

The Sparsity of LSM Lsm is spare both in space and time. The sparsity in space of
LSM is the key to storage compression. During the initialization of the reservoir layer,
the four types of synapses are randomly generated with different connecting probabili-
ties. Through a large number of experiments, we find the optimal connection probabili-
ties that can make the LSM network reach the highest accuracy under different datasets.
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With the optimal connection probabilities, averagely, the total connection probability is
about 34.7%. In other words, 65.3% of all weights are zero. Thus these weights can
be compressed and their storage can be saved by using the compressed sparse storage
method.

The Robustness of LSM We observe that if we randomly replace a certain proportion
of the non-zero weights with a non-zero value in the reservoir layer, the LSM accuracy
will not decrease after the replacement. So LSM has a certain degree of robustness.

Random Disturbance Ratio-Accuracy Loss

51 —@— DVS128 Gesture
N-MNIST
—#— MNIST

Accuracy Loss (%)

5%, maximum disturbance ratio

« without accuracy loss

2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
Random Disturbance Ratio (%)

Fig. 2. Relationship between random disturbance ratio on non-zero weights and accuracy loss
under different datasets.

We conduct an experiment to further quantify the robustness of LSM. First, we
generate and initialize an LSM network. Then we train the weights of its readout layer
until the accuracy of the network is converged. After that, we keep the weight of the
readout layer unchanged, randomly replace a certain percentage of the non-zero weights
with a non-zero value in the reservoir layer. We define this kind of operation as the
random disturbance. After the disturbance, we observe the relationship between the
random disturbance ratio and accuracy loss. As shown in Fig. 2, when the random
disturbance ratio is less than or equal to 5% on the MNIST, NMNIST, and DVS128
Gesture datasets, the LSM accuracy will not lose.

In summary, the static sparsity of LSM provides us a chance to enable storage com-
pression on LSM-oriented neuromorphic processor. The robustness of LSM allows us
to change a small part of non-zero weights without incurring the accuracy loss of LSM.
These two features of LSM create the foundation for the lossy sparse compression
method on LSM-oriented neuromorphic processor to reduce the power consumption
or increase supported logic neurons with the fixed chip area.

3 Compressed Sparse Set Associative Cache

In this section, we will present the details of CSSAC and analyzes the metadata over-

head it brings. The discussion about the sensitivity of the parameters is in Section 6.
The main idea of the CSSAC approach is to compress the storage by storing only

the non-zero weights on the chip and organizing the weight memory as a read-only set-
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associative cache. During the processor initialization, All non-zero weights are trans-
ferred to the on-chip weight memory to be stored. Weights that have nowhere to be
stored due to the storage limit will be discarded. But their synapses information is pre-
served on the chip. Thus discarded weights can be replaced by other weights stored on
chip when needed.

3.1 Details of the Method

In the CSSAC method, we first group all weights including zero ones and non-zero
ones of a neuron into equal groups. Then we generate tags based on higher bits of their
addresses for them. With the tag, a weight can be distinguished from other weights
within the same group.

All non-zero weights and their tags will then be transferred to the belonging set in
memory on-chip. But some of them will have no place to store because we reduce en-
tries in each set in on-chip memory by the same amount. The number of reduced entries
in each set is determined by the compression ratio under the random disturbance ratio
without accuracy loss. Thus, these weights will be discarded. Note that some storage
units may be empty. The on-chip memory is organized as a read-only set-associative
cache after the above initialization. Each stored entry is (dw + tw) long, where dw
and tw are the bit widths of the weights and their tags respectively. tw is calculated as
tw = [log2(N)], where N is the number of entries in a set before the compression.
Besides, all of the synapses information is stored in an on-chip adjacent vector in which
each bit indicates whether a synapse exists or not, to distinguish weights that are dis-
carded in compression from zero weights. Thus, if the discarded weights are needed,
their existence can be known through synapses information and they can be replaced by
the weights stored in the same set to be used.

Address Original

Weight 0 tw bits dw bits
Weight 1 , ’ -
Weight 2 Group 0[ 00 |[ Weight 0 |[ 01 |[ Weight4 |[ 10 |[ Weight8 |[ 11 0
0 Grouping Group 1 00 |[ Weight1 ][ 01 |[ Weight5 |[ 10 || 0 |[11 |[weight 13
| Weight4 | = Group 2[00 |[Weight2 |[01 ] 0 [10] o0 |11 ] o |
Tag Number |- Weight5 | Group3[00] 0 |01 0 [ 10 ] Weight41][ 11 | Weight15
0
1[0[o[o] | Weight 8 1Compress ¥ Discard
g CSSAC
Set Number |0 ht i Set0 [00 [ Weighto ][ 01 | Weight4 | [4[1[4[o[1[1]o[o[4]o[o[]o[1[0[1
0 Set1 [00 |[ Weight1 ][ 01 | Weight5 | Adjacent Vector
Wei oh“3 Set2 [00 |[ Weight2 |[ 01 | empty
NEEHE Set3 [10 |[Weight11 ][ 11 |[Weight15 ’ On-chip Memory

Fig. 3. Compressed sparse set-associative cache.

During the process of computation, a request for weight will lead to simultaneous
accesses to both the weight memory and the adjacent vector. By the modulus opera-
tion between the requested weight index and the number of sets, the corresponding set
number is generated. All tags in the target set are read out and compared with the tag
of request weight. If the tag of the requested weight hits one of the tags in the set, the
corresponding weight is read out to be used. If not and the bit corresponding to the
requested weight in the adjacent vector is 17, the first item in the same set is read out
to replace the requested one.
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As shown in Fig. 3, we give an example of the CSSAC. Assume that a neuron has 16
synapses and weights. Only 9 of synapses are existent, i.e. the weights of them are non-
zero, due to the static sparsity. Firstly, weights are grouped into 4 groups equally based
on the modulo operation of their indexes. Each set has four entries. So the bit width
of the tag is 2. The entries of each set are reduced to 2 in on-chip memory. During the
process of transferring all non-zero weights and their tags to on-chip memory, weight
8 and weight 13 are discarded because of the limitation of storage space. Besides, the
adjacent vector is also set to store all synapses information without compressing.

Access all tags
Generate tag o q " Read out the
—> » in target setin Hit: . .
and set number . hit weight
weight memory

Not hit

Weight request Read out the
8 q eplaced weigh

Exist
Syn_apse Not exist Sl the_
exists? computation

Fig. 4. The process of accessing a request weight in CSSAC.

. | Access adjacent
vector

The process of accessing a request weight is executed as the sequence in Fig. 4 and
the storage of CSSAC is organized as on-chip storage shown in Fig. 3. For instance, if
wetght 3 is requested, the computation will be skipped. Because the synapse of weight
3is found as 0" in the adjacent vector. If weight 8 is requested, its tag will not be found
in weight memory. But in the adjacent vector, the synapse of weight 8 will be found as
”17. Thus, the first entry in the same set, wetght 0, is read out to replace it.

3.2 Metadata Overhead

Given all weights entries of in-degree synapses of a neuron is a if it supports fully
connect with other neurons. These entries are divided equally into s sets. We reduce
r entries per set to compress the storage for there are not that many synapses needed
to be stored due to the static sparsity of LSM. Thus the total metadata overhead M
is computed as follows, which consists of tag and synapse information stored in the
adjacent vector.

a
M = [([log2()1) x (a = s x 1) + (1 x a) (1)

wherel <s<gand1l <r < % The compression ratio C' is calculated as follows:
c =" 100% @)

The storage reduction rate R considered metadata overhead is calculated as follows:
M+(1-C)xaxdw
a X dw
where dw is the quantization bit widths of the weights. The discussion about the sensi-

tivity of storage reduction under different quantization bit widths is in Section 6.
Compared with the conventional compressed sparse storage method, CSSAC has a

better effect on the medium sparse network such as LSM. Because it introduces less

metadata overhead than conventional methods which are discussed in Section 6.

R=[1-

] x 100% 3)
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4 CSSAC-Improved Architecture

In this section, we will briefly introduce the working process of a typical LSM-oriented
neuromorphic processor. Then we introduce the hardware neuron design in detail to
demonstrate how the hardware neuron supports CSSAC storage organization to reduce
weight storage and completes LSM computation.

Algorithm 1: Workflow of typical LSM-oriented neuromorphic processor

Input: external input spike;¢, s < I,t < T //1is the number of input neurons
Output: Classification result R
for t = 1;t < T';// T is the number of time steps in one sample picture do
fori = 1;¢ < N;do
for j = 1;5 < I+ N;//N is the number of hardware neurons do
if spikej; == 1&&synapse;; == 1 then

‘ voltage; = voltage; + weight;;;
end

end

if voltage; > threshold then

spike;4r,t+1 = 1;//Generate internal spikes as input for the next time step.
voltage; = 0;

state; = state; + 1;

end
end

end
R = Readout(state); /Readout is the function of readout layer of LSM.

Typical LSM-oriented neuromorphic processor works by timestep as Algorithm 1.
In each time step, the external input spike train and their indices are sent to the hardware
neuron by shift registers cycle by cycle. Each neuron receives the spike and index in
each clock cycle and the weight is accessed according to the received index to perform
membrane voltage accumulation. When all the external input spikes in a time step are
processed, each neuron compares its membrane voltage with the pre-stored threshold.
And each neuron will generate an output spike if the voltage is larger than the threshold
for the use in the next time step as an internal input spike. Then, the computation of the
next time step can be started. After all the time steps of a sample picture are performed,
the acquired liquid states are used to get the classification result.

spike_in % ) Index ind ¢
i | A index_ou
index_in addr setnumber Ve1gNt SRAM Counter -
Threshold
| tag " tag | | weignt || weight | [ ] %I spike_out

| tag " tag | |weighl " weight I
tag . Neuron i

voltage
\ﬂlljl/ weight )
I
Synapse
Operation
& Adj t Vector Regist: £ J

Fig. 5. Block diagram of the hardware neuron.

4.1 Hardware Neuron

The function of the hardware neuron is receiving the input spike, performing the accu-
mulation of membrane voltage of neurons, and generating the output spike. As shown
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in Fig. 5, the structure of a neuron consists of the following components. A weight S-
RAM and a tag SRAM are used to store the weights of all logic neurons in a hardware
neuron using CSSAC organization with parallel comparators and a multiplexer. An ad-
jacent vector register that stores the uncompressed synapses information. Registers that
stores the threshold and all membrane voltages of logic neurons. A synapse operation
module is used to perform the accumulation of membrane voltage. A comparator used
to compare the threshold with membrane voltage and to decide whether to generate an
output spike or not. An index counter which indicates the index of the logic neuron
being used.

H | M o [wog [ o [weoe
-0 0 oo Mmool [ | [ F T ool
i - i [o[we] o] [o[we.D]||
1! Cycle 1 J Cycle2 J Cyele3 Iwa2)  [cydes
o L - ] -] o - [1]wa2)]
NU1 | NU1 NU1 NU1
o -1 - ol (- - o) 1 - ol -1 -
W(0,1) is stored in set 1 W(0,2) i discarded W(1,2) s stored in set 0
(a) Initialization process of hardware neurons.

Use W(0,0) to replace W(0,2) [cycle4 - Cycle5 |
| . H Lweo] (/5] o xwo HH [e¥eal|{f o H [oIweo)
& [« o & o td [0[we.n] o [0]wen]

V_04=W [Cycle2 V_0+=W(0,0) [ Cyele5 | V_0> threshold 591 v.o=0

ol F ivaa) ||| [ T el |5 L Caa) |, [ G
[t o I o ||| |3 B -] B ]

Skip Skip V_1+=W(1,2) V_1 < threshold

(b) Execution process of hardware neurons.

Fig. 6. Working process of hardware neurons organized using CSSAC.

The neuron works as follows, which is shown in Fig. 6. During weight initialization,
the initial weights are input into the hardware neuron and stored in the weight SRAM
using the CSSAC method. To simplify, assume that each neuron has 4 synapses and 2
sets. Each set has 1 entry. Weights are passed between neurons to be stored in neurons
they belong to. Some weights will be discarded due to the storage limitation but their
synapses will be stored in the adjacent vector such as the condition in C'ycle 3.

During the membrane voltage accumulation process, each neuron receives the input
spike and index from the shift register. Using the index, each neuron checks the exis-
tence of the synapse in the adjacent vector. If the input spike is ”0” or the synapse is
found not existent, the computation in this cycle is skipped as NU 1 dose in Cycle 1, 2,
and 3. If the input spike is ”’1” and the synapse exists, set number and tag are generated
according to the input index. Then all the tags of the target set are accessed to be com-
pared with the generated tag. If the generated tag does not match any tags in the set,
the weight in the first place of the set is directly fetched to perform the accumulation
computation of membrane voltage as NU 0 does in C'ycle 3 of the execution process.
The computational model of the neuron is performed as the leak-integration-firing (LIF)
neuron model [7].

After processing all the input spikes, neurons will enter the phase of output spike
generation. The calculated membrane voltage is compared with the pre-stored thresh-
old. If the membrane voltage is greater than the threshold, an output spike is generated
and the membrane voltage is reset as NU 0 does in C'ycle 4 and 5 of the execution pro-
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cess. Otherwise, there is no output spike and the membrane voltage of the logic neuron
is directly written back to the corresponding register. And the membrane voltage of the
next logical neuron to be processed is taken out for computation during the same time
step. Until voltage updating computations of all logic neurons are finished, computation
of the next time step will be started then.

S Experiment Setup

5.1 Simulation Infrastructure

We use Brain 2 [15], a spiking neural network simulator, to generate the topology of
an LSM network containing 256 input neurons, 1024 reservoir neurons, and a 1024*10
fully-connected readout layer. Then we initialize the weights in LSM, train the network
to convergence, test the LSM accuracy, and conduct the random disturbance experiment
of weights in the reservoir layer. We use a python-based simulator to simulate the stored
procedure of CSSAC and acquire the discard ratios under different compression ratios.
Note that the effect of the discard ratio and the random disturbance ratio on the LSM
accuracy is nearly equal.

5.2 Hardware Implementation

We implement the hardware architecture using RTL-level code and evaluate in 32nm
ASIC technology to get experiment data of hardware. We first implement an uncom-
pressed version of the neuromorphic processor using 1024 uncompressed hardware lig-
uid neurons. It uses shift registers for spike transmission and contains the necessary
buffers for data exchange. We then use CSSAC-improved hardware neuron implemen-
tation to replace the neurons in the uncompressed version of the neuromorphic proces-
sor. Then we get a compressed version of the neuromorphic processor implementation.

5.3 Datasets

For image recognition, we use a subset of the MNIST and N-MNIST, each including
10k images for training and 10k samples for testing. For the DVS dataset, we use the
DVS128 Gesture dataset [10] which contains 11 hand gestures from 29 subjects under 3
illumination conditions.The highest accuracies the LSM we use can achieve in MNIST,
N-MNIST, DVS128 Gesture datasets are 87.1%,93.1%, and 85.6%, respectively while
they are 99%, 99%, and 94% [10] in state of the art work [16] using DNN.

5.4 Measurements

First, we measure the sensitivity of the discard ratio under the different number of sets to
find the optimal parameter configuration of CSSAC. Second, we measure the compres-
sion effect under different weight data widths compared with CSR compressed sparse
format. Then we measure the power consumption reduction of the processor brought
by CSSAC. The baseline is the implementation without storage compression.

6 Evaluation
6.1 Discard Ratio Sensitivity Analysis on Number of Sets

To study the impact of the number of sets on the discard ratio in CSSAC stored pro-
cedure, we examine the storage compression under different numbers of set. In infras-
tructure, each reservoir neuron has 1280 synapses (256 from input neurons and 1024
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from internal reservoir neurons). Fig. 7 (a) shows different configurations of CSSAC.
First, we determine the number of sets. Then we compress the storage by reducing the
number of entries in each set, i.e. ways. The configuration points under the blue dotted
line plane will not bring accuracy loss. Each CSSAC configuration point corresponds to
a storage reduction rate. As shown in Fig. 7 (b), the fewer sets there are, the more toler-
ant the discard ratio is to the storage reduction rate. Because the memory is becoming
more similar to the fully associative cache when the number of sets gets smaller. But
the hardware overhead of the memory increases when the number of sets gets smaller

for that it needs more parallel comparators to compare the tags in the same set. So the
number of sets can not set to be too small.

—8— 20 sets
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Fig. 7. The relationship between the storage compression and the weight discard ratio under dif-
ferent sets and ways numbers configuration when the data width of weight is 8-bit.

6.2 Compression Effect Sensitivity Analysis on Weight Data Width

To compare the compression effect of the CSSAC, hash addressing, and CSR [11],
we conduct storage compression using these three methods under different weight da-
ta widths. Fig. 8(a) shows the maximum storage reduction that can be achieved by the
three methods under different weight data widths. Although the CSR method only stores
non-zero weights and the storage utilization is 100%, its compression effect is worse
than CSSAC due to its high metadata overhead. Another reason for the poor perfor-
mance of CSR applied to LSM is that the sparsity of LSM is not particularly high, thus
limiting the effect of CSR. So stored in CSR, the total storage with metadata overhead
is even larger than the storage before compression.

As for hash addressing, we use a simple hash function to recode addresses for non-
zero weights. The non-zero weights whose addresses are collided will be discarded.
We use this method as a lossy sparse compression method to compare with CSSAC.
Because this approach has less metadata overhead, it works better when the weight data
width is lower. However, due to the high collision rate (more than 6%) brought by this
method, the accuracy of LSM will be reduced, so we do not adopt this method.

6.3 Power Consumption Evaluation

Compressing storage with CSSAC brings power consumption reduction of the proces-
sor. We synthesize the uncompressed implementation and the compressed implemen-
tation with CSSAC of the neuromorphic processor to show the relationship between
the power consumption reduction and the compression ratio. As shown in Fig. 8(b),
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CSSAC brings 5%-46% reduction in power consumption under different weight data
widths.
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Fig. 8. The compressing effect and power consumption sensitivity under different weight quanti-
zation.

6.4 Performance Evaluation

Before storage compression using LSM sparsity, memory access in the neuromorphic
processor is accomplished by direct addressing. Therefore, only one clock cycle is re-
quired when accessing the weight. In the case of using CSSAC, access to the synaptic
information in the adjacent vector is also done by direct addressing and thus requires
one clock cycle. But access a weight requires two clock cycles for this process contains
two steps, tag comparing and weight selecting out which need two clock cycles in total.
However, only if the input spike is ”’1” and the synapse is existing will the two-cycle
weight access process be performed in full. Due to the sparsity of LSM in time and s-
pace, the actual probability fully-executed weight access is about 0.1% averagely in the
LSM we use under the mentioned three data sets. Thus, using the CSSAC results in less
than 0.2% reduction in the performance of the neuromorphic processor approximately.

7 Related Work

Wang et al. [7] presented a general-purpose LSM-oriented neuromorphic learning pro-
cessor with integrated training and recognition for real-world pattern recognition prob-
lems. They did not take advantage of the sparsity in LSM for storage compression. Jin
et al. [17] proposed a novel sparse and self-organizing LSM architecture with a spike-
timing-dependent plasticity mechanism for efficient on-chip training. In their work, they
exploited the sparsity of the readout layer and realized up to 29.2% synapse reduction.
But they didn’t pay attention to the sparsity of unchanged weights and synapses in the
reservoir layer of LSM, which took up more storage than the readout layer. Because in
their work, the number of reservoir layer neurons was only 135, the storage of weight-
s in the reservoir layer might not be a big deal. TrueNorth [4] was a neuromorphic
processor which was composed of 4096 neurosynaptic cores tiled in a 2D array. It im-
plemented sparse memory access patterns to exploit the sparsity of SNNs but it did not
adopt storage compression. Loihi [5] was a neuromorphic processor which advanced
the state-of-the-art modeling of spiking neural networks in silicon. It supported three s-
parse matrix compression models in which fan-out neuron indices were computed based
on index state stored with each synapses state variables.
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To sum up, the above works do not pay attention to the storage compression of the
reservoir layer in LSM. And we do not know about the details of how Loihi support
the sparse compression because the authors only introduced the methods briefly in their
papers.

8 Conclusion

In neuromorphic processors, the storage of weights and synapses is redundant if the
deployed network is sparse, such as LSM. In this work, we design a lossy storage com-
pression method, CSSAC which makes use of the sparsity and the robustness of LSM.
CSSAC does not introduce much metadata overhead nor does it decrease the accuracy of
LSM or the performance of the processor. We apply CSSAC on an LSM-oriented neuro-
morphic processor. Experimental results show that in our implementation, CSSAC can
bring much reduction in storage and power consumption of the neuromorphic proces-
sor, which is meaningful to enabling a single chip to handle more complex tasks and the
construction of multi-core neuromorphic processors to simulate larger-scale biological
neural networks in the next generation.
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