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Abstract. Direction of arrival (DOA) is widely used in communication,
biomedicine, and other fields. Stochastic maximum likelihood (SML) al-
gorithm is an excellent direction of arrival (DOA) estimation algorithm.
However, the extremely heavy computational complexity in the process
of SML analysis restricts its application in practical systems. Aiming
at this problem of SML, this paper proposes a parallel accelerating al-
gorithm of membrane computing (MC), particle swarm optimization
(PSO), and artificial bee colony (ABC). Firstly, the solution space of
SML algorithm is divided into basic membrane and surface membrane by
using membrane computing; then particle swarm optimization algorithm
is used for local parallel optimization in each basic membrane, and the
locally optimal solution is transferred to the surface membrane; finally,
the artificial bee colony algorithm is used to find the global optimum
in the surface membrane. The results of the experiment show that the
proposed algorithm greatly reduces the analytical complexity of SML,
and the calculation time is decreased by more than 5 times compared
with the commonly used optimization algorithms such as GA, AM, and
PSO.

Keywords: Direction-of-arrival (DOA) · Stochastic maximum likelihood
algorithm(SML) · Membrane computingd(MC) · Parallel computing · In-
telligent optimization .

1 Introduction

Since the 1960s, numerous fruitful algorithms about DOA have been proposed,
and these algorithms are being developed rapidly. The mainstream algorithms
in the current DOA field consist of linear prediction algorithms, subspace de-
composition algorithms, and subspace fitting algorithms. The linear prediction
algorithm is the basic algorithm of DOA estimation[10]. It is not commonly used
in modern engineering practical systems for its poor resolution. Afterwards, RO
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Schmit[12] proposed the multiple signal classification (MUSIC) algorithm. The
algorithm launched the research of subspace decomposition algorithms. Then
Paulraj, Roy, and Kailath[11] developed the estimation of signal parameters us-
ing rotational invariance techniques (ESPRIT) based on the decomposition of
subspace. ESPRIT can obtain the closed-form solution directly, but accuracy is
poor[3]. Since then, many DOA estimation algorithms have been proposed, in-
cluding weighted subspace fitting (WSF)[5], deterministic maximum likelihood
(DML)[2] and stochastic maximum likelihood (SML)[7]. This type of algorithm
constructs the fitting relationship between the array manifold matrix and signal,
then estimates the unknown parameters by calculate the cost function.

In theory, the SML algorithm has the best DOA estimation accuracy, but
the huge amount of computation hinders its application. To solve its problems,
a series of optimization algorithms have been proposed in recent years, such
as alternating minimization (AM)[1] algorithm, alternating projection (AP)[4],
EM algorithm[9], artificial intelligence optimization algorithm, etc. The conven-
tional optimization algorithm works well in solving low-dimensional optimization
problems, but as the increase in dimension and the number of solution space,
the optimization ability of conventional optimization algorithms also decreases.
Moreover, the solution to the SML cost function is a multidimensional optimiza-
tion problem, and there are multiple local best solutions, the problem will be
more complicated. Traditional optimization algorithms cant deal it well.

Membrane computing (MC) was proposed by Gheorghe Paun[6]. The basic
idea of MC is to abstract the function and structure model of biological cells to
build a similar computational model. MC combines the ideas of parallel com-
puting and distributed computing. It is an ideal calculation mode suitable for
multi-dimensional optimization problems of large spaces. Thus, this study aims
to explore a new method suitable for SML cost function based on the theoretical
framework of membrane computing.

The second part of the thesis introduce the basic model and SML algorithm
about the DOA estimation. The third part describe the specific process of the
SML algorithm based on MC. The fourth part analyze the results of experiment
and algorithm performance. The fifth part draw the conclusion of the study.

2 Mathematical Model and SML

2.1 Array signal model

The q far-field narrow-band signals are incident on an antenna array from differ-
ent angles (θ1,θ2,L,θa), and the center frequency of the signal is ω0, the antenna
array consists of p array elements, the wavelength of the signal is λ, the spacing
between the elements is d = λ/2. Under ideal conditions, assume that each ar-
ray element in the array is isotropic, there is no channel inconsistency, mutual
coupling, and other factors, the noise of the signal is Gaussian white noise, and
the variance is σ2. The mathematical model of the signal received by the p array
elements is as follows:

X(t) = AS(t) +N(t) (1)
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In the equation (1), X(t) denotes a p × 1 dimensional snapshot data vector
of the array, A is a p× q dimensional array manifold matrix of the antenna, S(t)
is a q × 1 dimensional signal data vector, and N(t) is a p× 1 dimensional noise
data vector. Suppose that the received data is subjected to L fast sampling, and
finally can be expressed as X = [x(t1), x(t2), ..., x(tL)].DOA estimation problem
can be expressed as: given the observation data , then get the direction of arrival
of the signal: Θ̂ = {θ̂1, θ̂2, ...θ̂q}.

2.2 Stochastic Maximum Likelihood Algorithm

The derived values of the variables were calculated according to the SML criterion[13],
and the likelihood function of the single observation data is written as:

fi(x) =
1

πpdet{R}
exp(xHi R

−1xi) (2)

The joint probability density function of q observations is as follows:

fSML{x1, x2, ..., xq} =

q∏
i=1

1

πpdet{R}
exp(xHi R

−1xi) (3)

In equation (3), det{.} is the determinant of the matrix, R is the covariance
matrix of the observed data, and the negative logarithm of the joint probability
density function is obtained:

−lnfSML = L(Mlnπ + ln(det{R}) + tr{R−1R̂}) (4)

To obtain the maximum likelihood estimation of the parameters, it is nec-
essary to calculate the maximum value of the log likelihood function in the pa-
rameter space. For SML, f is a function of the variable θ so that the maximum
likelihood function is expressed as:

LSML(θ) = σ2(p−q)det{A+R̂A(θ)} (5)

σ̂ = arg min LSML(θ) (6)

In equation (3), A+ = (AH(θ)A(θ))−1AH(θ), the orientation estimate of the
Stochastic Maximum Likelihood algorithm is to find θ = [θ1, θ2, ..., θp] to bring
the likelihood function LSML(θ) to a minimum. Because it involves the solu-
tion of multi-dimensional nonlinear functions, it is more complicated to solve it
with traditional optimization algorithms. Membrane computing is very suitable
for solving such problems because of its distributed and parallel characteris-
tics. Accordingly, the minimum value of LSML(θ) is calculated by the membrane
computing algorithm.
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3 SML Based on Membrane Computing

In recent years, inspired by the biological laws of nature, a bionic optimization
algorithm called membrane computing has received great attention from people
and has achieved remarkable results in practical engineering applications. Since
MC is easy to optimize in parallel, this study combined the advantages of MC
with the SML algorithm and proposed an SML algorithm using the theoretical
framework of MC. First, divide the solution space of the SML algorithm. Second,
use the PSO algorithm in parallel for local optimization in each basic membrane.
Finally, use the ABC algorithm in the surface membrane for global optimization,
which is the final result. In the parsing process of the entire algorithm, since the
local optimization algorithms in each of the basic membranes are performed
independently, no communication is performed between the basic membranes.

3.1 Membrane division of the solution space

The solution space of the SML is stratified into appropriate ”base membranes”.
The solution of the SML cost function can be expressed by the following math-
ematical model:

L(θ) = ln(σ2(p−q)det{A+R̂A(θ)}) (7)

The maximum likelihood estimation of the DOA is set as the objective func-
tion of the solution:

minf(θ), θ = [θ1, θ2, ..., θq] ∈ Q = [−90◦, 90◦] (8)

In equation (8), q denotes the dimension of the solution space, f(θ) is the
objective function of the algorithm, and Q is the solution space of the SML algo-
rithm. The feasible solution spaceQ is spatially stratified into m sub-regions, that
is, m basic membranes,[s(1), t(1)], [s(2), t(2)], ..., [s(m), t(m)], the basic mem-
branes is stratified as follows:

s(i) = −90◦ +
180◦

m
(i− 1) (9)

t(i) = −90◦ +
180◦

m
i (10)

Each subspace [s(i), t(i)] serves as a basic membrane region of the membrane
system for intra-membrane local search. To verify the effect of the number of
basic membranes (m) on the performance of the MC, the selection of the number
of basic membranes is discussed below:

Fig. 1 shows the variation of the DOA estimates that is run 100 times sepa-
rately when the two sources are incident from different directions (10◦ and−30◦),
as the number of basic membranes increased from 2 to 10. Fig. 1(a) shows that
when the angle is 10◦ and the number of base membranes is 4, the DOA estimate
is closest to the true value 10◦; Fig. 1(b) suggests that when the angle is −30◦

and the number of base membranes is 4, the DOA estimate is the closest to the
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true value −30◦. In general, though the DOA estimate shows an irregular change
with the increase in the number of base membranes, when the number of base
membranes is 4, even if two sources are incident from different directions, the
DOA estimation error is the smallest, and it is more advantageous to obtain the
optimal value. Therefore, in this experiment, the number of basic membranes is
chosen to be 4.
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Fig. 1. Experimental results of the DOA estimate as a function of the number of basic
membranes.

The variation diagram in Fig.2 reveals that when the number of basic mem-
branes is 4, the average fitness value will be the smallest (SML algorithm seeks
the minimum cost function value). In summary, when two sources are incident
from different directions (10◦ and −30◦), and the number of basic membranes is
4, the DOA estimation performance will be the best.

3.2 Intra-membrane local search parallel algorithm

The PSO-based intra-membrane local search algorithm based on PSO integrates
the idea of parallel computing of membrane computing, and combines mem-
brane computing with traditional PSO algorithm[8]. The following describes the
specific process of local search algorithm in membrane:

(1) The cost function L(θ) of SML is the fitness function of the PSO algorithm;
(2) Since the receiving array is a uniform planar array, the range of the solu-

tion space is [−90◦, 90◦], namely the optimized spatial extent of the PSO
algorithm is [−90◦, 90◦], and the solution space is spatially stratified into m
sub-regions [s(1), t(1)], [s(2), t(2)], ..., [s(m), t(m)];

(3) Construct a particle group Θ = {Θ̇1, Θ̇2, ..., Θ̇n}, the number of particles in
the particle group is n, divide n particles into m parts, the number of each
part is n/m, the m particles are randomly distributed in m base membranes
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Fig. 2. Experimental results of the fitness value changing with the number of basic
membranes.

(the surface membranes must be empty), and each particle is a potential
solution to the optimization problem;

(4) Initialize various parameters in the PSO algorithm, such as the number
of particles n/m, the inertia factor ω, the number of iterations, etc. Each
particle continuously iterates according to the local optimal solution and the
global optimal solution. Let i be the ith particle, l means the number of lth
iterations, Θli is the position of the ith particle in the search space at the
lth iteration, Cli is the local optimal solution of the ith particle after lth
iteration. It is obvious that:

C0
i = Θ0

i (11)

Ci
1 = arg min

Θ0
i
,Θ1

i

L(θ), ... (12)

Ci
l = arg min

Θ0
i
,...,Θl

i

L(θ). (13)

Let Dl be the global optimal solution that all particles can find after lth
iterations, thus

Dl = min{Cl1, Cl2, ...Cln/m} (14)

(5) The independent variable Θi, the local optimal solution Cli and the global
optimal solution Dl is updated by loop iteration. The formula for updating
the position and velocity of the lth particle is:

θl+1
i = θli + vl+1

i (15)

V l+1
i = ωV li + c1r1(Cli −Θli) + c2r2(Dl −Θli) (16)

L is the number of iterations, ω is the inertia factor, ω ∈ [0.4, 0.9], r1, r2 is
the learning factor, and r1, r2 is the random number between 0 and 1;
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(6) If reach the maximum number of iterations or the accuracy reaches 10−5,
send the global optimal solution to surface membrance; otherwise, go to step
(5) and iterate again.

In the process of local search in membrane, the solution space is divided
firstly, and the local optimal solution and global optimal solution are updated
iteratively in different solution spaces. In the program running, the loop structure
often consumes the most computing resources. Optimizing the code in the loop
body or parallelizing the loop is the most common way to speed up the program
running. Because the search algorithm is independent in different solution space,
we can use parfor loop to accelerate the calculation, and make full use of the
parallel processing ability of multi-core processor to shorten the running time of
problem processing and improve the running efficiency of the algorithm.

3.3 Global Optimization Strategy

After the intra-membrane local search with PSO algorithm, the local optimal
value can be easily obtained, and then send the optimal solution in each basic film
to the surface film to guide the algorithm for global optimal search. Artificial bee
colony (ABC) algorithm has strong global search ability. Therefore, to improve
the computational efficiency of the algorithm, the ABC algorithm is used for
global optimization in the surface film region.

(1) At first, initialize the population to generate initial control parameters and
initial solutions. Mainly includes: the number of food sources is M(the num-
ber of solutions of optimization problem ), the maximum number of itera-
tions is P , and the maximum number of iterations of the food source whose
quality has not been improved is Limit. The initial solution is composed
of the local optimal solution transferred from the basic membrane to the
surface membrane, which corresponds to the bees one by one, then records
the fitness value and the optimal solution of each initial solution;

(2) According to equation (17), bees conduct neighborhood search to generate a
new candidate solution θ̇in, calculate the fitness value, and select the prob-
ability of θ̇in and θin to record the better solution;

θ̇in = θin + φin(θin − θkn) (17)

(3) Calculate the selection probability associated with each solution according
to equation (18);

pi =
fiti∑M
j=1 fitj

(18)

(4) The observation bees according to the Roulette Wheel Selection method
to select the food source with probability Pi. Then the observation bees
perform a neighborhood search according to equation (17) to generate a
new candidate solution θ̇in, computing the fitness value and making optimal
choices for θ̇in and θin, then record the better solutions;
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(5) The scout bees judge whether there is a solution to give up according to
Limit. If there is, a new solution will be selected from the local optimal
solution to replace the abandoned solution;

(6) Record the optimal solution to date;
(7) Cycle = Cycle+ 1, If Cycle < P or the accuracy less than 10−5, go to step

(2); otherwise, output the optimal solution.

3.4 DOA estimation step based on membrane computing

The above analysis reveals that the SML algorithm based on MC could be pri-
marily stratified into three parts, and the flow chart is shown in Figure 3.

Start

Dividing multiple "sub-
solution spaces" for the 
"solution space" of SML

Parallel operation low-
dimensional optimization 
algorithm in "sub-solution 

space"

Global optimal search in 
the superficial membrane 
region

Optimal value 
convergence? 

End
Yes

No

2020/1/9file:///C:/Users/HIAPAD/Desktop/绘图1.svg

Fig. 3. Flow chart of SML algorithm based on membrane computing.

4 Simulation and performance analysis

Through specific simulation experiments, the performance of the SML algorithm
based on MC proposed in this paper is analyzed. And compare it with PSO, AM,
and GA algorithm.The simulation environments include:

MATLAB R2016b,
i7-4770k CPU with 3.4GHz, 4-core, and 8-thread,
12GB DDR3 RAM.
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During the experiment, assuming the array is a uniform planar array, the
steering vector can be simplified as:

a(θ) = [1, e−jφ(θ), L, e−j(p−1)φ(θ)]T (19)

φ(θ) = 2π∆sinθ/λ (20)

In equation (19), λ denotes the signal wavelength, ∆ is the distance between
array elements. In the experiment, ∆ = λ/2, SNR is defined as:

SNRk = 10log10
E[|Sk(t)|2]

σ2
(21)

The Root-Mean-Square-Error (RMSE) is defined as:

RMSE =

√√√√ 1

qN

q∑
k=1

M∑
m=1

|θ̂k,m − θk|
2

(22)

In the equation (22), θ̂k,m denotes the derived value of θk in the mth exper-
iment, and do 100 times Monte Carlo experiments for each case.
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Fig. 4. RMSE relationship with signal-to-noise ratio change.

The receiving antenna adopts a 32-element uniform linear array, and four
narrow-band signals are incident from the far-field. The number of snapshots of
the signal is 1024, and the noise is Gaussian white noise with a mean of 0. For
the SML algorithm based on MC, according to the above analysis, the solution
space is divided into four basic membranes, and six particles are initialized in
each basic membrane. Fig. 4 describes how the RMSE of each algorithm varies
with SNR. For the ESPRIT algorithm, preprocessing is required when dealing
with coherent sources; for non-coherent sources, when SNR∈ [−10dB, 20dB],
the RMSE of PSO algorithm is much better than ESPRIT algorithm, and the
RMSE of SML algorithm based on MC is slightly better than PSO algorithm.
For the coherent source, the RMSE of the PSO algorithm is much better than
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the ESPRIT algorithm when SNR∈ [−10dB, 15dB]. When SNR∈ [15dB, 20dB],
the performance of the PSO algorithm and ESPRIT algorithm are similar. The
RMSE of the SML algorithm based on the MC is slightly better than the PSO
algorithm.

Under the same experimental environment, compare the performance of SML
algorithm based on MC, PSO, GA and AM algorithm.

For the AM algorithm, a search method combining long and short steps is
used. First, perform a rough search with a long step size (0.1◦) to find the range
of the optimal solution, and then perform a detailed search with a short step
size (0.01◦), when the estimated accuracy meet |G(l+1)−Gl| ≤ 10−5, record the
result. This method reduces the computational complexity of the global search
by the interactive minimization algorithm without reducing the DOA accuracy
requirements.

In the artificial genetic algorithm (GA), set the number of populations as
60, set the crossover probability as 0.6, and set the mutation probability as 0.1.
When the estimation accuracy of the DOA meet |G(l+1) −Gl| ≤ 10−5, stop the
iteration.

Table 1. Comparison of performance of different algorithms (non-coherent sources).

MC-SML PSO-SML AM-SML GA-SML

Number of particles —– 25 —— ——

Average number of iterations —– 143.5 —— ——

Total number of calculations —– 25*143.5=3587.5 —— 46300

Spend time (seconds) 0.88 4.52 6.53 36.58

Table 2. Comparison of performance of different algorithms (coherent sources).

MC-SML PSO-SML AM-SML GA-SML

Number of particles —– 25 —— ——

Average number of iterations —– 146 —— ——

Total number of calculations —– 25*146=3650 —— 46300

Spend time (seconds) 0.95 4.74 6.61 36.65
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The results of various aspects of the SML algorithm based on the MC, the
PSO, the GA, and the AM algorithm in dealing with non-coherent sources and
coherent sources are listed in Table 1 and Table 2. According to Table 1, when
dealing with non-coherent sources under the premise of ensuring convergence
accuracy, the calculation time cost by the AM algorithm is 6.53 sec, the time
cost by the GA algorithm is 36.58 sec, and the cost time of the conventional
PSO algorithm is 4.52 sec, whereas the calculation time of the proposed mem-
brane calculation method is only 0.88 sec, about 1/5 of the conventional PSO
algorithm. The results suggest that the convergence speed of the proposed mem-
brane computing algorithm is significantly improved. Table 2 shows that various
algorithms spend more time processing coherent sources in the same situation
than processing non-coherent sources. In brief, the results reveal that the pro-
posed membrane computing algorithm has a significant real-time effect.

Besides, when using i5-4210M CPU with 2-core, the cost time of MC-SML is
about 2.7 sec, about half of the serial processing time. When using i7-860 CPU
with 4-core, the cost time of MC-SML is about 2.5 sec, about a quarter of the
serial processing time. It can be seen that the number of CPU cores and single-
core performance will affect the computational efficiency of parallel algorithms.

5 Conclusion

Based on the theoretical framework of membrane computing, this study proposed
a membrane computing method suitable for SML cost function. The algorithm is
capable of effectively solving the problem of DOA estimation while ensuring the
estimation accuracy. According to the results of the experiment, the proposed
membrane computing algorithm can perform a global search and local search
simultaneously, which reduces the computational complexity of SML. Thus, it
has an obvious advantage in convergence speed.
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