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Abstract. Network Calculus has been a foundational theory for analyzing and 

ensuring Quality-of-Service (QoS) in a variety of networks including Networks 

on Chip (NoCs). To fulfill dynamic QoS requirements of applications, runtime 

application of network calculus is essential. However, the primitive operations in 

network calculus such as arrival curve, min-plus convolution and min-plus de-

convolution are very time consuming when calculated in software because of the 

large volume and long latency of computation. For the first time, we propose a 

configurable hardware architecture to enable runtime application of network cal-

culus. It employs a unified pipeline that can be dynamically configured to effi-

ciently calculate the arrival curve, min-plus convolution, and min-plus deconvo-

lution at runtime. We have implemented and synthesized this hardware architec-

ture on a Xilinx FPGA platform to quantify its performance and resource con-

sumption. Furthermore, we have built a prototype NoC system incorporating this 

hardware for dynamic flow regulation to effectively achieve QoS at runtime.  

Keywords: Network Calculus, Hardware Architecture, Hardware Configuration, 

Network-on-Chip, Quality-of-Service. 

1 Introduction 

Network Calculus [1][2][3][4] has been an active research area and successfully applied 

to fulfill Quality-of-Service (QoS) requirements of various networks. Recently, it has 

also been successfully applied to Networks on Chip (NoCs) in Chip Many-core 

Processors (CMPs) and Many-Processor Systems-on-Chip (MPSoCs) [5][6][7][8].  

Traditionally, network calculus is used at design time as a theoretical tool for worst-

case performance derivations of packet delay upper bound, maximum buffer backlog, 

minimal flow throughput etc. In recent years, network calculus is also applied in 

dynamic network admission control to monitor the changing traffic scenario in hard real-

time systems. Huang et al. proposed a light-weight hardware module to address the 

traffic conformity problem for run-time inputs of a hard realtime system [6]. The arrival 

curve capturing the worst-case/best-case event arrivals in the time domain can be 

conservatively approximated by a set of staircase functions, each of which can be 

modeled by a leaky bucket. They used a dual-bucket mechanism to monitor each 

staircase function during run-time, one for conformity verification and the other for 

traffic regulation. In case too many violation events are detected, the regulator delays 
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the input events to fulfill the arrival curve specification assumed at design time. By 

conducting the conformity check, the system is able to monitor and regulate the actual 

behavior of NoC traffic flows in order to realize dynamic QoS in time-critical 

applications. However, the method in [6] for the conformity check of actual traffic 

stream against predefined specification assumes the linear arrival curve. Since it does 

not compute the arrival curve, it cannot be used for general arrival curve. Also, to enable 

a full scale of applying network calculus for dynamic QoS assurance, a systematic 

approach needs to be taken. For example, to compute output arrival curve needs to 

realize min-plus deconvolution, because output arrival curve is the result of min-plus 

deconvolution between input arrival curve and service curve. Indeed, to process both 

arrival curve and service curve, we need to calculate basic network calculus operations, 

which include both min-plus convolution and min-plus deconvolution.  

From the software perspective, basic network calculus operations such as arrival curve, 

min-plus convolution, and min-plus deconvolution can be computed at runtime but are 

very time-consuming due to high complexity. For example, the computation complexity 

of the min-plus deconvolution operation in the recursive Equation (8) (Section 3.3) is 

O(N), where N is the length of calculation window in number of data items or cycles. 

When N=128, there are 256 (128×2) operations for computation. In software, it costs 

about 22.9 microseconds on an Intel Core i3-3240 3.4GHz CPU with Windows 7 

operating system (see Section 4.3). However, in timing-critical applications, the system 

requires quick verification and fast regulation of flows online in several cycles according 

to the computation results of network calculus. Under such circumstances, how to 

accelerate the calculation speed in hardware fully supporting network calculus 

operations becomes an open challenge. Furthermore, to be efficient, it is desirable to 

have the network calculus hardware architecture configurable such that different 

operations can be done by simple configurations on the same hardware substrate. 

To address the above challenge, we propose a hardware architecture for runtime 

(online) computation of network calculus operations. This hardware architecture is 

designed by analyzing the rudimentary definitions of the arrival curve, min-plus 

convolution and min-plus deconvolution. Through analyzing their recursive 

accumulative behaviors in their mathematical representations, we are able to reckon a 

unified pipeline architecture to conduct these primitive operations through simple 

configurations via de-multiplexing and multiplexing selections. We have implemented 

and optimized the hardware design and synthesized it on FPGA. In a case study, the 

specialized hardware module is used to build a runtime flow monitor attached to 

regulators in the network interface of NoC so as to facilitate dynamic flow regulation. 

To the best of our knowledge, no previous research has touched upon this approach.  

The main contributions of the paper can be summarized as follows. 

1. We develop a configurable hardware architecture for runtime computation of net-

work calculus operations including arrival curve, min-plus convolution, and min-

plus deconvolution. The hardware architecture features a unified pipeline where the 

three network calculus operations can be performed by runtime configurations. 
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2. We implement the proposed design on a Xilinx FPGA platform and evaluate its area 

and speed, demonstrating its efficiency and feasibility. 

3. With a multi-media playback system, the architecture is prototyped and used to sat-

isfy application QoS, showing its potential in runtime monitoring of QoS bounds. 

2 Related Work 

Network calculus originated from macro networks for performance guarantees in 

Internet and ATM [1][2][3][4]. Theoretically it transforms complex non-linear network 

systems into analyzable linear systems [2][3][4]. In real-time calculus [9], it is extended 

to define both upper/lower arrival curves and upper/lower service curves to compute 

worst-case delay bounds under various scheduling polices for real-time tasks.  

In recent years, network calculus has been applied to NoCs for analyzing worst-case 

performance guarantees of real-time applications, for example, to determine the worst-

case reorder buffer size [11], to design network congestion control strategy [13] and to 

develop a per-flow delay bound analysis methodology for Intel’s eXtensible Micro-

Architectural Specification (xMAS) [7]. Notably in industrial practices, network 

calculus has been employed as a theoretical foundation to build the data NoC of Kalray’s 

MPPA-256 many-core processor to achieve guaranteed communication services in per-

flow delay and bandwidth [8]. 

In network calculus, traffic specification (e.g. linear arrival curve) can be used not 

only to characterize flows but also to serve as a contract for QoS specification. 

Subsequently, flow regulation as a traffic shaping technique can be employed at runtime 

for admission control to check conformity. In [10][12], flow regulation is used to achieve 

QoS communication with low buffering cost when integrating IPs to NoC architectures. 

Lu and Wang presented a dynamic flow regulation [12], which overcomes the rigidity 

of static flow regulation that pre-configures regulation parameters statically and only 

once. The dynamic regulation is made possible by employing a sliding window based 

runtime flow (σ, ρ) characterization technique, where σ bounds traffic burstiness and ρ 

reflects the average rate. The effectiveness of dynamic traffic regulation for system 

performance improvement is further demonstrated in [14]. 

3 Configurable Hardware Architecture 

We consider network calculus in a digital system. A data packet stream, noted as flow, 

arrives cycle by cycle. The two basic operations in network calculus are min-plus 

convolution and min-plus deconvolution [2] in min-plus algebra, noted as fg and fg, 

respectively (see definitions below). There are two input functions, f and g, in 

convolution and deconvolution. When the two functions are the same, they are noted as 

ff and ff, respectively. The result of ff is in fact the Arrival Curve (AC) [2], which 

may be separated as the third operation due to its importance.  

To conduct network calculus calculations in hardware at system runtime, we propose 

a unified hardware architecture that can flexibly support all above three basic network 
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calculus operations, i.e., fg, fg, and ff (AC) by simple configurations. As such, the 

hardware resources consumed by these operations can be shared for efficiency so as to 

facilitate and justify runtime application of network calculus. In the following, we detail 

our flexible hardware architecture step by step.  

3.1 Micro-architecture for function ff (Arrival Curve) 

We start by designing a functional hardware architecture for Arrival Curve.  

Definition of arrival curve [2]: Given a wide-sense increasing function α defined for 

t ≥ 0, we say that a flow f is constrained by α if and only if for all s ≤ t:  f(t) − f(s) ≤ α(t 

− s). Equivalently we say that f  has α as an arrival curve.   

Let di be the size of arrival data at cycle i, from the definition, we have: 

(𝑓𝛷𝑓)(𝑡) = 𝑠𝑢𝑝
𝑢≥0

{𝑓(𝑡 + 𝑢) − 𝑓(𝑢)} = 𝑠𝑢𝑝
𝑢≥0

{∑ 𝑑𝑖𝑢+1≤𝑖≤𝑡+𝑢 }, 𝑡 > 0                     (1) 

Here sup is the supremum operator. We can define ∑ 𝑑𝑖𝑢+1≤𝑖≤𝑡+𝑢   in Equation (1) as 

an intermediate function, named AR(t). Then we have 

 (𝑓𝛷𝑓)(𝑡) = 𝑠𝑢𝑝
𝑢≥0

{𝐴𝑅(𝑡)}                                                                                        (2) 

Furthermore, AR(t) can be iteratively calculated by the following recursive function: 

1 1 1

( ) = ( 1)i i t u t u

u i t u u i t u

AR t d d d d AR t+ +

+   + +   + −

= = + + − 
                                                            (3) 

In particular, 𝐴𝑅(0) = 𝑑0                                                   

Compute micro-architecture for arrival curve: We take advantage of the recursive 

equation of AR(t) in Equation (3) to define an effective hardware micro-architecture for 

computing arrival curve. We can observe that, by defining cascaded registers storing 

AR(t) values, (𝑓𝛷𝑓)(𝑡) can be transformed into recording the maximum values in AR(t) 

registers. In this way, we can design a pipeline circuit to efficiently calculate the arrival 

curve in a processing window to handle the continuous data stream.  

Fig. 1 draws the hardware micro-architecture for computing arrival curve. The basic 

logic unit is called AddShiftComp unit. There are N AddShiftComp units cascaded in a 

pipeline. Each unit has an adder, a comparator, a multiplexer and a shifter connected to 

the next unit. As a generic efficient hardware design, the arrival curve is only calculated 

in one sliding window with a length of N data items. The Sampling unit is used in the 

sampling mode, which is to be detailed in the next section. If the Sampling unit is 

bypassed, a new data item flows into the processing pipeline at each cycle. 

In Fig. 1, f(t) is the input flow and di is the volume of arrival data at cycle i. AR is 

the Accumulating Register and BR is the Bound Register. The circuit also comprises the 

adders, comparators and multiplexers. On each cycle, the value of every AR added with 

current di is written into the next AR. Each AR is compared with the corresponding BR, 

the bigger one is written into the BR again. The Samp_CTL, AR_RST and BR_RST are 

control signals. The Samp_CTL is designed for the sampling mode. The AR_RST and 

BR_RST are used to initialize the AR and BR registers. After N+2 cycles, the values of 

the accumulating function in the window of length N are computed and stored in ARs. 

The maximum bound values of ARs are stored in BRs. All values in BRs represent the 

arrival curve. The results in BRs can be snapshotted or registered and shifted out. When 
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clearing all ARs and BRs with related Reset (RST) signals, the process restarts. To use 

the results in BRs, i.e., the dynamic arrival curve, by other circuits, we design 

Snapshot&Shiftout registers (SFs). With Control signal, these SFs are updated with all 

BRs snapshoted and shifted out one by one.  

Snapshot&ShiftOut of BR

acc_reg

M bits

AR_0
M bits

AR_1 AR_N-1

BR_0

M bits
BR_1 BR_N-1

rst rst rstBR_RST

Comp

&MUX

Bound Registers 

Output

Input flow

Snapshot&ShiftOut of BR

rst rst rst

rst

AR_RST

Comp

&MUX

Comp

&MUX

f(t):di

On-line NC module
Sampling unit

AddShiftComp unit

Counter

C bits

CLK

SF_0

M bits0
SF_1 SF_N-1

Snapshot/

ShiftOut 

Control

 
Fig. 1.   Hardware micro-architecture for computing arrival curve. 

Operation details with an example: The process of computing arrival curve is listed 

in Fig. 2. Taking N = 4 as an example, the processing details are given in Table 1. As 

N=4, there are 4 ARs (AR_0~AR_3) and 4 BRs (BR_0~BR_3). At cycle 1, the volume 

of arrival data is 𝑑0 and all ARs and BRs are cleared with AR_RSTand BR_RST. At 

cycle 2, the volume of arrival data is 𝑑1 and all ARs are 𝑑0 and all BRs are still 0. As 

the cycle time advances, AR_0 is equal to last data item 𝑑𝑖−1, AR_1 equal to 𝑑𝑖−2 +

𝑑𝑖−1, AR_2 equal to 𝑑𝑖−3 + 𝑑𝑖−2 + 𝑑𝑖−1 and AR_3 equal to 𝑑𝑖−4 + 𝑑𝑖−3 + 𝑑𝑖−2 + 𝑑𝑖−1. 

BR_0 stores the maximum value of AR_0, i.e., 𝑠𝑢𝑝
0≤𝑗≤𝑖−2

{𝑑𝑗}. BR_1 stores the maximum 

value of AR_1, i.e., 𝑠𝑢𝑝
0≤𝑗≤𝑖−3

{𝑑𝑗 + 𝑑𝑗+1}. BR_2 stores the maximum value of AR_2, which 

is 𝑠𝑢𝑝
0≤𝑗≤𝑖−4

{𝑑𝑗 + 𝑑𝑗+1 + 𝑑𝑗+2} . BR_3 stores the maximum value of AR_3, which is 

𝑠𝑢𝑝
0≤𝑗≤𝑖−5

{𝑑𝑗 + 𝑑𝑗+1 + 𝑑𝑗+2 + 𝑑𝑗+3}. Then we get arrival curve via BR_0 ~ BR_3. 

The hardware cost can be estimated from Fig. 1 (2×N×M register bits for AR/BR and 

2×N adders for compare/add). It is almost linear with number N of AddShiftComp units.  

 

Data 

flow

w1 w2 w4w0

Sampling Point

Max Bound

Min Bound

t (cycles)

 Accumulating Function

w3

 
Fig. 2.  Process of computing arrival curve.   Fig. 3.  Sampling-mode bounds for Arrival Curve. 

1: //Config step 

2:  Clear all ARs with AR_RST 

3:  Clear all BRs with BR_RST 

4:  //Work step 

5:  while (N) 

6:  { input di per cycle } 

7:  //Output step 

8:  Snapshot BR Registers into Snap-

shot&Shiftout registers 

9:  Shift out Snapshot&Shiftout registers (Arrival 

Curve) to other circuits one by one  
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Table 1.  Register details of computing arrival curve 

 

3.2 Sampling-based micro-architecture for arrival curve  

For some applications, there is a need to sample arrival curve at a larger time granularity 

than per cycle. For example, a system might not generate input data at each and every 

cycle. It is possible that the traffic generation is asynchronous and has a larger period 

than the arrival curve computation hardware. It might also be possible that an arrival 

curve at a larger time granularity is more interesting for the QoS analysis. In such cases, 

a larger time scale is needed to calculate arrival curve. To support this feature, we design 

a sampling scheme at a larger time scale as the sampling module shown in Fig. 1. It 

consists of a C-bit counter, an acc_reg register and an accumulator. Input 𝑑𝑖  is 

accumulated into the acc_reg every cycle continuously. The C-bit counter as a controller 

enables the acc_reg output to the pipeline at a period of W cycles. The circuit samples 

the arrival curve every W cycles in the sampling mode (the ith sampling point is at i×W 

cycles). The max/min bound is indicated by the upper/lower stairs in Fig. 3. 

Comparing with the original scheme recording all data of Full Accumulating Function 

(FAF) curve, the accumulating function curve recorded in the sampling mode (Sampling 

Accumulating Function, SAF) is composed of these sampling points. The SAF is 

accurate at these sampling points. Between two sampling points, the FAF may be any 

curve not larger than the upper sampling point and not less than the lower sampling point. 

Therefore, the maximum bound of FAF is the upper stairs set by sampling points and 

the minimum bound of FAF is the lower stairs set by sampling points. 

The maximum bound of arrival curve can be expressed as: 
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The minimum bound of arrival curve can be expressed as: 
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3.3 Micro-architecture for function fg 

Definition of min-plus deconvolution [2]: fg denotes the min-plus deconvolution. 

Let f and g be two functions or sequences. The min-plus deconvolution of f  by g is the 

function:  (𝑓𝛷𝑔)(𝑡) = 𝑠𝑢𝑝
𝑢≥0

{𝑓(𝑡 + 𝑢) − 𝑔(𝑢)}                                                                       (6) 

Compared to common convolution, min-plus deconvolution uses the maximum 

respectively supremum (sup) operator to replace the sum operator and the minus operator 

to replace the product operator. Assume that f(t) and g(t) are two infinite data flows 

denoted by 𝑑𝑖  and 𝑒𝑖 , respectively. Time 𝑡  is in clock cycle. From the definition of 

function fg, we have: (𝑓𝛷𝑔)(𝑡) = 𝑠𝑢𝑝
𝑢≥0

{∑ 𝑑𝑖0≤𝑖≤𝑡+𝑢 − ∑ 𝑒𝑖0≤𝑖≤𝑢 }                                     (7) 

We can define AR(t) in the same way as in Section 3.1: 

0 0 0 1 0

( ) ( 1)i i u t i i t u

i u t i u i u t i u

AR t d e d d e d AR t+ +

  +     + −  

= − = + − = + −   
                                             (8) 

For AR(0), we have: 𝐴𝑅(0) = ∑ 𝑑𝑖0≤𝑖≤𝑢 − ∑ 𝑒𝑖0≤𝑖≤𝑢 = ∑ (𝑑𝑖 − 𝑒𝑖)0≤𝑖≤𝑢                        (9) 

Compute micro-architecture for fg: Since Equation (8) is similar to Equation (3), 

this means that we can reuse and enhance the hardware micro-structure for ff to realize 

the general fg operation. Specifically, an SubAcc unit is added to the input part of the 

hardware circuit of ff  to calculate function fg, as shown in Fig. 4. When f(t)=g(t), 

the diff_reg and AR_0 register are always zero in the SubAcc unit so they can be omitted 

and the circuit turns into ff with N-1 items (BR_0 is always zero). 

With the function in Equation (7), for a fg curve with t = N cycles, the total 

calculation operations are N×(1+3+5+…+ (2u+1)). When u = N, the computation 

complexity of the deconvolution operation is O(N2). 

AR_0
M bits

AR_1 AR_2 AR_N-1

BR_0

M bits
BR_1 BR_2 BR_N-1

rst rst rst rstBR_RST

Comp

&MUX

Bound Registers 

Output

Input flow

Snapshot&ShiftOut Registers of BR

rst rst rst rst

AR_RST

Comp

&MUX

Comp

&MUX

Comp

&MUX

f(t):di

g(t):ei

SubAcc unit

On-line NC module

AddShiftComp unit

de_reg

d_reg

 
Fig. 4.   Hardware micro-architecture for computing fg 

3.4  Micro-architecture for function fg 

Definition of min-plus convolution [2]: Let f and g be two functions or sequences. The 

min-plus convolution of f and g denoted by fg is the function  

(𝑓 ⊗ 𝑔)(𝑡) = 𝑖𝑛𝑓
0≤𝑠≤𝑡

{𝑓(𝑡 − 𝑠) + 𝑔(𝑠)}                                                                  (10) 

Compared to common convolution, min-plus convolution uses the minimum 

respectively infimum (inf) operator to replace the sum operator and the sum operator to 



8 

replace the product operator. Suppose that g(t) is an infinite data flow denoted by ei and 

f(t) denoted by di.  

(𝑓 ⊗ 𝑔)(𝑡) = 𝑖𝑛𝑓
0≤𝑠≤𝑡

{∑ 𝑑𝑖0≤𝑖≤𝑡−𝑠 + ∑ 𝑒𝑖0≤𝑖≤𝑠 }                                                         (11) 

Again, we can define AR(t) in the same way as in Section 3.1: 

𝐴𝑅(𝑡) = ∑ 𝑑𝑖 + ∑ 𝑒𝑖0≤𝑖≤𝑠0≤𝑖≤𝑡−𝑠 = 𝑑𝑡−𝑠 + ∑ 𝑑𝑖 +0≤𝑖≤𝑡−𝑠−1 ∑ 𝑒𝑖0≤𝑖≤𝑠 = 𝑑𝑡−𝑠 + 𝐴𝑅(𝑡 − 1)(12) 

For AR(0), we have: 𝐴𝑅(0) = 𝑑0 + 𝑒0                                                                   (13) 

Compute micro-architecture of fg: Since Equation (12) is similar to Equation (3), 

we can reuse and enhance the hardware micro-structure for ff  to realize the fg 

operation. Specifically, a Mux unit is added to the hardware circuit of ff to deal with 

two inputs of g(t) and f(t), as shown in Fig. 5. There are two stages (Initial and Normal) 

when calculating function fg. The Initial Stage is to initialize the AR registers with g(t) 

(input flow is eN-1, eN-2,,,e1,e0 cycle by cycle) by setting the control signal Mux_CTL. 

After the Initial Stage, the content of the ith AR register is g(i) (∑ 𝑒𝑗0≤𝑗≤𝑖 ). The Normal 

Stage is to compute the function fg by setting the control signal Mux_CTL to the f(t) 

channel. The comparator is configured such that the smaller one of the two inputs is 

written into the BR register for the inf operation.  The BL_CTL signals are added to 

enable each of the comparators to remove useless comparison results. The register 

content details for computing function fg are similar to Table 1. 

3.5  Unified micro-architecture with function configuration 

Combining these hardware micro-architectures by switches, we obtain a unified 

configurable hardware architecture for executing the network calculus functions as 

drawn in Fig. 5. The shared part is the central pipeline with AddShiftComp units, each 

of which contains 2 M-bit adders and 2 M-bit registers. Different network calculus 

operations are realized by adding switches on the Sampling unit (from the arrival curve 

unit in Fig. 1), SubAcc unit (from the fg unit in Fig. 4) and Mux unit (from the fg 

unit). When configured to the arrival curve mode, di is switched to AddShiftComp units 

through the Sampling unit directly. When configured to the fg mode, di and ei are 

switched to the SubAcc unit through each sampling unit. When configured to the fg 

mode, di and ei are switched to the Mux unit through each sampling unit. 

Fig. 5.   Unified configurable pipeline hardware architecture for network calculus operations. The 

solid line is the datapath of configuration for arrival curve. (Dotted line: fg. Dashed line: fg) 
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The configurable hardware architecture generates results in one cycle because the N 

AddShiftComp units process data in parallel. In terms of resources, it costs only 1/3 of 

the non-configurable architecture which otherwise uses three individual hardware 

micro-architectures for the three network calculus functions. For a configurable 

hardware architecture with N units of AddShiftComp, the circuit only requires 2×N 

adders and 2×N registers with M-bit width. Thus, the hardware complexity is O(N). 

4 FPGA IMPLEMENTATION AND EVALUATION 

We implemented the unified configurable pipeline hardware architecture on ZYNQ 

FPGA from Xilinx. The number of AddShiftComp units is N, the width of AR/BR 

register is M bits and the counter of sampling unit is C bits.  

We validated the three basic network calculus operations with models realized in 

MATLAB. When using the same sampling method and no overflows, the results of 

FPGA and MATLAB implementations are the same, because the configurable hardware 

architecture is designed accurately according to the recursive equations.  

4.1  Performance optimization 

We further optimized the performance of the hardware design. Since the critical path of 

the circuit is the comparing and multiplexing of AR and BR, an additional register is 

inserted to the output of each comparator to shorten the critical path. Since the data path 

of input di to each adder has a big fan-out, an output register is added to the multiplexor.  

Table 2 lists the FPGA implementation results (N = 128, M = 16) before and after the 

optimization. As can be seen, the register utilization is increased after the optimization. 

The total resources of LUT decrease by 25.2%. The frequency increases by 10.1%.  

Table 2. Hardware implementation results. (AddShiftComp (N)=128, AR/BR register (M)=16) 

 

4.2  Scalability and overhead 

The required resource utilizations and the maximum frequencies of different design 

parameters (N AddShiftComp units and M bits width) are evaluated. As shown in Fig. 

6, the required resource utilizations increase linearly and the maximum frequencies are 

stable around 250MHz ~ 280MHz in the ZYNQ FPGA platform. These results show 

good scalability of the hardware architecture. When N=64&128 , the maximum 

frequency of M=16 is a bit larger than M=24 and M=32 . This is because the FPGA 

resources for logic synthesis of M=16 can be limited in one hardware block region. 

When using 128 AddShiftComp units and 16-bit width AR/BR registers, the FPGA 

resource of the configurable hardware architecture is about 6k LUTs. Compared with 

the area-overhead of a recent flow generator & monitor in [15], our configurable 

hardware architecture is acceptable. When computing the arrival curve with N=128, it 
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takes 3.7 ns on 269.1 MHz frequency to generate the result. With parallel computing in 

hardware, the execution time of the proposed circuit only depends on the maximum 

frequency. This means no matter how big N gets, it costs about the same time. 

          
Fig. 6.   Hardware resources and maximum frequencies on different design parameters 

4.3  Comparison with software implementation 

The Network Calculus such as arrival curve is computed only by software traditionlly. 

To obtain the speedup achieved by the specific hardware design, we realize an algorithm 

written in C language to do the arrival curve computation in software following the 

recursive function in Equations (2)(3). The computer has an Intel Core i3-3240 CPU 

running at 3.4 GHz frequency. The operating system is Windows 7. With the same 

parameter as for the FPGA hardware, the length N for the arrival curve computation is 

set to 128. Completing the 128×2 calculation operations (comparison and addition) in 

Equations (2)(3) takes 22.9 microseconds (memory accesses of CPU and the OS take  

most of the time). In contrast to the 3.7ns execution time in hardware, the hardware 

speedup is more than 6000 times. 

5 SYSTEM PROTOTYPE AND CASE STUDY 

Researches on real-time analysis often focus on design-time (static) analysis of worst-

case timing bounds. The validity of the derived bounds should however be monitored 

and analyzed at runtime to guarantee the system QoS. In our approach, by computing 

the accurate results of fg, fg, and ff (arrival curve) at runtime, the hardware 

architecture can be incorporated in a runtime monitor to ensure that the input flow 

conforms to its specification and thus to facilitate dynamic QoS fulfillment.   

Taking video data stream transfer as an example, we implemented the proposed 

hardware in a multimedia playback system, as shown in Fig. 7(a). The parameters 

(N=128, M=16, C=12) were chosen by experience. The system is a NoC-based platform 

using two Xilinx Zynq FPGA evaluation boards (ZC702). Each ZC702 board contains 

an XC7Z020 SoC and provides peripheral ports including DDR3, HDMI port, SD card 

and two FMC (FPGA Mezzanine Card) connectors. The XC7Z020 SoC of Xilinx 

Zynq™-7000 Programmable SoC architecture integrates a dual-core ARM® Cortex™-

A9 based Processing System (PS) and Xilinx Programmable Logic (PL).  

The two ZC702 boards are connected by an FMC cable. With a router and other 

interface logic implemented in the PL, the two boards provide a hardware environment 

for evaluating our design for QoS. In each ZC702 board, the router has four ports and 

connects two ARM cores and two FMC ports, as shown in Fig. 7(b). The configurable 
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hardware architecture is used as a runtime flow monitor attached to the arbitrator module 

for calculating the arrival curve so as to dynamically monitor and shape the input flow. 

The prototype is constructed as a client-server system on the two Xilinx FPGA boards. 

The CPU Core_A in the sender board reads video frame data from the SD card and sends 

them to the other board (receiver board) through routers and the FMC cable. The 

software decoder running on the receiver CPU Core_A decodes the video frame data 

and sends them to the display through the HDMI port.  

 
(a)  A multi-media playback platform 
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(b)  Sturctural view of runtime flow monitor                    (c) Dynamic runtime flow regulation 

Fig. 7.   Application to a multi-media playback system 

Regarding the arrival curve, we can define two experience-based bounds named 

Alarm Bound and Dead Bound at design time, as shown in Fig. 7(c). The alarm bound 

is nearer to the actual arrival curve than the dead bound. Violating the Dead Bound 

means that data transfers are not valid. Violating the Alarm Bound means that the system 

should take measures to prevent the possible violation of the dead bound. The arrival 

curve is calculated by the hardware implementation of our proposed architecture. The 

comparator of AR and BR is a violating-state indicator whenever a violation occurs. 

The advantage of the proposed approach is that it can expose precise details of the 

behavior of the flow and service: not only if a bound is violated, but also which part 

violates and how much of violation. Beyond normal functionality, the approach can 

support finer analysis with more information. For example, when checking how tight the 

arrival curve bound of the input flow is, the tightest bound curve values from design-

time analysis can be defined at each point and be preloaded into the BR registers. When 

a violation event (AR(i)>BR(i)) occurs, it is known that the ith time interval is violated 

and the volume of violation is calculated by the ith comparator. Such precise information 

enables the system to react to the violation for precise QoS provisioning.  
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6 CONCLUSION 

To enable application of network calculus to satisfy QoS constraints at runtime, we have 

for the first time proposed a configurable hardware architecture to realize all essential 

network calculus operations for processing arrival and service curves. By configuring 

switches to different data paths, it can calculate arrival curve, min-plus convolution and 

min-plus deconvolution in a unified pipeline hardware substrate with only one cycle 

latency. This architecture is implemented and further optimized on an FPGA platform, 

showing high performance with reasonable resource cost. A case study of a multimedia 

playback for runtime arrival curve monitoring and QoS has been presented. By enabling 

to support network calculus operations at a full scale in dynamic environments, this study 

demonstrates the hardware implementation feasibility of bringing network calculus into 

action to achieve QoS at runtime beyond what is achievable at design time.  
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