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Hierar
hi
al Ring Network designJ-C. Bermond, S. Choplin, S. P�erennesfbermond,s
hoplin,spereng�sophia.inria.frProjet MASCOTTE I3S-CNRS/INRIA/UNSA,2004 route des lu
ioles, BP9306902 Sophia Antipolis, Fran
e.Abstra
tA Hierar
hi
al Ring Network is obtained from a ring network byappending at most one subsidiary ring to ea
h node of the ring and,re
ursively, to ea
h node of ea
h subsidiary ring. The depth d isthe number of levels of the re
ursive appending of subsidiary rings.There are di�erent de�nitions a

ording to whi
h rings are appendedto nodes 
reated at the pre
eding level (
alled HRN ) or to any node(
alled here HBN for Hierar
hi
al Bubble Network). The 
ase of HRNwas 
onsidered by Aiello, Bhatt, Chung, Rosenberg and Sitaramanwho give bounds (not tight) on the diameter of su
hHRN as a fun
tionof the depth and the number of nodes. Here we determine the exa
torder of the diameter both for HRN and HBN . In fa
t we 
onsiderthe optimization problem of maximizing the number of nodes of anHBN (or HRN ) of given depth d and diameter D. We redu
e theproblem to a system of equation with a 
omplex obje
tive fun
tion.Solving this system enables us to determine pre
isely the stru
ture ofoptimal HBN and to show that the maximum number of nodes is oforder Dd=d!. KeywordsCombinatorial Optimization, Network Design, Ring Networks, Diameter.
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1 Introdu
tionHierar
hi
al networks are important stru
ture in tele
ommuni
ations; indeedsome of the 
urrent tele
ommuni
ation networks are built by 
onne
ting ringsin a hierar
hi
al fashion. Two parameters are of importan
e : the numberof levels of the hierar
hy (going from one level to another implies 
hange inthe transmission mode and need for interfa
e routers) and the number ofhops needed to establish a 
onne
tion (whose minimization 
orresponds tominimizing the transmission time). In [1℄, the authors de�ne a Hierar
hi
alRing Network as follows : \A Hierar
hi
al Ring Network (HRN , for short)is obtained from a ring network by appending at most one subsidiary ring toea
h node of the ring and, re
ursively, to ea
h node of ea
h subsidiary ring.(Ea
h node of an HRN thus belongs to either one or two rings) . . . ". Thedepth d of the HRN is the number of levels of the re
ursive appending ofsubsidiary rings. A HRN of depth 1 is nothing else than a 
y
le. A HRNof depth 2 
onsists of 
y
les inter
onne
ted via a 
y
le. More formally thesets of nodes Vi of level i, 1 6 i 6 d 
onsists of the disjoint union of 
hainsPi;1,. . . ,Pi;j,. . . ,Pi;ki 1 6 j 6 ki, su
h that ea
h Pi;j is asso
iated to a node vjof Vi�1 (that is of level i�1) and su
h that the subgraph generated by Pi;j[vjis a 
y
le (with vj 6= vi for j 6= i). In [1℄, the authors show the relation of themodel and other stru
tures (Multi-Rings, Chordal-Rings and Express-Rings).Those stru
tures have been proposed as inter
onne
tion networks for sharedmemory ar
hite
tures [6, 5, 7℄ and are widely used by tele
ommuni
ationoperators. One 
an �nd a survey on these stru
tures in [2℄, their diameter in[3, 8, 5℄, their broad
ast time and information dissemination in [7℄. Authorsof [1℄ give the following bounds on the diameter DHRNd (N) of a N -nodedepth-d HRN :12(N � d!)1=d + o(N1=d) 6 DHRNd (N) 6 (N � d!)1=d + o(N1=d)From this result we get the following bounds on the number NHRNd (D) ofnodes of a diameter-D depth-d HRN : Ddd! 6 NHRNd (D) 6 2dDdd! . Re
ently A.Rosenberg informed us that they improved their results and showed :�12�2=d (N � d!)1=d + o(N1=d) 6 DHRNd (N) 6 (N � d!)1=d + o(N1=d)but the bounds are still not tight. Motivated by [1℄ we prove here the follow-ing results whi
h gives a tight estimate of NHRNd (D) and so of DHRNd (N) :2



Theorem 1 For a given d > 2; NHRNd (D) = Ddd! +O(Dd�1)Corollary 2 For a given d > 2; DHRNd (N) = (N � d!)1=d + o(N1=d)In order to prove Theorem 1 we introdu
e a di�erent kind of hierar
hi
alring network that we 
all Hierar
hi
al Bubble Network (HBN , for short).The di�eren
e between HBN and HRN is that the 
y
le appended at leveld 
an be appended to any node of lower level (and not only to a node oflevel d� 1). We propose here an equivalent de�nition whi
h emphasizes there
ursive stru
ture :De�nition 3 Re
ursive de�nition of HBN� a depth-1 HBN is a ring.� for d > 2, a depth-d HBN 
onsists of a ring 
alled prin
ipal ring and ofa �nite set of depth-(d� 1) HBN 
onne
ted to nodes of the prin
ipalring by a node of their own prin
ipal ring.Remark 4 We 
an remark that for depth-1 and depth-2, there is no di�er-en
e between a HRN and a HBN (see Figure 1 for examples). We 
an not
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Figure 1: Examples of depth-1 HRN /HBN , depth-2 HRN /HBN and depth-3HBN .use su
h a re
ursive de�nition for the HRN be
ause the stru
ture appendedon ea
h node of the prin
ipal ring of the HRN is not a HRN . That is thereason why we use the HBN stru
ture.3



In this paper we determine the maximum number of nodes NHBNd (D) of adiameter-D depth-d HBN (Theorem 22). The paper is organized as follows :we �rst redu
e the problem to the solution of a system of equations with a
omplex obje
tive fun
tion. Solving this system enables us to determine thestru
ture of an optimal HBN and to prove Theorem 22. Then we prove thatNHRNd (D) = NHBNd (D) +O(Dd�1) = Ddd! +O(Dd�1) implying Theorem 1.2 Chara
terization of the Optimal HBNDe�nition 5 The weight of a HBN B, denoted by w(B), is de�ned as theminimum e

entri
ity of the nodes of the prin
ipal ring of B.De�nition 6 We denote by n(d;D;w) the maximum number of nodes of adepth-d diameter-D HBN of weight w.Note that the maximum number of nodes of a depth-d diameter-D HBN :NHBNd (D) = max06w6D n(d;D;w) (1)2.1 Another Formulation of the ProblemProposition 7 Determining NHBNd (D) is equivalent to the following prob-lem : Maximize X06i6k�1n(d� 1; D; w(Bi)) (2)where k 2 IN; k 6 2D + 1 (3)80 6 i 6 k � 1 ; Bi is a depth-(d� 1) diameter D HBN (4)80 6 i; j 6 k � 1 ; w(Bi) + w(Bj) + d(i; j) 6 D (5)with d(i; j) = min fi� j mod k; j � i mod kg.Proof. Consider an optimal depth-d diameter-D HBN . It satis�es (3,4),indeed it 
onsists of a prin
ipal ring of some size k. At ea
h node i is atta
heda depth-(d�1), diameter-D HBN Bi with some weight w(Bi). The number ofnodes of Bi is at most n(d�1; D; w(Bi)). To prove (5) 
onsider x in Bi (resp.y 2 Bj) at distan
es w(Bi) (resp. w(Bj)) from i (resp. j). Su
h verti
esexist as i(resp. j) has e

entri
ity at least w(Bi) (resp. w(Bj)) (whi
h is the4



minimum of the e

entri
ities). Then d(x; y) = w(Bi)+w(Bj)+d(i; j) whered(i; j) is the distan
e between i and j in the prin
ipal ring. As d(x; y) 6 Dthat implies (5) (see Figure 2). So NHBNd (D) is less than or equal to themaximum solution of the problem.
0
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Figure 2: 80 6 i; j 6 k � 1; w(Bi) + w(Bj) + d(i; j) 6 DConversely, 
onsider a solution for whi
h the maximum is attained and letk and fBig06i6k�1 be an optimal solution. Consider the HBN obtained bytaking a prin
ipal ring of size k and atta
hing to the node i a depth-(d� 1)diameter-D HBN Bi by its node with minimum e

entri
ity w(Bi). Weobtained a depth-d HBN whose diameter is at most D. Indeed the distan
ebetween any pair of nodes x and y is at most D if they belong to the same Bi(the diameter of Bi being at most D) and otherwise if x 2 Bi and y 2 Bj,d(x; y) 6 d(x; i) + d(i; j) + d(y; j) but d(x; i) 6 e

Bi(i) = w(Bi) andd(j; y) 6 e

Bj (j) = w(Bj).So d(x; y) 6 w(Bi) + w(Bj) + d(i; j) 6 D. �Proposition 8 Initial values of n(d;D;w).8D > 0; 80 6 w 6 D; n(1; D; w) = 2w + 1 (6)8d > 1; 8D > 0; n(d;D; 0) = 1 (7)Proof.(6) The number of verti
es of a ring with a node of e

entri
ity w is 2w+ 1.(7) There 
an be only one node in a graph of minimal e

entri
ity 0. �5



2.2 Determination of n(d;D;w) for w 6 bD=2
Proposition 9 8d > 2; 81 6 w 6 bD=2
 ;n(d;D;w) = n(d� 1; D; w) + 2 w�1Xp=0 n(d� 1; D; p) (8)= min(d;w)Xp=0 2p�dp��wp� = dXp=0 �dp��d+ w � pp � (9)Proof.(8) Let x be a node of the prin
ipal ring whose e

entri
ity is w, the weightof the depth-(d � 1) HBN based in x is at most w, by de�nition of thee

entri
ity. The weight of the depth-(d � 1) HBN at distan
e i is at mostw� i; so we dedu
e that n(d;D;w) 6 n(d� 1; D; w)+ 2Pw�1p=0 n(d� 1; D; p).Conversely 
onsider the HBN obtained by taking a ring of size 2w + 1 andappending a depth-(d�1) diameter D HBN Bi to node i with weight (w� i)for i = 0; : : : ; w and weight i � (w + 1) for i = w + 1; : : : ; 2w. Su
h a
onstru
tion satis�es the 
onstraint (5) and so we obtain Equation (8).(9) Equation (8) 
an also be written as follows :8d > 2; 81 6 w 6 bD=2
;n(d;D;w)� n(d;D;w� 1) = n(d� 1; D; w) + n(d� 1; D; w� 1) (10)Then (9) 
an be 
omputed using generating series. It represents the numberof integer points of a d-dimensional sphere of radius w; some other results onthis fun
tion 
an be found in [4℄. �Remark 10 For all d > 2, the fun
tion i ! n(d;D; i) is stri
tly in
reasingwhen i in
reases from 0 to bD=2
.2.3 First Case : 80 6 i 6 k � 1; w(Bi) 6 bD=2
.In this part, we 
onsider that the weight of ea
h depth-(d�1) HBN is less orequal to bD=2
, then using the Proposition 9, we will be able to determinethe maximum number of nodes : 6



Corollary 11 Determining NHBNd (D) is equivalent to the following opti-mization problem :Maximize val(S) = X06i6k�1n(d� 1; D; w(i))where n(d� 1; D; w) = d�1Xp=0 �d� 1p ��d� 1 + w � pd �and where S is the following system :80 6 i; j 6 k � 1 ; w(i) + w(j) + d(i; j) 6 D (11)k 2 IN; 1 6 k 6 2D + 1 (12)80 6 i 6 k � 1 ; 0 6 w(i) 6 bD=2
 (13)Proof. n(d�1; D; i) used in the Proposition 7 is given by the Proposition9 as w(i) 6 bD=2
. Then all the parameters of the system to optimize areknown. �A solution satisfying the inequalities (11, 12,13) will be said to be feasible.Among the feasible solutions, one whi
h attains the maximum of val(S) willbe said optimal.Lemma 12 Consider an optimal solution of S, then for ea
h i, there existsa j su
h that w(i) + w(j) + d(i; j) = D.Proof. Suppose that for all i and j, w(i) + w(j) + d(i; j) 6 D � 1. Ifw(i) < bD=2
, then w(i) 
ould be in
reased without violating any 
onstraint,and val(S) will not be maximum. If w(i) = bD=2
, then we have for all j1 andj2, w(j1)+w(j2)+d(j1; j2) 6 2D�2�2w(i) < D as d(j1; j2) 6 d(i; j1)+d(i; j2)so one w(j) for j 6= i 
ould be in
reased without violating 
onstraints. �Lemma 13 Given an optimal solution (w; k) of the numeri
al system, thedi�eren
e between two 
onse
utive weights is at most 1, i.e.: 80 6 i 6 k �1; jw(i+ 1)� w(i)j 6 1.Proof. Suppose that there exists some i su
h that w(i) 6 w(i + �) � 2,with � = 1 or �1, the inequality (11) applied with i + � gives 8j; w(i + �) +w(j) + d(i+ �; j) 6 D, so we dedu
e w(i) +w(j) + d(i+ �; j) 6 D � 2, thenw(i) + w(j) + d(i; j) 6 D � 1, 
ontradi
ting Lemma 12 (see Figure 3 for anexample with � = 1). �7



w−2

w w

w−1

Figure 3: Example with � = 1.Notation 14 Let M = max06i6k�1 fw(i)g, m = min06i6k�1 fw(i)g and h = �k2�.Lemma 15 M+m+h = D and if w(i) =M then w(i+h) = w(i�h) = m.
m m m

M M

odd caseeven caseFigure 4: M is antipodal to m.Proof. Let i0 be su
h that w(i0) = M . Consider one antipodal of i0,i0+h. By de�nition of m, w(i0+h) = m+� with � > 0. w(i0)+w(i0+h)+d(i0; i0 + h) = M +m+ �+ h. So by (11), M +m+ h 6 D� �. Now let i1,be su
h that w(i1) = m. w(i1) + w(j) + d(i1; j) 6 m +M + h 6 D � �. Soif � > 0, we have a 
ontradi
tion with Lemma 12 for i = i1. So � = 0 andM +m + h = D and w(i0 + h) = m. If h is odd, i0 has an other antipodali0 � h and we 
an prove in the same way that w(i0 � h) = m. See Figure 4.�Lemma 16 Let d > 2 and � 6 w 6 w0 6 bD=2
 � �, thenn(d;D;w � �) + n(d;D;w0 + �) > n(d;D;w) + n(d;D;w0)Proof. It is suÆ
ient to prove it for � = 1, then repeated appli
ationwill give the Lemma. By Equation (10) (in the proof of the Proposition8
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mFigure 5: Stru
ture of an optimal solution in the �rst 
ase if m < M .9), n(d;D;w � 1) + n(d;D;w0 + 1) = n(d;D;w) + n(d;D;w0) + � where� = n(d� 1; D; w0+1)+ n(d� 1; D; w0)� n(d� 1; D; w)� n(d� 1; D; w� 1)and � > 0 by Remark 10. �Proposition 17 (Stru
ture of an optimal solution in the �rst 
ase)In an optimal solution of S, we have :� k is odd, k = 2h+ 1� M +m+ h = D, (re
all that M = maxifw(i)g and m = minifw(i)g)� either M = m and there are k = 2h+ 1 values w(i) = M� either M > m and we have (up to a 
y
li
 shift of the indi
es) :{ for 0 6 i 6 a� 1; w(i) = M{ for a 6 i 6 h� 1; w(i) =M � 1� (i� a){ for h 6 i 6 h+ a; w(i) = m{ for h+ a + 1 6 i 6 2h; w(i) = M � 1� 2h+ iwhere a satis�es 2M + a� 1 = D or a = h+ 1�M +m.Proof. First let us show that a solution of the kind des
ribed above,denoted by S 0, is feasible. That is the 
ase ifM = m as w(i)+w(j)+d(i; j) 69



2M + h = D. If M 6= m we will show by indu
tion on i that if i < j 6 i+h,w(i) + w(j) + d(i; j) 6 2M + a � 1 = D. That is true for i = 0 as for0 < j 6 k; w(0) + w(j) + d(0; j) 6 D. Now we suppose by indu
tion that itis true till i. For i+ 1 < j 6 i+ h; w(i+ 1)+w(j) + d(i+ 1; j) 6 w(i) + 1+w(j) + d(i; j)� 1 6 D by indu
tion hypothesis and d(i + 1; i + 1 + h) 6 D.Furthermore w(i+1)+w(i+1+h)+ d(i+1; i+1+h) is 6M +m+h = Dif 0 6 i+ 1 6 h or h 6 i+ 1 6 h+ a or 6 2M + a� 1 otherwise.Now we will show that val(S 0) is optimum.Suppose that we have an optimal solution Sopt with value val(Sopt). If m =M then it 
ontains 2h + 1 weights M with 2M + h = D. So now let ussuppose m < M . Consider one i0 su
h that w(i0) = M so by Lemma 15,w(i0 + h) = w(i0 � h) = m. By Lemma 13 there should exist betweeni0 and i0 + h a sequen
e I : i0 < i1 < i2 < i� < i0 + h with w(i�) =M � � (w(i1) = M � 1; w(i2) = M � 2; : : : ; w(iM�m�1) = m + 1). Nownote that for 0 6 i 6 i + h, if w(i) = M � � then w(i � h) 6 m + � asw(i)+w(i�h)+d(i; i�h) =M��+w(i�h)+h 6 M+m+h = D�w(i�h).If we repla
e w(i�h) by m+�, we in
rease the value of Sopt by remark 10 andso obtain a solution S1 (not ne
essarily feasible) with val(S1) > val(Sopt).Now for 0 < i < i + h; i 62 I (i 6= i0; i 6= i1; : : : ; iM�m+1), we repla
e w(i) byM and w(i � h) by m we obtain a solution S2 (not ne
essarily feasible). Ifw(i) = M � �, w(i� h) = m + �.If M � � > m + �, Lemma 16 applied with w = m + � and w0 = M � �shows that the solution S2 where w(i) = M and w(i � h) = m is better. IfM � � 6 m+�, Lemma 16 applied with w =M �� and w0 = m+ � showsthat S2 is better so val(S2) > val(S1) > val(Sopt).Furthermore if there exists i; i0 < i < i0 + h; i 62 I for whi
h w(i) = M � �with � > 0, then val(S2) > val(Sopt). If k is even, the sequen
e S2 
onsists ofa indi
es with weightM , a indi
es with weightm and exa
tly two with weightM��, 1 6 � 6M�m�1 where 2M+a�1 = D. In that 
ase we 
an add oneweight m obtaining a solution S3 with the same weight sequen
e as that S 0of the theorem. In summary as S 0 is feasible, an optimal solution 
ontains anodd number of indi
es so k is odd, k = 2h+1, and there are exa
tly a weightM , a+1 weights m and exa
tly two weightsM��; 1 6 �M�m�1. Now in afeasible solution, the distan
e between two indi
es with weight M is at mosta� 1 as 2M + a� 1 = D so the a indi
es of weight M are 
onse
utive so fori0 6 i 6 i0+a�1; w(i) = M . Furthermore as w(i0+h) = m and between i0+aand i0+h�1 there are exa
tlyM�m�1 = h�a indi
es w(a�1+�) =M��for 1 6 � 6 M �m� 1 and similarly as w(i0 + a� 1� h) = w(h+ a) = m10
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mFigure 6: Transformation from Sopt to S3.we have for h + a+ 1 6 i 6 2h; w(i) =M � 1� 2h+ i.So an optimal solution 
an be obtained with this stru
ture. �Now to �nd the optimal solution we only have to 
ompare a small num-ber of stru
tures. Given D, we have to �nd the better 
ouple (M;m) with0 6 m 6 M 6 bD=2
 where M +m + h = D. The value is� if m = M : val(S) = (2h+ 1)n(d� 1; D;M) with 2M + h = D.� if m < M : val(S) = a n(d � 1; D;M) + 2PM�m�1�=1 n(d � 1; D;M ��) + (a + 1)n(d� 1; D;m) with 2M + a� 1 = D.2.3.1 Case d = 2Proposition 18 If d = 2, an optimal solution of the �rst 
ase is obtainedwith M = m = �D+14 �. It is unique ex
ept for D � 2 or 3 mod 4 where thesolution with M = m + 1 = �D+34 � is also optimal.Proof. First suppose there exists an optimal solution Sopt withm 6M�2.If we 
onsider the solution obtained with the parameters M�1 instead ofMand m + 1 as minimum (whi
h is also feasible) that 
orresponds to repla
e(a� 2) indi
es M by (a� 2) indi
es M � 1 and (a� 1) indi
es m by (a� 1)indi
es m+1 but as n(d� 1; D; w) = 2w+1 for d = 2 the value is in
reasedby 2 so the solution was not optimal.If M = m, val(S) = (2h + 1)(2M + 1) with 2M + h = D so val(S) =�8M2 + (2M + 1)(2D � 1) + 2. A study of this fun
tion shows that theoptimum is attained for M = �D+14 �. Indeed in real number, the maximumis attained for M = D4 � 18 ; then it is suÆ
ient to 
ompare for D = 4q+1+ �the value forM = q andM = q+1. If � = 0 or 1 : the best isM = q = �D+14 �.For � = 2 or 3 : the best is M = q + 1 = �D+14 �.11



ForM = m+1, val(S 0) = a(2M +1)+(a+1)(2M�1) with 2M +a�1 = Dso val(S 0) = �8M2 + 2M(2D + 3)� 1. By 
omparing the values we alwayshave val(S 0) 6 val(S) and equality is attained for D = 4q + 2 for whi
h thevalue for M = q + 1, m = q, val(S 0) = 8q2 + 14q + 5 that is the same asval(S) for M = m = q and for D = 4q+3 for whi
h the value for M = q+1,m = q, val(S 0) = 8q2+ 18q+ 9 is the same as val(S) for M = m = q +1. �2.3.2 Case d > 3Proposition 19 In an optimal solution of the �rst 
ase, if d > 3, then a 6 2ex
ept for d = 3 and D = 4; 6; 7; 9.Proof. We will use the following equality : 8d > 2; D; w 6 bD=2
 ;n(d;D;w)� n(d;D;w� 1) = dXp=0 �dp���d+ w � pd �� �d+ w � 1� pd ��= dXp=0 �dp��d+ w � 1� pd� 1 �Consider an optimal solution with a indi
es of weight M where 2M +a�1 =D. Remember that if m < M there are (a + 1) indi
es of weight m and ifm =M , (a� 1) indi
es will be 
onsidered of weight m.Claim 1: In an optimal solution, m 6 (a+1)(d�1)2 .Eitherm 6 d�1 and it is true as a > 1, otherwise 
onsider the transformationT1 whi
h 
onsists in repla
ing (a� 1) indi
es of weight m by (a+ 1) indi
esof weight m� 1. The solution obtained is feasible and should have value lessor equal to that of the optimal solution. SoT1(a; d;D;m) = (a+ 1)n(d� 1; D;m� 1)� (a� 1)n(d� 1; D;m) 6 0d�1Xp=0 �d� 1p ��(a + 1)�d� 1 +m� 1� pd� 1 �� (a� 1)�d� 1 +m� pd� 1 �� 6 0If m > d� 1, d�1Xp=0 �d� 1p �(d� 1 +m� 1� p)!(d� 1)!(m� p)! P (p; a; d;m) 6 0
12



where P (p; a; d;m) = (a+1)(m� p)� (a� 1)(d� 1+m� p). P (p; a; d;m) isde
reasing in p, so we should have P (d� 1; a; d;m) 6 0, that is (a+ 1)(m�d+ 1)� (a� 1)m 6 0 or m 6 (a+1)(d�1)2 .Claim 2: In an optimal solution, m > (a� 2)(d� 1)� (a� 1).We suppose a > 3, otherwise the formula gives m > �1. Consider thetransformation T2 whi
h 
onsists in repla
ing (a� 2) indi
es of weight M by(a � 2) indi
es of weight M + 1 and (a � 1) indi
es of weight m by (a � 1)indi
es of weight m� 1. The solution obtained is feasible and should have avalue less or equal to that of the optimal solution. Let T2(a; d;D;M;m) =(a� 2)[n(d� 1; D;M + 1)� n(d� 1; D;M)℄� (a� 1)[n(d� 1; D;m)� n(d� 1; D;m� 1)℄then T2(a; d;D;m;m) 6 T2(a; d;D;M;m) 6 0T2(a; d;D;m;m) = d�1Xp=0 �d� 1p � (d� 2 +m� p)!(d� 2)!(m� p+ 1)!Q(p; a; d;m) 6 0where Q(p; a; d;m) = (a�2)(d�1+m�p)�(a�1)(m�p+1)Q(p; a; d;m) isin
reasing in p, so we should have Q(0; a; d;m) 6 0, that is m > (a� 2)(d�1)� (a� 1).Claim 3: If d > 4 then a 6 5 + 8d�3 .Combining 
laim 1 with 
laim 2, we obtain : (a� 2)(d� 1)� (a� 1) 6 m 6(a+ 1)d�12 that is (d� 3)a 6 5d� 7 or if d 6= 3; a 6 5 + 8d�3 .Claim 4: If d > 12, then a 6 2.Consider the transformation T3 whi
h 
onsists in repla
ing (a� 2) indi
es ofweight M by (a � 2) indi
es of weight M + 1 and (a � 1) indi
es of weightm by 2 indi
es of weight m� 1 and (a� 1) indi
es of weight m� 2. We willshow that this transformation in
rease the value val if d > 12 and a > 3, sogiving a 
ontradi
tion.So we want to prove thatT3(a; d;D;M;m) = (a � 2) [n(d� 1; D;M + 1)� n(d� 1; D;M)℄ � (a �1) [n(d� 1; D;m)� n(d� 1; D;m� 2)℄+2n(d�1; D;m�1) > 0. AsM > m,it is suÆ
ient to prove that T3(a; d;D;m;m) > 0.13



T3(a; d;D;m;m) = d�1Xp=0 �d� 1p �Up(a; d;m) where Up(a; d;m) = (a �2)�d�1+m�pd�2 �� (a� 1) ��d�1+m�1�pd�2 �+ �d�1+m�2�pd�2 ��+ 2�d�1+m�1�pd�1 �.If p > m + 1, all binomial parts with a negative sign are null, then we onlyde�ne Up(a; d;m) for p 6 m.Up(a; d;m) = (d� 3 +m� p)!(d� 1)!(m� p+ 1)!Tp(a; d;m)where Tp(a; d;m) = (a�2)(d�1)(d�1+m�p)(d�2+m�p)� (a�1)(d�1)(m�p+1) f(d� 2 +m� p) + (m� p)g+2(d�2+m�p)(m�p+1)(m�p).So it is suÆ
ient to prove that Tp(a; d;m) > 0.Let pola(p) := p! Tp(a; d;m), we will 
onsider the 
ases d>12; 36a65+ 8d�3and prove that for 06p6m; pola(p)>0.a = 3 , pol3(p) = �2p3+(6m�(d�1))p2+(�6m2+2m(d�1)+d+1)p+(d�1)(d�1+m)(d�2+m)+2(d�2+m)m(m+1)�2(d�1)(m+1)(d�2+2m)pol03(p) = �6p+ 2(�d+ 1+ 6m)p+ 2dm� 6m+ 1+ d� 2m, the rootsof pol0(p) are� = 16 � 16d+m� 16pd2 + 4d+ 7 and � = 16 � 16d+m+ 16pd2 + 4d+ 7then pol3(p) is de
reasing from 0 to � and in
reasing from � to m (as� > m).pol3(�) is independent of m and stri
tly positive if d > 5. �>m, thenfor d>5; p6m, Tp(3; d;m)>0.a = 4; 5 , note that pola(m) = (d � 1)(d � 2) f(a� 2)(d� 2)� 1g > 0for a > 3; d > 4.a = 4 : pol4(p) = �2p3+(6m� 2(d� 1))p2+(�6m2+4(d� 1)m� d2+5d�2)p+2m3�2(d�1)m+(d�5d+2)m+(d�1)(d�2)(2d�5)pol04(p) = �6p+2(6m�2(d�1))p+(�6m2+4(d�1)m�d2+5d�2)�pol04(p) = �8(d2� 11d+4) whi
h is stri
tly negative for d > 11.limp!1 pol04(p) = �1 then for all p, pol04(p) 6 0, then for d > 11,pol4(p) is de
reasing. pol4(m) > 0 for d > 4.Then for 0 6 p 6 m; d > 11; Tp(4; d;m) > 0.a = 5 : pol5(p) = �2p3+3(2m� (d� 1))p+(�6m2+6(d� 1)m� 2d2+9d�5)p+2m3�3(d�1)m2+(2d2�9d+5)m+(d�1)(d�2)(3d�7)14



pol05(p) = �6p2+6(2m�(d�1))p�6m2+6(d�1)m�2d2+9d�5�pol50(p) = �12d+144d�84 whi
h is stri
tly negative for d > 12.Then for d > 12, pol5(p) is de
reasing. As pol5(m) > 0 for d > 4,for 0 6 p 6 m; d > 12; Tp(5; d;m) > 0.Then for a > 3; d > 12, T3(a; d;D;M;m) > 0 then if d > 12, in anoptimal solution, a 6 2.Claim 5: If 4 6 d 6 11 then a 6 2.Now we 
an 
ompute all other 
ases : for 4 6 d 6 11; 3 6 a 6 5+ 8d�3 (impliedby 
laim 2), 1 6 m 6 (a+1)(d�1)=2 (implied by 
laim 1), T3(a; d;D;m;m) >0 or T2(a; d;D;m;m) > 0.Claim 6: In an optimal solution, if d = 3 then a 6 2 unless for D inf4; 6; 7; 9g. There exist optimal solutions for d = 3, D = 4; 7 su
h thata 6 2.If m = 1, T2(a; 3; D;M; 1) = 4((a � 2)M � 1), whi
h is positive fora > 3;M > 2 and for a > 4, M > 1 then the only 
ase to study is a = 3,M = m = 1, i.e. D = 4. In this 
ase, there are two optimal solutions: onewith h = 2;M = m = 1 and one with a = 1, M = 2, m = 0.We denote by T 22 the transformation whi
h 
onsists in applying twi
e thetransformation T2.If m > 2 and a > 4, applying the transformation T 22 , a similar 
om-putation to that of 
laim 2 gives m > 2a � 132 . Combining this resultwith 
laim 1, that gives a 6 7. Then we 
an 
ompute all other 
ases, ford = 3; 4 6 a 6 7; 2 6 m 6 a+ 1 (implied by 
laim 2), we obtain :If M > m, T 22 (a; d;M;m) > T 22 (a; d;m;m) > 0 or T1(a; d;D;m) > 0 ex
eptfor (a;m) 2 f(3; 2); (4; 2); (4; 3); (5; 4)g.If M > m + 1, T2(a; d;M;m) > T2(a; d;m + 1; m) > 0 or T1(a; d;D;m) > 0ex
ept for a = 5 and m = 4.If M > m+ 2, T2(a; d;M;m) > T2(a; d;m+ 2; m) > 0 or T1(a; d;D;m) > 0.Then we just have to study the optimal solutions in then following 
ases :� a = 3; m =M = 2, that implies D = 6.The optimal solution for d = 3; D = 6 is with a = 3 (5 nodes of weight2.) 15



� a = 4; m =M = 2, that implies D = 7.There are two optimal solutions for d = 3; D = 7 : a = 4 (7 nodesof weight 2) or a = 2 (2 nodes of weight 3, 2 nodes of weight 2 and 3nodes of weight 1).� a = 4; m =M = 3, that implies D = 9.The optimal solution for d = 3; D = 9 is with a = 4 (7 nodes of weight3).� a = 5; m =M = 4, that implies D = 12.The optimal solution for d = 3; D = 12 is with a = 1;� a = 3; m = 2;M = 3, that implies D = 8.The optimal solution for d = 3; D = 8 is with a = 1.Then we 
on
lude by : for all d > 3, there exists an optimal solution su
hthat a 6 2 ex
ept for d = 3; D = 6; 9. �2.4 Se
ond Case : 90 6 i 6 k � 1; w(Bi) > bD=2
.Suppose that there exists a solution S� for d with some w(Bi) = bD=2
 +�; � > 1. Then 
ondition 11 w(Bi)+w(Bj)+d(i; j) 6 D implies that the twoBj at distan
e p of Bi have weight at most dD=2e���p so val(S�) 6 n(d�1; D; bD=2
 + �) + 2PdD=2e���1w=0 n(d � 1; D; w). We will show by indu
tionon d that this value is less than the value of a system S 0 of the previous 
asewith M = bD=2
 ; m = 0 and a = 1 or a = 2, a

ording D is even or odd,implying that a solution of the se
ond 
ase 
an not be optimal.2.4.1 Case D = 2qIt is true for d = 2. Indeed val(S�) = 2(q + �) + 1 + 2Pq���1w=0 (2w + 1)and for M = q and a = 1; val(S 0) = n(1; D; q) + 2Pq�1w=0 n(1; D; w) =2q + 1+ 2Pq�1w=0(2w + 1). So val(S 0)� val(S�) = �2�+ 2Pq�1w=q��(2w + 1).As � < q ( � = q will imply a unique Bi and so a depth d � 1) and q > 1,val(S 0) � val(S�) > �2� + 2(2q � 1) > 0. Now suppose it is true up tod � 1, then by indu
tion hypothesis, n(d � 1; D; q + �) 6 n(d � 1; D; q).So val(S�) 6 n(d � 1; D; q) + 2Pq���1w=0 n(d � 1; D; w). As val(S 0) = n(d �1; D; q)+ 2Pq�1w=0 n(d� 1; D; w), val(S 0)� val(S�) > 2n(d� 1; D; q� 1) > 0.16



2.4.2 Case D = 2q + 1It is true for d = 2. Indeed val(S�) = 2(q+�)+ 1+ 2Pq��w=0(2w+1) and forM = q; a = 2; val(S 0) = 2(2q+1)+ 2Pq�1w=0(2w+1). So val(S 0)� val(S�) >2q�2�+1. As � 6 q, 2q�2�+1 > 0 and val(S 0)�val(S�) > 0. Now supposeit is true till d� 1, then by indu
tion hypothesis, val(S�) 6 n(d� 1; D; q) +2Pq���1w=0 n(d � 1; D; w). val(S 0) = 2n(d� 1; D; q) + 2Pq�1w=0 n(d� 1; D; w),val(S 0)� val(S�) > n(d� 1; D; q) > 0.2.5 ResultsNow we 
an state the �nal results:Theorem 20� For d = 2, the optimal solutions are obtained with M = m = bD+14 
plus for D � 2 or 3 mod 4;M = m+ 1 = bD+34 
.� For D even, d > 3, the unique optimal solution satis�es a = 1;M =D=2; m = 0 ex
ept for d = 3; D = 4 where there is another optimalsolution with 5 nodes of weight M = m = 1 and d = 3; D = 6 wherethe optimal solution 
onsists in 5 nodes of weight M = m = 2.� For D odd, d > 3, the unique optimal solution satis�es a = 2;M = D�12ex
ept for d = 3; D = 7 where there is another solution with 7 nodesof weight 2 and d = 3; D = 9 where the optimal solution 
onsists in 9nodes of weight 3.Proof. As we have seen in se
tion 2.4 the optimal solution is alwaysobtained in the �rst 
ase (all w(Bi) 6 bD=2
). So the theorem follows ford = 2 from Proposition 18 and for d > 3 from Proposition 19 by noting thatif D is even (resp. D odd), a = D + 1� 2M being odd (resp. even), a 6 2implies a = 1 for D even and a = 2 for D odd. As we are in the �rst 
ase, byProposition 19, if D is even, we have, ex
ept for d = 3; D 2 f4; 6g that a 6 2but a = D + 1� 2M being odd, a = 1, M = D=2 and if m was positive, we
ould add 2 nodes of weight m� 1 obtaining a better solution. �Thus we have 
hara
terized the optimal solution for D even and almost
hara
terized for D odd where we propose the following 
onje
ture :17



Conje
ture 21 The optimal value of m in the 
ase D odd, d > 3 is m =M = D�12 for D 6 2 j3(d�1)4 k + 1 and m = j3(d�1)4 k for D > 2 j3(d�1)4 k + 1(ex
ept for d = 3; D 2 f7; 9g).Now using Proposition 9 we are able to give the exa
t value of NHBNd (D).Table 1 gives these values for d 6 9 and D 6 12.Theorem 22� For d = 2, let q = �D+14 � thenNHBN2 (D) = �8q2 + (2q + 1)(2D � 1) + 2� For d > 3 and D even, D > 2dNHBNd (D) = n(d;D;D=2) = dXp=0 2p�dp��D=2p �� For d > 3 and D = 2q + 1 odd, D > 2d+ 1NHBNd (D) = n(d;D; q) + n(d� 1; D; q)+ maxO6m63d=2fn(d� 1; D;m)� n(d;D;m) + n(d� 1; D;m)gProof. If d = 2, re
all that an optimal solution 
onsists in 2D+1�4 �D+14 �nodes of weight M = �D+14 � and its values is �8M2+(2M +1)(2D� 1)+ 2.If d > 3 and D is even, D > 2d, the optimal value is n(d � 1; D;D=2) +2PD=2�1p=0 n(d � 1; D; p) = n(d;D;D=2) = Pdp=0 2p�dp��D=2p �. For d > 3 andD = 2q+1 odd, D > 2d+1, the optimal value is 2Pqp=m n(d�1; D; p)+n(d�1; D;m) = n(d;D; q)+n(d�1; D; q)+n(d�1; D;m)�2Pm�1p=0 n(d�1; D; p) =n(d;D; q)+n(d�1; D; q)+n(d�1; D;m)�n(d;D;m)+n(d�1; D;m). Butby 
laim 1 of Theorem 19, m 6 3d2 and so we have to 
onsider the maximumon a �nite number values of m. �Corollary 23 For given d > 2, NHBNd (D) = Ddd! +O(Dd�1).18



Proof. For d = 2 it follows from the exa
t value given above. Ford > 3 and D > 2d, D even Pdp=0 2p�dp��D=2p � = O(Dd�1) and n(d;D;D=2) =2d�dd� Dd2dd! +O(Dd�1) = Ddd! +O(Dd�1). �The approximations 
an be done only for D large enough 
ompared to d.Using Stirling formula one 
an show that if D > Ad2 the 
onstant before theDd�1 is of order 1/A.The reasoning is similar for D odd as n(d;D;m) is bounded by a valueindependent of D as m 6 3d2 .3 Relation with HRNNow we 
ome ba
k to the �rst model :De�nition 24 We 
all depth-0 ear a node and for d > 1 a depth-d ear ofbase x a set of depth-(d�1) ears and a node x inter
onne
ted by a ring 
alledprin
ipal ring.De�nition 25 Then a HRN 
an be de�ned as follows : A depth-d HRN isa set of depth-(d� 1) ears were the bases are inter
onne
ted by a ring.We denote by e(d;D;w) the maximum number of nodes that 
an be 
ontainedin a depth-d diameter-D ear whose base has an e

entri
ity w.Proposition 26 8d > 0; e(d;D; 0) = 180 6 w 6 D; e(0; D; w) = 18d > 1; 81 6 w 6 bD=2
 ; e(d;D;w) = 1 + 2 w�1Xi=0 e(d� 1; D; i)= e(d;D;w� 1) + 2e(d� 1; D; w� 1)Proof. Same as the Proposition 9. �Proposition 27 The maximum number of nodes of a depth-d diameter-DHRN is NHRNd (D) = max06w6Dfe(d;D;w) + e(d� 1; D;D � w)g � 119



depth−d depth d−1

baseFigure 7: A HRN is the union of two earsProof. We 
an de
ompose every HRN in two ears : given a node x of theprin
ipal ring, we 
an extra
t an ear of depth d and another of depth d� 1,then the number of nodes is the sum of the number of the two ears minusone as x is 
ounted twi
e. In the other hand, any HRN 
an be 
onstru
twith two ears of this kind (see Figure 7). �Remark 28 8D > 0; NHRN1 (D) = NHBN1 (D) = 2D + 1, in this 
ase, thetwo 
onstru
tions are the same.Corollary 29 e(d;D; bD=2
) = n(d;D; bD=2
) +O(Dd�1)Proof. We prove it by indu
tion on d. It's true for d = 1.Suppose that it's true for d� 1, then n(d;D;w)� e(d;D;w) =n(d� 1; D; w) + n(d� 1; D; w� 1) + n(d;D;w � 1)� e(d;D;w � 1)�2e(d� 1; D; w � 1) =n(d� 1; D; w)� e(d� 1; D; w) + n(d� 1; D; w� 1)� e(d� 1; D; w � 1)+n(d;D;w � 1)� e(d;D;w� 1) + e(d� 1; D; w)� e(d� 1; D; w � 1)So n(d;D;w)� e(d;D;w) =n(d;D;w�1)� e(d;D;w�1)+ e(d�1; D; w)� e(d�1; D; w�1)+O(Dd�2)Applying this w times, we obtainn(d;D;w)� e(d;D;w) = e(d� 1; D; w) + wO(Dd�2)20



therefore n(d;D; bD=2
)� e(d;D; bD=2
) = e(d� 1; D; bD=2
) +O(Dd�1)but e(d� 1; D; bD=2
) 6 n(d� 1; D; bD=2
)and so e(d� 1; D; bD=2
) = O(Dd�1). �Theorem 1 For a given d > 2, NHRNd (D) = Ddd! +O(Dd�1).Proof. By Proposition 27 and Equation (1),NHRNd (D) 6 max06w6Dfn(d;D;w) + n(d� 1; D;D� w)g � 16 NHBNd (D) +NHBNd�1 (D)� 1and by Theorem 22, NHBNd (D)+NHBNd�1 (D)�1 = Ddd! +O(Dd�1). On the otherside e(d;D; bD=2
) 6 NHRNd (D), and by Corollary 29, e(d;D; bD=2
) =n(d;D; bD=2
)+O(Dd�1) = Ddd! +O(Dd�1). Then NHRNd (D) = Ddd! +O(Dd�1).�3.1 Optimal 
onstru
tion of HRNTheorem 22 gives a tight estimation of the number of nodes of an optimalHRN and Proposition 17 gives a 
onstru
tion of an optimal HBN ; but wedon't have the optimal 
onstru
tion of a HRN . Using the Proposition 27, to
ompute NHRNd (D) (and build the asso
iate 
onstru
tion), we only have to
ompute (and build the asso
iate 
onstru
tion) e(d� 1; D; w) and e(d;D;w)for w 6 D and take a pair whi
h gives the maximum. Proposition 26 givesthe value of e(d;D;w) if w 6 bD2 
, then we have to �nd a way to build theears of weight greater than bD2 
 to provide the optimal 
onstru
tion. Wedes
ribe here a way to build these optimal 
onstru
tions by using both dy-nami
 and linear programming. We want to 
onstru
t the optimal depth-dear of diameter D and weight w by assuming that we have the optimal depth-(d � 1) ears of diameter D and weight w for w 6 D. For d = 1 an ear isa ring, then the maximum number of nodes for w 6 D is 2w + 1. Given asize k of the prin
ipal ring, we denote by wi for 1 6 i 6 k � 1 the weightof the i-th depth-(d� 1) ear 
onsidering that the base is the 0-th node. We
onsider two types of 
onstraints between the base of the depth-d ear andthe depth-(d� 1) ears 
onne
ted on the prin
ipal ring :� e

entri
ity 
onstraint: 21



The distan
e between the base of the ear and the baseof a depth-(d� 1) ear plus the weight of this ear has tobe less than w :81 6 i 6 k � 1; wi + d(0; i) 6 w� diameter 
onstraint:similarly as for HBN , we have a diameter 
onstraintbetween all pair of the depth-(d � 1) ears 
onne
ted tothe prin
ipal ring :81 6 i; j 6 k � 1; wi + wj + d(i; j) 6 DThen, for k �xed, we have to solve the optimization problem given bythese two 
onstraints with the obje
tive fun
tion 1+P16i6k�1 e(d�1; D; wi)whi
h has to be maximized. This 
an be solved by the following integerprogram : Maximize 1 + X16i6k�1 ei81 6 i 6 k � 1; X06v6DXi;v = 181 6 i 6 k � 1; ei = X06v6D e(d� 1; D; v)�Xi;v81 6 i 6 k � 1; wi = X06v6D v �Xi;v81 6 i; j 6 k � 1; wi + wj + d(i; j) 6 D81 6 i 6 k � 1; wi + d(0; i) 6 w81 6 i 6 k � 1; 80 6 v 6 D; Xi;v 2 f0; 1gThen we have to solve this problem for ea
h value of k less or equal thanw to get the optimal value of e(d;D;w) and the asso
iate 
onstru
tion. Afterthis, we only have to �nd w su
h that NHRNd (D) = max06w6Dfe(d;D;w) +e(d � 1; D;D � w)g � 1. Tables 2 and 3 give the values of e(d;D;w) ford 2 f6; 7g and w 6 D. Table 4 gives the values of w for whi
h NHRNd (D) =e(d;D;w) + e(d� 1; D;D � w)� 1 and Table 5(resp. 1) gives the values ofNHRNd (D)(resp. NHBNd (D)) for d 6 9, D 6 12.22



4 Con
lusionIn this paper we have improved a result from Aiello, Bhatt, Chung, Rosenbergand Sitaraman by giving tight bounds on the diameter of a Hierar
hi
al RingNetwork a

ording to the number of nodes. To do that we have de�nedanother kind of Hierar
hi
al Ring Network for whi
h we give the optimaldesign a

ording to depth and diameter 
onstraints. This network due to itsre
ursive stru
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d nD 0 1 2 3 4 5 6 7 8 9 10 11 121 1 3 5 7 9 11 13 15 17 19 21 23 252 1 3 5 9 15 21 27 35 45 55 65 77 913 1 3 7 15 25 41 65 91 129 175 231 295 3774 1 3 9 21 41 75 129 201 321 459 681 921 12895 1 3 11 27 61 123 231 387 681 1029 1683 2391 36536 1 3 13 33 85 183 377 693 1289 2055 3653 5421 89897 1 3 15 39 113 255 575 1131 2241 3867 7183 11173 198258 1 3 17 45 145 339 833 1725 3649 6723 13073 21549 400819 1 3 19 51 181 435 1159 2499 5641 10947 22363 39219 75517Table 1: Values of NHBNd (D)D n w 0 1 2 3 4 5 6 7 8 9 10 11 120 11 1 32 1 3 53 1 3 7 94 1 3 9 15 175 1 3 9 19 25 276 1 3 9 27 45 50 537 1 3 9 27 55 73 79 818 1 3 9 27 81 135 153 159 1619 1 3 9 27 81 163 217 235 241 24310 1 3 9 27 81 243 405 459 476 482 48511 1 3 9 27 81 243 487 649 703 721 727 72912 1 3 9 27 81 243 729 1150 1313 1367 1384 1391 1393Table 2: Values of e(6; D; w)D n w 0 1 2 3 4 5 6 7 8 9 10 11 120 11 1 32 1 3 53 1 3 7 94 1 3 9 15 175 1 3 9 19 25 276 1 3 9 27 45 50 537 1 3 9 27 55 73 79 818 1 3 9 27 81 135 153 159 1619 1 3 9 27 81 163 217 235 241 24310 1 3 9 27 81 243 405 459 476 482 48511 1 3 9 27 81 243 487 649 703 721 727 72912 1 3 9 27 81 243 729 1215 1377 1430 1448 1455 1457Table 3: Values of e(7; D; w)25



d nD 0 1 2 3 4 5 6 7 8 9 10 11 121 0 1 2 3 4 5 6 7 8 9 10 11 122 0 0 0 2 3 4 4 5 6 7 7 8 93 0 0 0 0 2 3 3 4 4 6 5 6 64 0 0 0 0 0 0 3 4 4 5 5 6 65 0 0 0 0 0 0 0 0 4 5 5 10 66 0 0 0 0 0 0 0 0 0 0 5 6 67 0 0 0 0 0 0 0 0 0 0 0 0 68 0 0 0 0 0 0 0 0 0 0 0 0 09 0 0 0 0 0 0 0 0 0 0 0 0 0Table 4: Values of w for whi
h NHRNd (D) = e(d;D;w)+e(d�1; D;D�w)�1

d nD 0 1 2 3 4 5 6 7 8 9 10 11 121 1 3 5 7 9 11 13 15 17 19 21 23 252 1 3 5 9 15 21 27 35 45 55 65 77 913 1 3 5 9 17 27 45 65 97 133 181 233 3054 1 3 5 9 17 27 53 81 145 211 341 473 7055 1 3 5 9 17 27 53 81 161 243 453 665 11376 1 3 5 9 17 27 53 81 161 243 485 729 13937 1 3 5 9 17 27 53 81 161 243 485 729 14578 1 3 5 9 17 27 53 81 161 243 485 729 14579 1 3 5 9 17 27 53 81 161 243 485 729 1457Table 5: Values of NHRNd (D)
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