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#### Abstract

In this paper we address the numerical solution of the quadratic optimal transport problem in its dynamical form, the so-called Benamou-Brenier formulation. When solved using interior point methods, the main computational bottleneck is the solution of large saddle point linear systems arising from the associated Newton-Raphson scheme. The main purpose of this paper is to design efficient preconditioners to solve these linear systems via iterative methods. Among the proposed preconditioners, we introduce one based on the partial commutation of the operators that compose the dual Schur complement of these saddle point linear systems, which we refer as $\mathcal{B B}$-preconditioner. A series of numerical tests show that the $\mathcal{B B}$-preconditioner is the most efficient among those presented, with a CPU-time scaling only slightly more than linearly with respect to the number of unknowns used to discretize the problem.
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## 1 Introduction

Optimal transport deals with the problem of finding the optimal way to reallocate one nonnegative density into another by minimizing the total cost of displacement in space. In recent years, numerous contributions have been made to the study of this problem, both on the theoretical and computational level. We suggest, for example, the monographs [1, 2, 3, 4] for a detailed presentation of the subject. Due to these advances, optimal transport is nowadays an estabilished tool for many applications including, for example, the analysis of partial differential equations (PDE) [5], physical modeling [2], data science and machine learning [4], economics [6], and inverse problems [7].
When the cost of displacement per unit mass is given by the square of the Euclidean distance, the problem can be recast dynamically, as shown by Benamou and Brenier [8]. Consider a compact and convex domain $\Omega \subset \mathbb{R}^{d}$ and two nonnegative densities $\rho^{\text {in }}$ and $\rho^{\mathrm{f}}$ in $L^{1}(\Omega)$, with $\int_{\Omega} \rho^{\text {in }} d x=\int_{\Omega} \rho^{\mathrm{f}} d x$. In order to transport the former to the latter, we aim to find a time-dependent density $\rho:[0,1] \times \Omega \rightarrow \mathbb{R}_{\geq 0}$ and a velocity field $v:[0,1] \times \Omega \rightarrow \mathbb{R}^{d}$ that solve the
following minimization problem:

$$
\min _{\rho, v} \int_{0}^{1} \int_{\Omega} \frac{\rho|v|^{2}}{2}: \begin{cases}\partial_{t} \rho+\operatorname{div}(\rho v)=0 & \text { in }[0,1] \times \Omega  \tag{1}\\ \rho v \cdot \hat{n}=0 \\ \rho(0, \cdot)=\rho^{\text {in }}, \rho(1, \cdot)=\rho^{\mathrm{f}} & \text { on }[0,1] \times \partial \Omega\end{cases}
$$

The total kinetic energy represents the cost of displacement. Thanks to a change of variables $(\rho, v) \rightarrow(\rho, m=\rho v)$, (1) can be rewritten as a convex optimization problem. From the optimality conditions of the problem, one can deduce that the optimal velocity field is the gradient of a potential $\phi:[0,1] \times \Omega \rightarrow \mathbb{R}$. The potential and the density itself are given as the solution of the following system of PDEs:

$$
\begin{align*}
& -\partial_{t} \rho-\operatorname{div}(\rho \nabla \phi)=0  \tag{2a}\\
& \partial_{t} \phi+\frac{\|\nabla \phi\|^{2}}{2}+s=0  \tag{2b}\\
& \rho \geq 0, s \geq 0, \rho s=0 \tag{2c}
\end{align*}
$$

with boundary conditions $\rho(0, \cdot)=\rho^{\text {in }}, \rho(1, \cdot)=\rho^{\mathrm{f}}, \rho \nabla \phi \cdot \hat{n}=0$ on $[0,1] \times \partial \Omega$. The auxiliary variable $s$ : $[0,1] \times \Omega \rightarrow \mathbb{R}_{\geq 0}$ is related to the positivity constraint on $\rho$.
The Benamou-Brenier formulation offers several advantages. In addition to the total displacement cost, it also directly provides how to continuously reallocate the mass. This also constitutes a natural way of defining interpolations between densities. Furthermore, it draws a clear link between optimal transport and continuum mechanics, and it is naturally suited for Eulerian discretizations. Finally, it can be easily generalized to other problems by penalizing/constraining the evolution $\rho$ (such as in variational mean-field games and planning problems [9], or unbalanced optimal transport [10]). On the other hand, the numerical solution of (1), or its system of optimality conditions (2), poses significant challenges. Although it is a convex optimization problem, it is nonlinear and, in general, nonsmooth for vanishing densities. Moreover, it is a time-space boundary value problem and there is a positivity constraint on $\rho$ to take into account. In the original paper [8], a strategy based on centered finite differences and the Alternating Direction Method of Multipliers (ADMM) was used. Since then, more works in this direction have followed, using finite differences or finite elements and more general proximal splitting techniques [11, 12, 13, 14]. These approaches are extremely robust but not particularly efficient, especially when high accuracy is required and nonregular grids are used.

In [15] the problem has been discretized using finite volumes, following a "first discretize, then optimize" approach in order to preserve the variational structure, and solved using an Interior Point (IP) method [16, 17]. The optimization problem is relaxed by adding a logarithmic barrier function scaled by a parameter $\mu>0$, that is, $-\mu \int_{0}^{1} \int_{\Omega} \log (\rho)$. This perturbation provides smoothness by enforcing the strict positivity of the density and uniqueness of the solution. The problem can then be effectively solved by solving the relaxed optimality conditions via the Newton method, and the original unperturbed solution is retrieved by repeating this procedure while reducing the relaxation term $\mu$ to zero. The combination of the finite volume discretization and the use of the IP method allows one to tackle general domain discretizations and solve efficiently the problem up to high accuracy. The authors furthermore considered a two-level discretization of the domain $\Omega$, in order to discretize the density $\rho$ and the potential $\phi$ separately, which alleviates some checkerboard instabilities that may appear when the same grid is used to discretize both variables. The same issue has been pointed out in [18, 19] when dealing with optimal transport with unitary displacement cost given by the Euclidean distance.

From a computational point of view, the most demanding task in [15] is to solve a sequence of saddle point linear systems in the following form

$$
\left(\begin{array}{ll}
\mathcal{A} & \mathcal{B}^{T} \\
\mathcal{B} & -\mathcal{C}
\end{array}\right)\binom{\boldsymbol{x}}{\boldsymbol{y}}=\binom{\boldsymbol{f}}{\boldsymbol{g}}
$$

generated by the Newton method. The goal of this paper is to find an efficient preconditioning technique to solve these linear systems using iterative methods. The literature on this problem is relatively scarce. The most closely related work is [20], where the authors study linear algebra approaches involved in the solution of mean-field games systems via the Newton method. Our problem may in fact be seen as the vanishing viscosity limit of a particular mean-field game. However, their linear algebra approaches do not fit into the discretization scheme used in [15]. Moreover, they lose efficiency for vanishing viscosities, that is when the two problems are more similar.
In this paper we consider four preconditioners: the Hermitian skew-Hermitian splitting (HSS) preconditioner [21], a preconditioner based on the approximation of the inverse of the primal Schur complement $\mathcal{S}_{p}=\mathcal{A}+\mathcal{B C}^{-1} \mathcal{B}^{T}$, the SIMPLE preconditioner [22], and one preconditioner inspired by the ideas in [23], where we approximate the
inverse of the dual Schur complement $\mathcal{S}_{d}=-\mathcal{C}-\mathcal{B} \mathcal{A}^{-1} \mathcal{B}^{T}$ looking at the differential nature of the operators that compose $\mathcal{S}_{d}$ (note that, formally, we cannot write $\mathcal{A}^{-1}$ since in our problem the matrix $\mathcal{A}$ is singular). A series of numerical experiments suggest that the latter, named $\mathcal{B} \mathcal{B}$-preconditioner, is the most efficient among those presented in this paper.

The rest of the paper is structured as follows. In section 2 we summarize the discretization method proposed in [15]. Then in section 3 we recall the IP approach used to solve the optimization problem and the nonlinear and linear problems associated with it. Finally, in section 4 we present the preconditioners described in this paper, together with some numerical experiments where we solve a specific test case for different time and space refinements. In particular, in section 4.6 we compare the CPU time required by the preconditioners in solving different test cases.

## 2 Discrete setting

In this section, we summarize the discretization considered in [15] that combines the use of finite volumes with staggered temporal grids, so we can write the discrete counterpart of system eq. (2).

### 2.1 Spatial discretization

In [15], the authors considered two different discretizations of the domain $\Omega$, which is assumed to be polygonal, both admissible for Two Point Flux Approximation (TPFA) finite volumes, according to [24, Definition 9.1]. At each time $t \in[0,1]$, the variable $\rho(t)$ is discretized on a Delaunay triangulation, with the further hypothesis that only acute angles appear. The variable $\phi(t)$ is discretized on a finer grid obtained from the previous one by dividing each triangular cell into three quadrilateral cells, joining the edges midpoints to the triangle's circumcenter [15, Figure 1]. Both meshes consist of two sets $(\mathcal{T}, \mathcal{E})$, the set of cells $c$ and edges $e$, respectively. To distinguish the coarser mesh from the finer one, we denote the former by $\left(\mathcal{T}^{\prime}, \mathcal{E}^{\prime}\right)$, with the same notation for all its elements. Since the discrete model involves two different spatial discretizations, we introduce the injection operator $\boldsymbol{J} \in \mathbb{R}^{N_{\mathcal{T}}, N_{\mathcal{T}^{\prime}}}$

$$
\boldsymbol{J}[i, j]= \begin{cases}1 & \text { if } c_{i} \subset c_{j}^{\prime} \\ 0 & \text { else }\end{cases}
$$

Due to the no flux boundary condition, boundary edges are not relevant to the discrete model. We will then consider by convention the sets $\mathcal{E}$ and $\mathcal{E}^{\prime}$ without boundary edges. Let us denote by $N_{\mathcal{T}^{\prime}}$ and $N_{\mathcal{E}^{\prime}}$ the total number of cells and (internal) edges of the coarser mesh. The total number of cells and edges of the finer mesh are then $N_{\mathcal{T}}=3 N_{\mathcal{T}}$, and $N_{\mathcal{E}}=2 N_{\mathcal{E}^{\prime}}+3 N_{\mathcal{T}^{\prime}}$.
In order to define the discrete differential operators associated to the finite volume discretization, we fix an arbitrary orientation on the set of edges $\mathcal{E}$ and define the matrix $\boldsymbol{E} \in \mathbb{R}^{N_{\mathcal{T}}, N_{\mathcal{E}}}$ given by

$$
\boldsymbol{E}[i, k]=\left\{\begin{aligned}
1 & \text { if cell } c_{i} \text { is the left side of edge } e_{k} \\
-1 & \text { if cell } c_{i} \text { is the right side of edge } e_{k}
\end{aligned}\right.
$$

The discrete gradient and divergence $\nabla \in \mathbb{R}^{N_{\mathcal{E}}, N_{\mathcal{T}}}$ and $\operatorname{div} \in \mathbb{R}^{N_{\mathcal{T}}, N_{\mathcal{E}}}$ are given by

$$
\begin{gathered}
\boldsymbol{\nabla}=\boldsymbol{\nabla}_{\mathcal{E}, \mathcal{T}}=\operatorname{Diag}(|\boldsymbol{w}|)^{-1} \boldsymbol{E}^{T} \\
\operatorname{div}=\operatorname{div}_{\mathcal{T}, \mathcal{E}}=-\boldsymbol{\nabla}^{T} \operatorname{Diag}(|\boldsymbol{w}||\boldsymbol{e}|)=-\boldsymbol{E} \operatorname{Diag}(|\boldsymbol{e}|),
\end{gathered}
$$

where $|\boldsymbol{w}| \in \mathbb{R}^{N_{\mathcal{E}}}$ and $|e| \in \mathbb{R}^{N_{\mathcal{E}}}$ are the vectors of distances between the circumcenters of adjacent cells and the lengths of the edges, respectively. Moreover, we define the mass matrices as

$$
\begin{aligned}
\boldsymbol{M} & :=\operatorname{Diag}(|\boldsymbol{c}|),|\boldsymbol{c}| \\
\boldsymbol{M}^{\prime} & :=\left(\left|c_{i}\right|\right)_{i=1}^{N_{\mathcal{T}}} \\
\operatorname{Diag}\left(\left|\boldsymbol{c}^{\prime}\right|\right),\left|\boldsymbol{c}^{\prime}\right| & :=\left(\left|c_{i}^{\prime}\right|\right)_{i=1}^{N_{\mathcal{T}^{\prime}}}
\end{aligned}
$$

where $\left|c_{i}\right|$ denotes the area of the triangle $c_{i}$.
The TPFA finite volume discretization and the two-level grids require the introduction of two additional operators to match the dimension between the different spaces. The first is a reconstruction operator $\boldsymbol{R}_{\mathcal{E}}: \mathbb{R}^{N_{\mathcal{T}^{\prime}}} \rightarrow \mathbb{R}^{N_{\mathcal{E}}}$, mapping a positive density $\rho$ defined on the cells of the coarse grid to a variable defined on the edges of the finer one. In [15] this reconstruction first lifts the density $\rho$ into the finer space via the operator $\boldsymbol{J}$ and then averages the values of adjacent cells. The authors considered two types of averages, a weighted arithmetic mean and a weighted harmonic mean. Using the former, the linear reconstruction operator explicitly writes

$$
\left(\boldsymbol{R}_{\mathcal{E}} \boldsymbol{\rho}\right)_{e}:=\lambda_{e}(\boldsymbol{J} \boldsymbol{\rho})_{c_{i}}+\left(1-\lambda_{e}\right)(\boldsymbol{J} \boldsymbol{\rho})_{c_{j}}
$$

for the two cells $c_{i}, c_{j}$ sharing the edge $e$. Moreover, they introduced a further operator $\boldsymbol{R}_{\mathcal{T}}: \mathbb{R}^{N_{\mathcal{E}}} \rightarrow \mathbb{R}^{N_{\mathcal{T}^{\prime}}}$ that maps the variables defined at the edges of the finer grid to the variables defined at the cells of the coarser one. To preserve the variational structure of the discrete problem, it is defined as

$$
\boldsymbol{R}_{\mathcal{T}}:=\left(\boldsymbol{R}_{\mathcal{E}}\right)^{T} \operatorname{Diag}(|\boldsymbol{w}||\boldsymbol{e}|)
$$

Remark 1. In this study, we do not consider the harmonic reconstruction introduced in [15] in order to avoid complicating the exposition. From numerical experiments, this nonlinearity does not add any further difficulty from a linear algebra point of view. See also remark 5 .

### 2.2 Temporal discretization

In [15], the temporal discretization is based on staggered temporal grids. The time interval [ 0,1 ] is divided into $K+1$ sub-intervals $\left[t^{k}, t^{k+1}\right]$ of equal length $\Delta t=1 /(K+1)$, for $k=0, \ldots, K \geq 1$, with $t^{0}=0$ and $t^{K+1}=1$. The variables $\rho$ and $s$ are defined at time $t^{k}$ for $k=1, \ldots, K$, while $\phi$ is discretized at each instant $\left(t^{k}+t^{k+1}\right) / 2$ for $k=0, \ldots, K$.
Combining this temporal and spatial discretization, the discrete counterpart of the potential $\phi$, the density $\rho$, and the slack varaible $s$ in equation eq. 22 are the vectors $\phi \in \mathbb{R}^{n}, \rho \in \mathbb{R}_{\geq 0}^{m}$, and $s \in \mathbb{R}_{\geq 0}^{m}$ with $n=N_{\mathcal{T}}(K+1)$ and $m=N_{\mathcal{T}^{\prime}} K$ given by

$$
\begin{aligned}
& \phi=\left(\phi^{1} ; \ldots ; \phi^{K+1}\right), \\
& \boldsymbol{\rho}=\left(\boldsymbol{\rho}^{k} ; \ldots ; \boldsymbol{\rho}^{K}\right), \\
& \boldsymbol{s}=\left(\boldsymbol{R}^{N_{\mathcal{T}}} ; \ldots ; \boldsymbol{s}^{K}\right), s^{k} \in \mathbb{R}_{\geq 0}^{N_{\mathcal{T}^{\prime}}}, \\
& \mathbb{R}_{\geq 0}^{N_{\mathcal{T}^{\prime}}},
\end{aligned}
$$

where we use the symbol ; to denote the concatenation of vectors. Moreover, we will denote by $\boldsymbol{x}^{k}$ the $k$-slice of a concatenated vector $\boldsymbol{x}$, which corresponds to its $k$-th time portion. The discrete counterparts of the initial and final densities are the two vectors $\rho^{0}$ and $\rho^{K+1}$ in $\mathbb{R}^{N_{\mathcal{T}^{\prime}}}$ given by

$$
\rho_{i}^{0}=\frac{1}{\left|c_{i}{ }^{\prime}\right|} \int_{c_{i}{ }^{\prime}} \rho^{\mathrm{in}} d x, \rho_{i}^{K+1}=\frac{1}{\left|c_{i}{ }^{\prime}\right|} \int_{c_{i}{ }^{\prime}} \rho^{\mathrm{f}} d x, \quad i=1, \ldots, N_{\mathcal{T}^{\prime}}
$$

### 2.3 Discrete nonlinear system of equations

Due to the IP strategy, the complementarity constraint between $\rho$ and $s$ in eq. 2c) is relaxed by a parameter $\mu>0$. In this way, the two quantities are forced to be strictly positive, making the problem simpler and easier to solve by using an inexact Newton method. The solution of the original problem is recovered using a continuation method with the parameter $\mu$ going to zero.

At each IP iteration, the optimality conditions for the discrete variational problem are described by the following nonlinear system of equations

$$
\begin{align*}
F_{\phi}(\phi, \boldsymbol{\rho}) & :=\left(F_{\phi}^{1} ; \ldots ; F_{\phi}^{K+1}\right)=\mathbf{0} \in \mathbb{R}^{N_{\mathcal{T}}(K+1)},  \tag{3a}\\
F_{\boldsymbol{\rho}}(\phi, \boldsymbol{\rho}, s) & :=\left(F_{\rho}^{1} ; \ldots ; F_{\rho}^{K}\right)=\mathbf{0} \in \mathbb{R}^{N_{\mathcal{T}^{\prime}} K},  \tag{3b}\\
F_{\boldsymbol{s}}(\boldsymbol{\rho}, s) & :=\left(F_{s}^{1} ; \ldots ; F_{s}^{K}\right)=\mathbf{0} \in \mathbb{R}^{N_{\mathcal{T}^{\prime}} K}, \tag{3c}
\end{align*}
$$

where for $k=1, \ldots, K+1$ the functions $F_{\rho}^{k}$ are given by

$$
\begin{equation*}
F_{\phi}^{k}(\phi, \rho)=-M \boldsymbol{J}\left(\frac{\rho^{k}-\rho^{k-1}}{\Delta t}\right)-\operatorname{div}\left(\boldsymbol{R}_{\mathcal{E}}\left(\frac{\rho^{k}+\rho^{k-1}}{2}\right) \odot \nabla \phi^{k}\right), \tag{4}
\end{equation*}
$$

while for $k=1, \ldots, K$ the functions $F_{\phi}^{k}$ and $F_{s}^{k}$ are given by

$$
\begin{gather*}
F_{\boldsymbol{\rho}}^{k}(\boldsymbol{\phi}, \boldsymbol{\rho}, \boldsymbol{s})=\boldsymbol{M}^{\prime} \boldsymbol{J}^{T}\left(\frac{\phi^{k+1}-\phi^{k}}{\Delta t}\right)+\frac{1}{4} \boldsymbol{R}_{\mathcal{T}}\left(\left(\boldsymbol{\nabla} \phi^{k}\right)^{2}+\left(\boldsymbol{\nabla} \phi^{k+1}\right)^{2}\right)+\boldsymbol{M}^{\prime} \boldsymbol{s}^{k}  \tag{5}\\
F_{\boldsymbol{s}}^{k}(\boldsymbol{\rho}, \boldsymbol{s})=\boldsymbol{\rho}^{k} \odot \boldsymbol{s}^{k}-\mu \mathbf{1} \tag{6}
\end{gather*}
$$

Remark 2. Thanks to the finite volume discretization, the conservative structure of the continuity equation is preserved. Then, due to the no-flux boundary conditions, which are encoded explicitly in the divergence operator, the equation $F_{\phi}^{k}(\phi, \rho)=0$ implies

$$
\mathbf{1}^{T} F_{\phi}^{k}=|\boldsymbol{c}|^{T} \boldsymbol{J}\left(\boldsymbol{\rho}^{k}-\boldsymbol{\rho}^{k-1}\right)=\left|\boldsymbol{c}^{\prime}\right|^{T}\left(\boldsymbol{\rho}^{k}-\boldsymbol{\rho}^{k-1}\right)=0 \quad \forall k=1, \ldots, K .
$$

Hence, at each intermediate time step, the discrete mass $\left|c^{\prime}\right|^{T} \rho^{k}$ is preserved and is equal to the mass of the discrete initial and final densities.

## 3 Inexact Newton method and linear algebra problems

The nonlinear system of equations eq. (3) is solved using an inexact Newton method. Each Newton iteration requires the solution of a linear system in the form

$$
\left(\begin{array}{ccc}
\mathcal{A} & \mathcal{B}^{T} &  \tag{7}\\
\mathcal{B} & & \mathcal{M}^{\prime} \\
& \operatorname{Diag}(\boldsymbol{s}) & \operatorname{Diag}(\boldsymbol{\rho})
\end{array}\right)\left(\begin{array}{l}
\boldsymbol{\delta} \boldsymbol{\phi} \\
\boldsymbol{\delta} \boldsymbol{\rho} \\
\boldsymbol{\delta} s
\end{array}\right)=\left(\begin{array}{l}
\boldsymbol{f} \\
\boldsymbol{g} \\
\boldsymbol{h}
\end{array}\right)=-\left(\begin{array}{l}
\boldsymbol{F}_{\boldsymbol{\phi}} \\
\boldsymbol{F}_{\boldsymbol{\rho}} \\
\boldsymbol{F}_{\boldsymbol{s}}
\end{array}\right)
$$

where the block matrix in equation eq. 77 is the Jacobian matrix of $\left(\boldsymbol{F}_{\boldsymbol{\phi}} ; \boldsymbol{F}_{\boldsymbol{\rho}} ; \boldsymbol{F}_{\boldsymbol{s}}\right)$. We denote by $\boldsymbol{\mathcal { M }}^{\prime}$ and $\boldsymbol{\mathcal { M }}$ the matrices given by

$$
\boldsymbol{\mathcal { M }}^{\prime}=\text { Block Diag }\left(\left(\boldsymbol{M}^{\prime}\right)_{k=1}^{K}\right), \quad \boldsymbol{\mathcal { M }}=\text { Block Diag }\left((\boldsymbol{M})_{k=1}^{K+1}\right)
$$

The matrices $\mathcal{A}, \mathcal{B}, \mathcal{B}^{T}$ in eq. 7) are the finite-dimensional version of the following differential operators (up to a multiplication by a mass matrix)

$$
\mathcal{A} \approx-\operatorname{div}(\rho \nabla), \quad \mathcal{B} \approx \partial_{t}+\nabla \phi \cdot \nabla, \quad \mathcal{B}^{T} \approx-\partial_{t}-\operatorname{div}(\cdot \nabla \phi)
$$

According to the discretizion scheme described in section 2 matrix $\mathcal{A} \in \mathbb{R}^{n, n}$ is a block diagonal matrix with $K+1$ blocks. Each block is a weighted Laplacian matrix given by

$$
\boldsymbol{A}^{k}=-\operatorname{div} \operatorname{Diag}\left(\tilde{\boldsymbol{\rho}}^{k}\right) \nabla \in \mathbb{R}^{N_{\mathcal{T}}, N_{\mathcal{T}}}, \quad \tilde{\boldsymbol{\rho}}^{k}:=\boldsymbol{R}_{\mathcal{E}}\left(\frac{\boldsymbol{\rho}^{k}+\boldsymbol{\rho}^{k-1}}{2}\right)
$$

which we can write equivalently as $\mathcal{A}=-\mathcal{D} \boldsymbol{i} \boldsymbol{v}_{\boldsymbol{x}} \operatorname{Diag}\left(\left(\tilde{\boldsymbol{\rho}}^{1} ; \ldots ; \tilde{\boldsymbol{\rho}}^{k} ; \ldots ; \tilde{\boldsymbol{\rho}}^{K+1}\right)\right) \mathcal{D}_{\boldsymbol{x}}$ where

$$
\begin{equation*}
\mathcal{D} \boldsymbol{i} \boldsymbol{v}_{\boldsymbol{x}}=\text { Block Diag }\left((\operatorname{div})_{k=1}^{K+1}\right), \quad \mathcal{D}_{\boldsymbol{x}}=\operatorname{Block} \operatorname{Diag}\left((\boldsymbol{\nabla})_{k=1}^{K+1}\right) \tag{8}
\end{equation*}
$$

Matrix $\mathcal{B}$ is a block bidiagonal matrix in $\mathbb{R}^{m, n}$ given by

$$
\mathcal{B}=\mathcal{M}^{\prime} \mathcal{D}_{\boldsymbol{t}} \mathcal{J}^{T}+\mathcal{H} \mathcal{G} \mathcal{D}_{\boldsymbol{x}}
$$

where the matrices $\mathcal{D}_{t}, \mathcal{J}, \mathcal{H}$ and $\boldsymbol{G}$ are

$$
\begin{gather*}
\mathcal{D}_{t}=\frac{1}{\Delta t}\left(\begin{array}{cccc}
-\boldsymbol{I} & \boldsymbol{I} & & \\
& \ddots & \ddots & \\
& & -\boldsymbol{I} & \boldsymbol{I}
\end{array}\right), \quad \mathcal{J}=\text { Block } \operatorname{Diag}\left((\boldsymbol{J})_{k=1}^{K+1}\right),  \tag{9}\\
\boldsymbol{H}
\end{gather*}=\frac{1}{2}\left(\begin{array}{llll}
\boldsymbol{I} & \boldsymbol{I} & &  \tag{10}\\
& \ddots & \ddots & \\
& & \boldsymbol{I} & \boldsymbol{I}
\end{array}\right), \quad \mathcal{G}=\text { Block } \operatorname{Diag}\left(\left(\boldsymbol{G}^{k}\right)_{k=1}^{K+1}\right), ~ l
$$

with $\left(\boldsymbol{G}^{k}\right)_{k=1, \ldots, K+1}$ given by

$$
\boldsymbol{G}^{k}:=\boldsymbol{R}_{\mathcal{T}} \operatorname{Diag}\left(\boldsymbol{\nabla} \phi^{k}\right)
$$

Remark 3. The kernel of the block diagonal matrix $\mathcal{A}$ has dimension $K+1$, since each block $\boldsymbol{A}^{k}$ has the constant vectors as kernel. On the other hand, $\operatorname{Ker}(\mathcal{A})$ is included in $\operatorname{Ker}\left(\mathcal{H} \mathcal{G} \mathcal{D}_{x}\right)$ and therefore

$$
\operatorname{Ker}(\mathcal{A}) \cap \operatorname{Ker}(\mathcal{B})=\operatorname{Ker}(\mathcal{A}) \cap \operatorname{Ker}\left(\mathcal{M}^{\prime} \mathcal{D}_{t} \mathcal{J}^{T}\right)=\langle\mathbf{1}\rangle \in \mathbb{R}^{n}
$$

thus the Jacobian matrix is singular. This singularity can be removed grounding one entry of the solution $\delta \boldsymbol{\phi}$. However, this procedure often affects negatively the performance of the preconditioner used. Therefore we avoid using this approach in this paper, since iterative methods work also when dealing with singular matrices [25].

### 3.1 Reduction to a saddle point linear system

In order to solve the linear system in eq. (7) it is convenient to eliminate the variable $\delta s$ writing

$$
\boldsymbol{\delta} s=(\operatorname{Diag}(\boldsymbol{\rho}))^{-1}(\boldsymbol{h}-\operatorname{Diag}(\boldsymbol{s}) \boldsymbol{\delta} \boldsymbol{\rho})
$$

and reduce it into the following saddle point system

$$
\mathfrak{J}\binom{\boldsymbol{\delta} \phi}{\boldsymbol{\delta} \rho}=\left(\begin{array}{cc}
\mathcal{A} & \mathcal{B}^{T}  \tag{11}\\
\mathcal{B} & -\mathcal{C}
\end{array}\right)\binom{\boldsymbol{\delta} \phi}{\boldsymbol{\delta} \boldsymbol{\rho}}=\binom{\boldsymbol{f}}{\tilde{\boldsymbol{g}}}
$$

where the matrix $\mathcal{C} \in \mathbb{R}^{m, m}$ and the vector $\tilde{\boldsymbol{g}} \in \mathbb{R}^{m}$ are given by

$$
\mathcal{C}:=-\mathcal{M}^{\prime} \operatorname{Diag}(\boldsymbol{\rho})^{-1} \operatorname{Diag}(\boldsymbol{s}), \tilde{\boldsymbol{g}}:=\boldsymbol{g}-\mathcal{M}^{\prime} \operatorname{Diag}(\boldsymbol{\rho})^{-1} \boldsymbol{h} .
$$

The matrix $\mathcal{J}$ in eq. (11) has typically higher conditioning number than the Jacobian matrix in eq. (7), in particular when approaching the optimal solution, i.e. as $\boldsymbol{s} \odot \boldsymbol{\rho}=\mu \mathbf{1} \rightarrow \mathbf{0}$. However, designing an efficient preconditioner for the fully coupled system in eq. (7) can be harder than for the standard saddle point linear system in eq. (11), for which different preconditioning approaches are described in [26].

We adopt an Inexact Newton approach, which means that we seek for a solution $(\boldsymbol{\delta} \boldsymbol{\phi}, \boldsymbol{\delta} \boldsymbol{\rho})$ such that

$$
\|\mathcal{J}(\boldsymbol{\delta} \phi ; \boldsymbol{\delta} \boldsymbol{\rho})-(\boldsymbol{f} ; \tilde{\boldsymbol{g}})\| \leq \varepsilon_{\text {out }}\|(\boldsymbol{f} ; \boldsymbol{g} ; \boldsymbol{h})\| .
$$

The linear system residual is scaled by the right-hand side of the orignal system to avoid oversolving issues we faced using $\|(\boldsymbol{f} ; \tilde{\boldsymbol{g}})\|$. In our experiments we use a fixed tolerance $\varepsilon_{\text {out }}=1 e-5$. This value may be quite small compared to the literature for an inexact Newton approach but we want to avoid to undermine the effectiveness of the non linear solver and focus on the linear algebra only.
Remark 4. From remark 2. we know the solution $\rho$ to equation eq. (3) must satisfy $\left|\boldsymbol{c}^{\prime}\right|^{T} \boldsymbol{\rho}^{k}=\left|\boldsymbol{c}^{\prime}\right|^{T} \boldsymbol{\rho}^{0}$ for all $k=1, \ldots K$. If this condition is satified for the starting point of the Newton scheme, then the increment $\boldsymbol{\delta} \rho$ solution to equations (7) satisfies

$$
\left|\boldsymbol{c}^{\prime}\right|^{T} \boldsymbol{\delta} \boldsymbol{\rho}^{k}=0 \quad \forall k=1, \ldots K
$$

at each Newton iteration. To see this, sum both sides of the first block of equations of system 11), for each time step $k$, and use the no-flux boundary conditions in the divergence operator. Due to our inexact Newton steps, this condition is not verified exactly, but only up to the tolerance chosen. We can nevertheless impose it by renormalizing $\rho$ after each Newton update.
Remark 5. When the harmonic mean is used to reconstruct the density, the block $(2,2)$ in linear system in eq. (7) is no longer zero and, when the system is reduced, the matrix $\mathcal{C}$ is no longer diagonal. However, all the preconditioning techniques we present in the following sections can again be applied replacing $\mathcal{C}$ with its diagonal, without affecting significantly the perfomances.

## 4 Preconditioning approaches and numerical results

In this section we present four preconditioners to solve the linear system in eq. (11) and a series of numerical experiments used to measure their performance. All of these preconditioners involve the usage of inexact inner solvers, therefore, they may not be linear and must be applied as right preconditioners within a FGMRES cycle [27]. In all cases, the inner solver we adopted is the AGgregation-based Algebraic MultiGrid (AGMG) method described by [28].

We adopt three measures to evaluate the preconditioner performance for each Newton cycle associated to each IP iteration.

1. Outer/Lin.sys.: the average number of outer FGMRES iterations, calculated as the number of outer iterations divided by the number of linear systems solved for each Newton cycle.
2. CPU/Lin.sys.: the average CPU time (measured in seconds) required for the solution of the linear systems, computed as the total CPU time required to solve all linear systems within a Newton cycle divided by the number of linear systems solved (all experiments were conducted single core, on a machine equipped with a Intel ${ }^{\circledR}$ Xeon ${ }^{\circledR}{ }^{\circledR} 2.8 \mathrm{GHz}$ CPU and 128 GiB of RAM memory).
3. Inner/Outer: the average number of inner iterations per preconditioner application. This number is computed by dividing the cumulative number of AGMG iterations required to solve the linear systems involved in the preconditioner application (for each preconditioner, we will specify which linear systems we will refer to) by the total number of outer iterations for each Newton cycle.

### 4.1 Test cases

The IP algorithm and the linear solver strategies described in the next sections are tested on three numerical experiments taken from [15], Section 5.2], all set in the domain $\Omega=[0,1] \times[0,1]$. These are

1. Gaussian densities $\rho^{\text {in }}$ and $\rho^{\mathrm{f}}$ with the same variance.
2. Translation of a compactly supported smooth sinusoidal density $\rho^{\text {in }}$.
3. Compression of a compactly supported smooth sinusoidal density $\rho^{\text {in }}$.

These test cases are of increasing difficulty for a numerical solver. In the first one, the variance of the Gaussian densities is chosen sufficiently high in order to ensure the presence of mass everywhere in the domain, which consequently ensures smoothness in the optimum. Notice that the solution is not a translation, which is the case for the second test, where the solution is compactly supported and the problem is not smooth. Finally, in the third test, the optimal transport is the compression of an initial density onto a smaller support. The latter situation has been shown experimentally to exhibit severe instabilities in the discrete solution, and this, in turn, has a negative effect on the discrete solver.
Each problem is discretized using four different meshes, taken from [29], having $N_{\mathcal{T}^{\prime}}=56,224,896,3584$ cells, where each mesh is a refinement of the other. These meshes will be denoted by $\mathcal{T}_{h_{0}}, \mathcal{T}_{h_{0} / 2}, \mathcal{T}_{h_{0} / 4}, \mathcal{T}_{h_{0} / 8}$, where $h_{0}$ is the typical mesh size of the coarsest mesh. The corresponding number of subcells is $N_{\mathcal{T}}=168,672,2688,10752$. For each grid, we consider four time steps, $\Delta t=1 /(K+1)$ with $K=8,16,32,64$. Notice that $h_{0}=1 / 8$, so that the diagonal pairing of the space and time steps provides a uniform discretization of the time-space domain $[0,1] \times \Omega$.

Convergence is achieved when the relaxation parameter $\mu$ reaches the value $1 e-6$, which corresponds to ten iterations of IP, with the choice of parameters described in [15]. The nonlinear system eq. (3) is solved with the same tolerance in order to have a robust implementation for the IP solver. Each IP step requires between 3 and 7 inexact Newton iterations. These numbers are practically insensitive to the mesh and the time step adopted. The total number of Newton steps (which corresponds to the total number of linear systems to be solved) ranges between 40 and 50 . The preconditioning approaches used to solve these linear systems are described in the next sections.
For each preconditioner, we will present a table reporting the metrics mentioned above while the relaxation parameter $\mu$ is reduced for all combination of spatial and temporal discretizations. We will show these detailed results only for the second test case, since it captures the main challenges involved in the linear algebra problems. The numerical results for the other two cases will be summarized in section 4.6 , where we will compare the performance of the preconditioners only in terms of total CPU time.
The code is written in MATLAB ${ }^{\circledR}$ and the source is available at this repository, where it is possible to reproduce the experiments presented in this paper. The AGMG solver is interfaced via MEX.

### 4.2 HSS Preconditioner

The first proposed approach consists in the Hermitian skew-Hermitian splitting (HSS) preconditioner described in [21], building on the scheme proposed in [30]. It consists in rewriting the linear system in eq. (11] in the form

$$
\left(\begin{array}{cc}
\mathcal{A} & \mathcal{B}^{T}  \tag{12}\\
-\mathcal{B} & \mathcal{C}
\end{array}\right)\binom{\boldsymbol{\delta} \phi}{\boldsymbol{\delta} \boldsymbol{\rho}}=\binom{\boldsymbol{f}}{-\tilde{\boldsymbol{g}}}
$$

Then, fixing a relaxation parameter $\alpha>0$, the HSS preconditioner for the linear system in eq. 12 is given by

$$
\begin{equation*}
\boldsymbol{P}_{H S S}^{-1}:=\left(\mathcal{H}_{\alpha}\right)^{-1}\left(\mathcal{K}_{\alpha}\right)^{-1} \tag{13}
\end{equation*}
$$

where

$$
\mathcal{H}_{\alpha}=\left(\begin{array}{cc}
\mathcal{A}+\alpha \boldsymbol{I}_{n} &  \tag{14}\\
& \mathcal{C}+\alpha \boldsymbol{I}_{m}
\end{array}\right) \quad \text { and } \quad \mathcal{K}_{\alpha}=\left(\begin{array}{cc}
\alpha \boldsymbol{I}_{n} & \mathcal{B}^{T} \\
-\mathcal{B} & \alpha \boldsymbol{I}_{m}
\end{array}\right) .
$$

Note that in eq. (13) the order of the factor is reversed with respect to the original HSS preconditioner in [21], since this swapped preconditioner gave better results.
The application of the preconditioner $\boldsymbol{P}_{H S S}^{-1}$ requires the (approximate) inversion of the matrices $\mathcal{H}_{\alpha}$ and $\mathcal{K}_{\alpha}$ in eq. (14). The first requires the solution of $K+1$ weighted and shifted Laplacian systems in the form of

$$
\begin{equation*}
\left(\boldsymbol{A}^{k}+\alpha \boldsymbol{I}_{N_{\mathcal{T}}}\right) \boldsymbol{x}^{k}=\boldsymbol{f}^{k} \in \mathbb{R}^{N_{\mathcal{T}}} \tag{15}
\end{equation*}
$$

and the inversion of a diagonal matrix. The second inversion can be done in two ways, forming the primal or the dual Schur complement. However, the second approach, that involves the solution of a linear system in the following form

$$
\begin{equation*}
\left(\alpha \boldsymbol{I}_{m}+\frac{1}{\alpha} \boldsymbol{\mathcal { B }}^{T}\right) \boldsymbol{y}=\boldsymbol{c} \in \mathbb{R}^{m} \tag{16}
\end{equation*}
$$

turned out to be more efficient. Linear systems in eqs. (15) and 16) are solved using the AGMG solver with precision $0<\varepsilon_{\text {in }} \leq \varepsilon_{\text {out }}=1 e-5$. After a few numerical tests we found that the parameters $\alpha=0.5$ and $\varepsilon_{\text {in }}=1 e-1$ give the best performance for all the choices of time step and mesh size. Moreover, as suggested in [21], we apply this preconditioner after scaling the linear system in eq. by its diagonal, leading to a significant reduction in the number of iterations.

In table 1 we summarize the results obtained using the HSS preconditioner for different combinations of time and space discretizations. For each of these configurations, we report the quantities measuring the preconditioner performance defined in items 1 to 3 for each Newton cycle as the relaxation parameter $\mu$ decreases. The number Inner/Outer in table 1 refers to the AGMG iterations to solve the linear system in eq. (16), since the number of AGMG iterations to solve those in eq. (15) is practically constant, ranging between 1 and 2 . For a fixed grid, as the relaxation parameter $\mu$ decreases, we observed a reduction of Outer/Lin.sys. and a small increase of Inner/Outer, the latter ranging between 1 and 5.7. These two effects yield to a practically constant CPU time required to solve each linear system. Unfortunately, the total number of outer FGMRES iterations approximately doubles when we consider a refined grid.
These results show that the HSS preconditioner is rather robust, but its application to problems with grids with a large number of cells may become too costly. In fact, the CPU time approximately scales linearly with respect to the time steps number but quadratically with respect to the cells number.

### 4.3 Preconditioner based on the primal Schur complement

In this section we consider a preconditioner for the linear system in eq. (11) based on the primal Schur complement $\mathcal{S}=\mathcal{A}+\mathcal{B}^{T} \mathcal{C}^{-1} \mathcal{B}$, similarly to the approach used in [31] for the solution of the OTP on graphs with cost equal to the shortest path distance. It is given by

$$
\boldsymbol{P}^{-1}=\left(\begin{array}{cc}
\boldsymbol{I} &  \tag{17}\\
\mathcal{C}^{-1} \mathcal{B} & \boldsymbol{I}
\end{array}\right)\left(\begin{array}{cc}
\mathcal{S}^{-1} & \\
& -\mathcal{C}^{-1}
\end{array}\right)\left(\begin{array}{cc}
\boldsymbol{I} & \boldsymbol{\mathcal { B }}^{T} \mathcal{C}^{-1} \\
& \boldsymbol{I}
\end{array}\right)
$$

The application of the preconditioner in eq. 17) requires the inversion of $\mathcal{C}$, which is diagonal, and the (approximate) solution of the linear system

$$
\begin{equation*}
\mathcal{S} \boldsymbol{x}=\boldsymbol{b} \tag{18}
\end{equation*}
$$

with $\boldsymbol{x}, \boldsymbol{b} \in \mathbb{R}^{n}$. The matrix $\mathcal{S}$ is a block tridiagonal matrix that can be written as

$$
\begin{aligned}
\mathcal{S}=\overbrace{-\mathcal{D} \boldsymbol{i} \boldsymbol{v}_{\boldsymbol{x}} \operatorname{Diag}(\tilde{\boldsymbol{\rho}}) \mathcal{D}_{\boldsymbol{x}}}^{\mathcal{A}} \overbrace{-\mathcal{D i v}_{\boldsymbol{x}} \mathcal{G} \mathcal{C}^{-1} \mathcal{G} \mathcal{D}_{\boldsymbol{x}}}+\overbrace{\mathcal{D}_{\boldsymbol{t}}^{T} \mathcal{C}^{-1} \mathcal{D}_{\boldsymbol{t}}}^{=: \mathcal{S}_{x x}} \\
+\underbrace{\mathcal{D}_{\boldsymbol{t}}{ }^{T} \mathcal{C}^{-1} \mathcal{G}^{T} \mathcal{D}_{\boldsymbol{x}}+\left(\mathcal{D}_{\boldsymbol{t}}^{T} \mathcal{C}^{-1} \mathcal{G}^{T} \mathcal{D}_{\boldsymbol{x}}\right)^{T}}_{=: \mathcal{S}_{t x}+\mathcal{S}_{t x}^{T}}
\end{aligned}
$$

and it is the sum of a $\rho$-weighted spatial Laplacian matrix $\mathcal{A}$, an anisotropic spatial Laplacian $\mathcal{S}_{x x} \approx-\operatorname{div}(\rho / s \nabla \phi \otimes$ $\nabla \phi \nabla)$, a weighted temporal Laplacian with Neumann boundary condition $\mathcal{S}_{t t}$, and a time-space operator $\mathcal{S}_{t x}+\mathcal{S}_{t x}^{T}$. This structure poses significant challenges in the solution of the linear system in eq. 18. We again adopt the AGMG solver to solve it, with relative accuracy $\varepsilon_{\text {in }}=1 e-1<\varepsilon_{\text {out }}=1 e-5$.
In table 2 we summarize the results obtained using the preconditioner presented in this section for different combinations of time and space discretizations. We use the metrics items 1 to 3 used for the HSS precondtioner, where in this case (Inner/Outer) refers to the inner iterations required to solve the linear system in eq. 18. We also include the percentage of CPU time used by the AGMG algorithm to build the sequence of coarse matrices used by the multigrid solver, before Flexible GMRES is used.

The number of average outer iterations Outer/Lin.sys. remains practically constant using different grids and time steps. However, the average number of inner iterations is strongly influenced by the relationship between the mesh and the time step used ( $\Delta t=1 / K$ in our experiments). The phenomenon is particularly evident for the third mesh, $\mathcal{T}_{h_{0} / 8}$. For $K=16$, during the last IP iterations, the average number of inner iterations increases progressively, reaching $\approx 134$ at the last IP iteration. For $K=32$, this number remains between 2.1 and 2.8 . The same phenomenon occurs using the finest grid $\mathcal{T}_{h_{0} / 8}$, passing from $K=32$ to $K=64$. We attribute this to an improper construction of the coarse matrix sequence used by the multigrid solver due to the poor scaling of the temporal and spatial components of $\hat{\mathcal{S}}$. The AGMG is based on an aggregation-based coarsening approach, hence if these components are unbalanced the coarse matrices may not reflect the infinite-dimensional operators discretized by our problem, compromising the performance of the multigrid solver. In fact, taking the time-space couplings $\left(h=h_{0} / 4, \Delta t=1 / 32\right)$ and $\left(h=h_{0} / 8, \Delta t=1 / 64\right)$, the average number of inner iterations remains between two and three.

| K | 8 | 16 | 32 | 64 | 8 | 16 | 32 | 64 | 8 | 16 | 32 | 64 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mu$ | Outer/Lin.sys. |  |  |  | CPU/Lin.sys. |  |  |  | Inner/Outer |  |  |  |
| 1 | 31 | 35 | 34 | 34 | 0.8 | 1.8 | 3.4 | 6.2 | 1.0 | 1.5 | 2.0 | 2.8 |
| 2e-1 | 25 | 26 | 26 | 27 | 0.6 | 1.6 | 3.0 | 5.7 | 1.3 | 2.0 | 2.6 | 3.7 |
| 4e-2 | 21 | 22 | 22 | 23 | 0.6 | 1.5 | 2.8 | 5.4 | 1.9 | 2.3 | 3.0 | 3.8 |
| $8 \mathrm{e}-3$ | 19 | 19 | 19 | 20 | 0.7 | 1.4 | 2.5 | 5.2 | 2.0 | 2.3 | 3.1 | 4.1 |
| 2e-3 | 19 | 20 | 21 | 20 | 0.7 | 1.4 | 2.8 | 5.2 | 2.0 | 2.4 | 3.3 | 4.3 |
| 3e-4 | 19 | 20 | 21 | 22 | 0.8 | 1.4 | 2.8 | 5.2 | 2.0 | 2.6 | 3.5 | 4.6 |
| $6 \mathrm{e}-5$ | 20 | 22 | 22 | 22 | 0.8 | 1.5 | 2.8 | 5.4 | 2.1 | 2.7 | 3.7 | 4.5 |
| 1e-5 | 22 | 23 | 23 | 23 | 0.8 | 1.5 | 2.8 | 5.4 | 2.0 | 2.7 | 3.7 | 4.3 |
| 3e-6 | 22 | 23 | 23 | 24 | 0.8 | 1.5 | 2.8 | 5.5 | 2.0 | 2.8 | 3.5 | 4.1 |
| 5e-7 | 22 | 23 | 23 | 24 | 0.8 | 1.5 | 2.8 | 5.6 | 2.1 | 2.6 | 3.4 | 4.3 |
|  | 22 | 24 | 24 | 24 | 0.7 | 1.5 | 2.8 | 5.5 | 1.7 | 2.3 | 3.1 | 3.9 |
| 1 | 63 | 71 | 72 | 75 | 1.0 | 2.0 | 4.0 | 8.2 | 1.0 | 1.0 | 1.5 | 2.0 |
| $2 \mathrm{e}-1$ | 49 | 51 | 53 | 55 | 1.1 | 1.9 | 3.9 | 7.9 | 1.0 | 1.4 | 2.1 | 2.8 |
| 4e-2 | 38 | 39 | 39 | 40 | 1.0 | 1.7 | 3.6 | 7.2 | 1.5 | 2.1 | 2.7 | 3.6 |
| $8 \mathrm{e}-3$ | 33 | 32 | 33 | 34 | 1.0 | 1.8 | 3.6 | 7.0 | 2.0 | 2.4 | 3.2 | 4.3 |
| 2e-3 | 32 | 30 | 30 | 30 | 0.9 | 1.8 | 3.5 | 6.5 | 2.0 | 2.3 | 3.2 | 4.4 |
| 3e-4 | 31 | 29 | 28 | 30 | 1.0 | 1.8 | 3.5 | 6.8 | 2.0 | 2.3 | 3.5 | 4.6 |
| 6e-5 | 30 | 28 | 30 | 32 | 1.0 | 1.8 | 3.4 | 7.0 | 2.0 | 2.4 | 3.6 | 5.0 |
| 1e-5 | 30 | 29 | 30 | 34 | 1.0 | 1.8 | 3.5 | 7.0 | 2.0 | 2.9 | 4.1 | 5.4 |
| 3e-6 | 30 | 30 | 30 | 32 | 1.0 | 1.8 | 3.5 | 6.8 | 2.0 | 3.0 | 4.1 | 5.5 |
| 5e-7 | 29 | 32 | 33 | 34 | 1.0 | 1.9 | 3.5 | 7.0 | 2.1 | 2.9 | 4.0 | 5.3 |
|  | 38 | 39 | 39 | 41 | 1.0 | 1.8 | 3.6 | 7.2 | 1.6 | 2.0 | 2.8 | 3.8 |
| 1 | 192 | 190 | 201 | 218 | 4.6 | 8.4 | 17.8 | 44.0 | 1.0 | 1.0 | 1.0 | 1.5 |
| 2e-1 | 118 | 122 | 128 | 133 | 3.6 | 7.0 | 15.7 | 34.3 | 1.0 | 1.0 | 1.4 | 2.2 |
| 4e-2 | 88 | 89 | 91 | 92 | 3.2 | 6.4 | 13.6 | 32.0 | 1.6 | 1.6 | 2.4 | 3.1 |
| $8 \mathrm{e}-3$ | 70 | 72 | 72 | 72 | 3.0 | 6.0 | 13.2 | 30.0 | 2.0 | 2.0 | 2.8 | 3.8 |
| 2e-3 | 67 | 66 | 63 | 61 | 3.2 | 6.2 | 13.2 | 27.5 | 2.1 | 2.1 | 3.0 | 4.5 |
| 3e-4 | 64 | 65 | 62 | 58 | 3.5 | 6.8 | 13.2 | 27.5 | 2.2 | 2.2 | 3.0 | 4.8 |
| 6e-5 | 63 | 64 | 62 | 56 | 3.5 | 6.8 | 13.8 | 27.5 | 2.3 | 2.2 | 3.1 | 5.0 |
| 1e-5 | 62 | 63 | 63 | 58 | 3.5 | 7.0 | 14.0 | 27.5 | 2.3 | 2.2 | 3.5 | 5.2 |
| 3e-6 | 58 | 60 | 62 | 57 | 3.3 | 6.8 | 13.8 | 27.5 | 2.5 | 2.3 | 4.0 | 5.6 |
| 5e-7 | 58 | 59 | 62 | 57 | 3.7 | 6.8 | 13.5 | 25.0 | 2.6 | 2.7 | 4.2 | 5.9 |
|  | 90 | 90 | 92 | 92 | 3.5 | 6.8 | 14.3 | 30.9 | 1.6 | 1.6 | 2.3 | 3.2 |
| 1 | 641 | 620 | 656 | 707 | 46.0 | 86.0 | 200.0 | 433.3 | 1.0 | 1.0 | 1.0 | 1.0 |
| $2 \mathrm{e}-1$ | 340 | 361 | 379 | 395 | 28.6 | 60.0 | 135.7 | 357.1 | 1.0 | 1.0 | 1.0 | 1.4 |
| 4e-2 | 230 | 236 | 245 | 248 | 26.0 | 51.7 | 111.7 | 283.3 | 1.6 | 1.7 | 1.7 | 2.6 |
| $8 \mathrm{e}-3$ | 169 | 175 | 177 | 177 | 22.0 | 44.0 | 98.0 | 260.0 | 2.1 | 2.1 | 2.3 | 2.9 |
| $2 \mathrm{e}-3$ | 164 | 165 | 150 | 139 | 37.5 | 55.0 | 105.0 | 217.5 | 2.8 | 2.8 | 2.9 | 3.6 |
| 3e-4 | 158 | 161 | 151 | 139 | 45.0 | 57.5 | 115.0 | 232.5 | 3.0 | 3.0 | 3.0 | 4.0 |
| 6e-5 | 147 | 162 | 156 | 147 | 47.5 | 60.0 | 122.5 | 247.5 | 3.1 | 3.0 | 3.0 | 4.0 |
| 1e-5 | 142 | 162 | 159 | 145 | 46.7 | 62.5 | 127.5 | 240.0 | 3.2 | 3.0 | 3.0 | 4.2 |
| 3e-6 | 137 | 159 | 159 | 142 | 46.7 | 63.3 | 130.0 | 245.0 | 3.2 | 3.0 | 3.0 | 4.2 |
| 5e-7 | 129 | 153 | 161 | 140 | 43.3 | 60.0 | 130.0 | 240.0 | 3.2 | 3.0 | 3.0 | 4.3 |
|  | 248 | 254 | 256 | 264 | 37.2 | 59.8 | 128.3 | 286.3 | 1.8 | 1.8 | 1.8 | 2.2 |

Table 1: Numerical results using HSS preconditioner for the linear system in eq. 12 within a FGMRES cycle. Each subtable reports the results obtained for a given mesh, from the coarsest $\mathcal{T}_{h_{0}}$ (top) to the finest $\mathcal{T}_{h_{0} / 8}$ (bottom). Each subtable contains 3 blocks of 4 columns. Each block reports, from left to right, the averaged number of outer FGMRES iterations, the average CPU time per linear system, and the averaged number of inner iterations for solving the linear system in eq. 16 (see items 1 to 3). Within each block, each column reports the related metric for one choice of time step $\Delta t=1 / K$ with $K=8,16,32,64$ as the relaxation parameter (reported in the leftmost column) is reduced. A final row summarizes the same quantities averaged on the whole simulation. We highlighted in gray the spatial-temporal combination providing the uniform discretization.

| $K$ | 8 | 16 | 32 | 64 \| | 8 | 16 | 32 | 64 \| | 8 | 16 | 32 | $64 \mid$ | 8 | 16 | 32 | 64 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mu$ | Outer/Lin.sys. |  |  |  | Inner/Outer |  |  |  | CPU/Lin.sys. |  |  |  | \% Preprocess |  |  |  |
| 1 | 5 | 5 | 5 | 2 | 1.7 | 2.0 | 2.2 | 1.5 | 0.1 | 0.1 | 0.2 | 0.4 | 59 | 66 | 62 | 80 |
| $2 \mathrm{e}-1$ | 5 | 5 | 5 | 1 | 2.2 | 2.0 | 1.9 | 1.0 | 0.1 | 0.1 | 0.3 | 0.5 | 66 | 68 | 69 | 81 |
| $4 \mathrm{e}-2$ | 5 | 5 | 4 | 1 | 2.0 | 1.6 | 1.6 | 1.0 | 0.1 | 0.2 | 0.3 | 0.4 | 71 | 71 | 71 | 82 |
| $8 \mathrm{e}-3$ | 5 | 5 | 4 | 1 | 1.5 | 1.6 | 1.5 | 1.0 | 0.1 | 0.2 | 0.3 | 0.5 | 75 | 74 | 72 | 84 |
| $2 \mathrm{e}-3$ | 4 | 4 | 4 | 1 | 1.5 | 1.6 | 1.9 | 1.0 | 0.1 | 0.2 | 0.3 | 0.5 | 78 | 76 | 71 | 83 |
| 3e-4 | 4 | 4 |  | 2 | 1.5 | 1.4 | 1.7 | 1.2 | 0.1 | 0.2 | 0.3 | 0.4 | 78 | 77 | 72 | 82 |
| 6e-5 | 4 | 4 |  | 3 | 1.4 | 1.5 | 1.7 | 1.1 | 0.1 | 0.2 | 0.3 | 0.5 | 78 | 75 | 72 | 78 |
| 1e-5 | 4 | 3 | 4 | 3 | 1.5 | 1.5 | 1.5 | 1.2 | 0.1 | 0.2 | 0.3 | 0.5 | 76 | 77 | 73 | 78 |
| $3 \mathrm{e}-6$ | 3 | 3 | 3 | 2 | 1.3 | 1.5 | 1.3 | 1.0 | 0.1 | 0.2 | 0.3 | 0.5 | 81 | 78 | 74 | 80 |
| $5 \mathrm{e}-7$ | 3 | 3 | 3 | 2 | 1.3 | 1.4 | 1.3 | 1.3 | 0.1 | 0.2 | 0.3 | 0.5 | 81 | 80 | 78 | 76 |
|  | 14.34 |  |  |  | 1.7 | 1.7 | 1.7 | 1.1 | 0.1 | $1{ }^{1} 0.2$ | 0.3 | 0.5 | 74 | 74 | 71 | 80 |
|  | 6 | 4 | 5 | 5 | 2.1 | 2.2 | 2.0 | 2.7 | 0.1 | 0.2 | 0.4 | 1.3 | 54 | 51 | 37 | 48 |
| $2 \mathrm{e}-1$ | 5 | 5 | 5 | 4 | 2.6 | 2.5 | 2.4 | 2.6 | 0.2 | 0.3 | 0.7 | 3.6 | 52 | 47 | 54 | 72 |
| $4 \mathrm{e}-2$ | 6 | 6 | 6 | 5 | 2.5 | 2.0 | 2.2 | 1.8 | 0.2 | 0.4 | 1.2 | 4.2 | 55 | 55 | 58 | 81 |
| $8 \mathrm{e}-3$ | 8 | 7 | 5 | 5 | 2.2 | 1.5 | 2.1 | 1.6 | 0.3 | 0.6 | 1.4 | 4.2 | 54 | 62 | 67 | 81 |
| $2 \mathrm{e}-3$ | 6 | 5 | 5 | 4 | 3.9 | 1.7 | 1.8 | 1.8 | 0.4 | 0.6 | 1.5 | 4.5 | 51 | 71 | 71 | 78 |
| $3 \mathrm{e}-4$ | 5 | 4 | 4 | 4 | 6.1 | 1.7 | 1.9 | 1.8 | 0.5 | 0.6 | 1.6 | 4.0 | 52 | 72 | 72 | 81 |
| $6 \mathrm{e}-5$ | 4 | 4 | 4 | 4 | 6.9 | 1.7 | 1.9 | 1.8 | 0.4 | 0.6 | 1.6 | 4.2 | 51 | 72 | 76 | 81 |
| 1e-5 | 4 | 4 | 4 | 4 | 6.8 | 1.6 | 1.9 | 1.8 | 0.5 | 0.7 | 1.6 | 4.5 | 53 | 77 | 79 | 83 |
| $3 \mathrm{e}-6$ | 4 | 4 | 4 | 4 | 7.1 | 1.7 | 1.7 | 1.8 | 0.5 | 0.6 | 1.7 | 4.2 | 50 | 76 | 76 | 82 |
| 5e-7 | 4 | 4 | 4 |  | 5.7 | 1.6 | 1.5 | 1.7 | 0.4 | 0.6 | 1.6 | 4.5 | 58 | 76 | 80 | 83 |
|  | 5.1 | 4.6 | 4.6 | 4.3 | 4.0 | 1.9 | 2.0 | 2.0 | 0.3 | 0.5 | 1.3 | 3.9 \| | 53 | 67 | 70 | 79 |
|  | 5 | 5 | 5 | 5 | 2.8 | 2.6 | 2.1 | 2.2 | 0.4 | 0.8 | 1.8 | 3.2 | 38 | 35 | 36 | 29 |
| $2 \mathrm{e}-1$ | 5 | 5 | 5 | 5 | 2.9 | 2.7 | 2.8 | 3.0 | 0.5 | 1.0 | 2.3 | 8.9 | 35 | 34 | 34 | 56 |
| $4 \mathrm{e}-2$ | 6 | 6 | 7 | 6 | 3.1 | 3.0 | 2.3 | 2.4 | 0.7 | 1.9 | 4.0 | 19.0 | 35 | 41 | 47 | 74 |
| $8 \mathrm{e}-3$ | 6 | 7 | 7 | 6 | 2.9 | 3.4 | 2.3 | 2.2 | 1.0 | 2.6 | 5.8 | 30.0 | 46 | 47 | 62 | 80 |
| $2 \mathrm{e}-3$ | 6 | 8 | 7 | 6 | 2.4 | 5.3 | 2.1 | 1.9 | 1.1 | 3.8 | 6.8 | 35.0 | 56 | 39 | 70 | 86 |
| $3 \mathrm{e}-4$ | 6 | 7 | 6 | 5 | 3.1 | 11.2 | 2.2 | 2.0 | 1.4 | 6.0 | 7.5 | 37.5 | 52 | 28 | 73 | 87 |
| $6 \mathrm{e}-5$ | 6 | 6 | 5 | 4 | 6.4 | 22.2 | 2.5 | 2.1 | 1.8 | 8.5 | 7.8 | 37.5 | 41 | 21 | 74 | 93 |
| 1e-5 | 5 | 5 | 4 | 4 | 11.4 | 62.1 | 2.4 | 2.0 | 2.5 | 20.8 | 8.8 | 42.5 | 29 | 9 | 77 | 94 |
| 3e-6 | 5 | 5 | 4 | 4 | 16.5 | 93.5 | 2.2 | 1.9 | 3.2 | 27.5 | 8.2 | 40.0 | 24 | 7 | 79 | 88 |
| 5e-7 | 5 | 6 | 4 |  | 37.9 | 121.2 | 2.1 | 2.0 | 6.3 | 42.5 | 9.8 | 50.0 | 13 | 5 | 82 | 90 |
|  | 5.4 | 5.7 | 5.3 | 4.9 | 7.0 | 27.1 | 2.3 | 2.2 | 1.6 | 10.2 | 5.8 | 28.1 | 31 | 12 | 69 | 85 |
|  | 4 |  | 5 | 5 | 3.0 | 3.0 | 2.8 | 2.3 | 1.5 | 3.0 | 6.4 | 13.2 | 34 | 32 | 31 | 30 |
| $2 \mathrm{e}-1$ | 5 | 5 | 5 | 5 | 3.3 | 3.3 | 3.1 | 2.9 | 2.0 | 4.1 | 9.3 | 20.0 | 31 | 29 | 26 | 36 |
| $4 \mathrm{e}-2$ | 6 | 6 | 6 | 6 | 4.5 | 3.9 | 4.0 | 2.7 | 3.6 | 6.8 | 20.0 | 83.3 | 24 | 32 | 38 | 76 |
| $8 \mathrm{e}-3$ | 7 | 6 | 7 | 7 | 4.7 | 4.1 | 5.3 | 2.7 | 5.0 | 10.0 | 40.0 | 220.0 | 33 | 44 | 60 | 88 |
| $2 \mathrm{e}-3$ | 7 | 7 | 8 | 8 | 3.9 | 3.2 | 7.7 | 2.3 | 5.5 | 12.5 | 55.0 | 230.0 | 43 | 56 | 55 | 87 |
| $3 \mathrm{e}-4$ | 6 | 7 | 8 | 7 | 3.8 | 3.6 | 15.4 | 2.3 | 5.8 | 14.8 | 85.0 | 425.0 | 48 | 61 | 38 | 94 |
| $6 \mathrm{e}-5$ | 6 | 6 | 7 | 6 | 3.7 | 7.2 | 53.4 | 2.5 | 5.8 | 20.5 | 192.5 | 300.0 | 52 | 50 | 21 | 92 |
| 1e-5 | 5 | 5 | 6 | 4 | 4.6 | 12.2 | 125.4 | 2.7 | 6.3 | 25.7 | 375.0 | 260.0 | 58 | 42 | 12 | 92 |
| $3 \mathrm{e}-6$ | 5 | 5 | 7 | 4 | 4.3 | 30.1 | 151.8 | 2.7 | 6.7 | 40.0 | 475.0 | 300.0 | 55 | 28 | 10 | 92 |
| 5e-7 | 4 | 5 | 11 | 4 | 3.4 | 81.4 | 169.2 | 2.5 | 6.0 | 90.0 | 925.0 | 300.0 | 67 | 14 | 6 | 92 |
|  | 5.4 | 5.6 | 6.7 | 5.5 | 3.9 | 10.4 | 55.7 | 2.6 | 4.4 | 18.0 | 188.2 | 194.3\| | 45 | 32 | 13 | 89 |

Table 2: Numerical results using the preconditioner based on the primal Schur complement for linear system eq. (11) within a Flexible GMRES cycle. Each subtable reports the results obtain for a given mesh, from the coarsest $\mathcal{T}_{h_{0}}$ (top) to the finest $\mathcal{T}_{h_{0} / 8}$ (bottom). Each subtable contains four blocks with four columns. The first three blocks report, from left to right, averaged number of outer iterations for solving eq. (11), averaged number of inner iterations for solving eq. 20p, averaged CPU time per linear system (see the items 11to 3 in section 4. The last block reports the percentage of this time spent during the preprocess phase. Each column reports these metrics using $\Delta t=1 / K$ with $K=8,16,32,64$. Each column entry reports these metrics as the relaxation parameter $\mu$ (reported in the leftmost column) is reduced. A final row summarizes the same quantities averaged on the whole simulation. We highlighted in gray the spatial-temporal coupling providing the uniform discretization.

Nevertheless, even in best-case scenarios, we experimented that the preprocess phase is the most demanding in terms of CPU time. Typically, more than $50 \%$ of the time is spent building the sequence of coarse matrices, reaching peaks of $90 \%$ during the last IP steps using the finest discretization. We attribute this additional preprocess time to the fact that the matrix $\mathcal{S}$ becomes highly ill-conditioned when the relaxation parameter $\mu$ reaches $1 e-6$. In fact, matrix $\mathcal{C}$ contains the term $\operatorname{Diag}(s)(\operatorname{Diag}(\boldsymbol{\rho}))^{-1}$ where the term $\boldsymbol{s} \odot \boldsymbol{\rho}=\mu \mathbf{1} \rightarrow 0$. As a consequence, $\mathcal{C}^{-1}$ contains values that vary by several orders of magnitude. Similar considerations can be found in [32]. Unfortunately, it was not possible to access the hierarchy of matrices built by the AGMG solver to validate this hypothesis. Building an ad hoc geometric multigrid preconditioner could, in principle, cope with this issue. However, its design goes beyond the purpose of this paper.
In order to alleviate these problems, we tried to neglect some components of $\mathcal{S}$. We tried to remove the extra-diagonal or lower-diagonal part of $\mathcal{S}$, or the time-space operator $\mathcal{S}_{t x}+\mathcal{S}_{t x}^{T}$. However, none of these approaches worked. All numerical experiments suggest that none of these term can be neglected without altering the spectral property of the matrix, and consequentely affecting the effectiveness of the preconditioner.

### 4.4 The SIMPLE preconditioner

In this section, we recall the classical SIMPLE preconditioner described in [22, 33] and based on the approximation of the inverse of the dual Schur complement $\mathcal{S}=-\left(\mathcal{C}+\mathcal{B} \mathcal{A}^{-1} \mathcal{B}^{T}\right)$ (we recall that, formally, we cannot write $\mathcal{A}^{-1}$ since the matrix $\mathcal{A}$ is singular). The SIMPLE preconditioner is given by

$$
\boldsymbol{P}^{-1}=\left(\begin{array}{cc}
\boldsymbol{I} & -\hat{\mathcal{A}}^{-1} \mathcal{B}^{T}  \tag{19}\\
& \boldsymbol{I}
\end{array}\right)\left(\begin{array}{ll}
\hat{\mathcal{A}}^{-1} & \\
& \hat{\mathcal{S}}^{-1}
\end{array}\right)\left(\begin{array}{cc}
\boldsymbol{I} & \\
-\boldsymbol{\mathcal { B }} \hat{\mathcal{A}}^{-1} & \boldsymbol{I}
\end{array}\right)
$$

where

$$
\hat{\mathcal{A}}=\operatorname{Diag}(\mathcal{A}), \quad \hat{\mathcal{S}}=-\left(\mathcal{C}+\mathcal{B}^{T} \hat{\mathcal{A}}^{-1} \mathcal{B}\right)
$$

The main computational cost of applying this preconditioner is to solve linear systems in the form

$$
\begin{equation*}
\hat{\mathcal{S}} \boldsymbol{y}=\boldsymbol{c} \tag{20}
\end{equation*}
$$

The matrix $\hat{\mathcal{S}}$ can be formed explicitly and is block tridiagonal. We use the AGMG solver with tolerance $\varepsilon_{\text {in }}=1 e-1$ to solve the linear system in eq. 20.

The results using the SIMPLE preconditioner are summarized in table 3 Despite its simplicity, the proposed preconditioner turned out to be rather efficient and robust and the IP algorithm always reaches convergence. The average number of inner iterations Inner/Outer remains practically constant, independent of the time step and the mesh size used or the IP step considered. The preprocess time required by the AGMG solver is limited, approximately accounting for $1 \%$ of the CPU time spent in the linear system solution. The number of outer iterations per IP step remains practically constant when we change the time step $\Delta t=1 / K$. Surprisingly, the preconditioner becomes more efficient as the IP relaxation term $\mu$ is lowered to zero.

Unfortunately, the number of outer iterations more than doubles at each mesh refinement. This phenomenon can also be explained by looking at the structure of the preconditioned matrix

$$
\left(\begin{array}{cc}
\mathcal{A} & \mathcal{B}^{T} \\
\mathcal{B} & -\mathcal{C}
\end{array}\right) \boldsymbol{P}^{-1}=\left(\begin{array}{cc}
\boldsymbol{I}+\left(\mathcal{A} \hat{\mathcal{A}}^{-1}-\boldsymbol{I}\right)\left(\boldsymbol{I}+\boldsymbol{\mathcal { B }}^{T} \hat{\boldsymbol{\mathcal { S }}}_{\varepsilon_{\text {in }}}^{-1} \mathcal{B} \hat{\mathcal{A}}^{-1}\right) & \left(\boldsymbol{\mathcal { A }} \hat{\mathcal{A}}^{-1}-\boldsymbol{I}\right) \mathcal{B}^{T} \hat{\mathcal{S}}_{\varepsilon_{\text {in }}}^{-1} \\
\left(\boldsymbol{I}-\hat{\mathcal{S}} \hat{\boldsymbol{\mathcal { S }}}_{\varepsilon_{\text {in }}}^{-1}\right) \boldsymbol{\mathcal { B }} \hat{\mathcal{A}}^{-1} & \hat{\mathcal{S}} \hat{\boldsymbol{\mathcal { S }}}_{\varepsilon_{\text {in }}}^{-1}
\end{array}\right)
$$

and studying its condition number. The preconditioned matrix is approximately a block upper triangular matrix, whose bottom-right block becomes close to the identity as $\varepsilon_{\text {in }} \rightarrow 0$, with $m$ eigenvalues close to one. The upper left block is the identity plus a perturbation where the term $\left(\mathcal{\mathcal { A }} \hat{\mathcal{A}}^{-1}-\boldsymbol{I}\right)$ appears. This term grows rapidly as $h \rightarrow 0$ as shown in [34].

### 4.5 The $\mathcal{B B}$-preconditioner

We present now the fourth preconditioner we considered in this work. Our idea is to define a preconditioner similar to the one given in eq. (19) but using a better approximation of the pseudo-inverse of $\mathcal{A}$. Since this matrix is block diagonal and each block $\boldsymbol{A}^{k}$ is a weighted Laplacian, we can approximate the action of its pseudo-inverse by solving separately $K+1$ linear systems in the form

$$
\begin{equation*}
\boldsymbol{A}^{k} \boldsymbol{x}^{k}=\boldsymbol{b}^{k} \tag{21}
\end{equation*}
$$

using multigrid solvers. However, two issues arise.

| K | 8 | 16 | 32 | 64 | 8 | 16 | 32 | 64 | 8 | 16 | 32 | 64 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mu$ | Outer/Lin.sys. |  |  |  | CPU/Lin.sys. |  |  |  | Inner/Outer |  |  |  |
| 1 | 45 | 51 | 51 | 53 | 0.2 | 0.1 | 0.3 | 0.6 | 1.0 | 1.0 | 1.7 | 2.1 |
| $2 \mathrm{e}-1$ | 35 | 36 | 36 | 37 | 0.1 | 0.2 | 0.4 | 0.5 | 1.1 | 1.5 | 2.2 | 2.9 |
| $4 \mathrm{e}-2$ | 32 | 32 | 32 | 34 | 0.1 | 0.2 | 0.3 | 0.6 | 1.3 | 2.1 | 2.6 | 3.0 |
| $8 \mathrm{e}-3$ | 30 | 30 | 29 | 29 | 0.1 | 0.2 | 0.3 | 0.6 | 1.6 | 2.1 | 2.9 | 3.5 |
| 2e-3 | 30 | 29 | 28 | 28 | 0.1 | 0.2 | 0.3 | 0.5 | 1.7 | 2.6 | 3.5 | 4.3 |
| 3e-4 | 29 | 28 | 29 | 32 | 0.1 | 0.2 | 0.2 | 0.6 | 1.8 | 2.7 | 3.4 | 3.0 |
| 6e-5 | 28 | 29 | 28 | 38 | 0.1 | 0.2 | 0.2 | 0.7 | 1.8 | 2.5 | 3.3 | 2.0 |
| $1 \mathrm{e}-5$ | 27 | 29 | 33 | 40 | 0.1 | 0.2 | 0.3 | 0.7 | 1.8 | 2.2 | 2.2 | 1.9 |
| $3 \mathrm{e}-6$ | 26 | 35 | 38 | 36 | 0.1 | 0.3 | 0.4 | 0.7 | 1.8 | 1.3 | 1.4 | 1.5 |
| $5 \mathrm{e}-7$ | 28 | 33 | 35 | 37 | 0.1 | 0.3 | 0.4 | 0.7 | 1.3 | 1.1 | 1.3 | 1.6 |
|  | 32 | 34 | 35 | 37 | 0.1 | 0.2 | 0.3 | 0.6 | 1.4 | 1.8 | 2.3 | 2.4 |
| 1 | 99 | 108 | 109 | 106 | 0.4 | 0.7 | 1.3 | 3.4 | 1.0 | 1.0 | 1.0 | 1.8 |
| $2 \mathrm{e}-1$ | 71 | 72 | 73 | 73 | 0.4 | 0.8 | 1.4 | 3.3 | 1.0 | 1.1 | 1.6 | 2.4 |
| $4 \mathrm{e}-2$ | 65 | 67 | 68 | 67 | 0.5 | 0.8 | 1.6 | 3.4 | 1.2 | 1.4 | 2.2 | 3.3 |
| $8 \mathrm{e}-3$ | 63 | 60 | 61 | 62 | 0.7 | 0.8 | 1.8 | 3.4 | 1.3 | 1.8 | 2.5 | 3.3 |
| $2 \mathrm{e}-3$ | 64 | 59 | 57 | 52 | 0.7 | 0.9 | 1.9 | 3.0 | 1.6 | 1.9 | 2.5 | 3.4 |
| 3e-4 | 64 | 61 | 50 | 54 | 0.6 | 1.0 | 1.7 | 3.0 | 1.6 | 1.8 | 2.5 | 3.9 |
| 6e-5 | 66 | 53 | 52 | 47 | 0.6 | 0.8 | 1.5 | 2.4 | 1.6 | 2.1 | 2.9 | 4.2 |
| 1e-5 | 59 | 58 | 53 | 59 | 0.5 | 0.9 | 1.6 | 3.2 | 1.4 | 1.9 | 3.1 | 2.9 |
| 3e-6 | 59 | 57 | 68 | 70 | 0.6 | 0.9 | 2.3 | 4.0 | 1.4 | 1.8 | 1.9 | 2.0 |
| 5e-7 | 56 | 63 | 81 | 65 | 0.5 | 1.2 | 2.8 | 3.8 | 1.4 | 1.2 | 1.3 | 2.0 |
|  | 68 | 67 | 68 | 66 | 0.5 | 0.9 | 1.7 | 3.3 | 1.3 | 1.5 | 2.0 | 2.7 |
| 1 | 260 | 251 | 231 | 231 | 3.0 | 5.0 | 8.5 | 18.3 | 1.0 | 1.0 | 1.0 | 1.0 |
| $2 \mathrm{e}-1$ | 134 | 136 | 146 | 148 | 2.0 | 3.7 | 8.3 | 18.6 | 1.0 | 1.0 | 1.1 | 1.5 |
| $4 \mathrm{e}-2$ | 114 | 120 | 122 | 124 | 2.2 | 4.0 | 8.4 | 19.8 | 1.2 | 1.1 | 1.5 | 2.3 |
| $8 \mathrm{e}-3$ | 94 | 97 | 115 | 115 | 2.0 | 4.0 | 9.2 | 20.0 | 1.4 | 1.3 | 1.8 | 2.7 |
| $2 \mathrm{e}-3$ | 125 | 95 | 102 | 105 | 3.2 | 4.5 | 9.0 | 22.0 | 1.8 | 1.7 | 2.0 | 2.9 |
| 3e-4 | 134 | 109 | 110 | 107 | 3.8 | 5.2 | 10.5 | 22.8 | 1.8 | 1.8 | 2.0 | 2.8 |
| $6 \mathrm{e}-5$ | 123 | 116 | 113 | 106 | 3.8 | 6.0 | 11.2 | 22.8 | 1.8 | 1.7 | 1.9 | 2.8 |
| 1e-5 | 123 | 122 | 128 | 103 | 3.5 | 6.5 | 12.2 | 21.0 | 1.7 | 1.6 | 2.1 | 3.2 |
| 3e-6 | 128 | 110 | 132 | 192 | 3.7 | 5.8 | 12.2 | 42.5 | 1.7 | 1.6 | 2.0 | 1.5 |
| 5e-7 | 136 | 121 | 147 | 221 | 4.0 | 6.5 | 17.0 | 52.5 | 1.5 | 1.6 | 1.3 | 1.2 |
|  | 138 | 130 | 139 | 148 | 3.0 | 5.0 | 10.3 | 25.0 | 1.4 | 1.3 | 1.5 | 1.9 |
| 1 | 599 | 480 | 499 | 484 | 21.7 | 33.3 | 66.7 | 157.1 | 1.0 | 1.0 | 1.0 | 1.0 |
| $2 \mathrm{e}-1$ | 291 | 292 | 302 | 327 | 13.4 | 27.1 | 52.9 | 142.9 | 1.0 | 1.0 | 1.0 | 1.0 |
| $4 \mathrm{e}-2$ | 225 | 218 | 218 | 218 | 13.6 | 26.7 | 48.3 | 123.3 | 1.2 | 1.4 | 1.1 | 1.6 |
| $8 \mathrm{e}-3$ | 200 | 177 | 188 | 188 | 14.2 | 24.0 | 50.0 | 118.0 | 1.5 | 1.5 | 1.3 | 1.8 |
| $2 \mathrm{e}-3$ | 240 | 202 | 170 | 185 | 30.0 | 30.0 | 55.0 | 135.0 | 1.9 | 1.8 | 1.8 | 2.2 |
| 3e-4 | 263 | 237 | 199 | 185 | 45.0 | 40.0 | 72.5 | 155.0 | 1.9 | 2.1 | 1.9 | 2.1 |
| $6 \mathrm{e}-5$ | 326 | 282 | 230 | 214 | 70.0 | 52.5 | 92.5 | 190.0 | 1.9 | 2.1 | 1.9 | 2.1 |
| 1e-5 | 329 | 349 | 264 | 224 | 76.7 | 70.0 | 110.0 | 200.0 | 1.8 | 2.0 | 1.8 | 2.1 |
| 3e-6 | 337 | 372 | 270 | 231 | 83.3 | 76.7 | 115.0 | 207.5 | 1.8 | 1.9 | 1.7 | 1.9 |
| 5e-7 | 300 | 323 | 238 | 251 | 80.0 | 66.7 | 100.0 | 247.5 | 1.9 | 1.8 | 1.7 | 1.5 |
|  | 318 | 292 | 268 | 266 | 37.8 | 40.0 | 72.7 | 163.4 | 1.4 | 1.5 | 1.4 | 1.5 |

Table 3: Numerical results using the SIMPLE preconditioner for linear system in eq. (11) within a Flexible GMRES cycle. Each subtable reports the results obtain for a given mesh, from the coarsest $\mathcal{T}_{h_{0}}$ (top) to the finest $\mathcal{T}_{h_{0} / 8}$ (bottom). Each subtable contains 3 blocks of 4 columns. Each block reports one metric used to measure the preconditioner performance that are, from left to right, the averaged number of outer FGMRES iterations, the average CPU-time per linear system, and the averaged number of inner iterations for solving linear system in eq. (20) (see items 1 to 3). Within all blocks, each column reports the related metric for one choice of time step $\Delta t=1 / K$ with $K=8,16,32,64$ as the relaxation parameter (reported in the leftmost column). A final row summarizes the same quantities averaged on the whole simulation. We highlighted in gray the spatial-temporal combination providing the uniform discretization.

The first issue is that each block $A^{k}$ is singular with kernel $\left\langle\mathbf{1} \in \mathbb{R}^{N \mathcal{T}}\right\rangle$, so we first need to ensure the well-posedness of linear systems in eq. 21. This means that we must guarantee

$$
\begin{equation*}
\boldsymbol{b}^{k} \in \operatorname{Im}\left(\mathcal{A}^{k}\right)=\operatorname{Ker}\left(\mathcal{A}^{k}\right)^{\perp}=\left\{\mathbf{1} \in \mathbb{R}^{N_{\mathcal{T}}}\right\}^{\perp}, \quad k=1, \ldots K+1 \tag{22}
\end{equation*}
$$

It may not be possible to guarantee condition (22) within a FMGRES cycle while using inexact solvers to approximate the pseudo-inverse of $\mathcal{A}$ and the dual Schur complement. Moreover, even if the system is compatible, we do not know a priori how to select particular solutions $\boldsymbol{x}^{k}$, because this selection should fix the increments $\delta \phi^{k}$ according to the linearized Hamilton-Jacobi equation in eq. 3b. Neither grounding the linear systems 21) is a feasible solution, since we do not know at which values we should ground the increments $\delta \phi^{k}$.
The second issue is the design of a better approximation of the inverse of the matrix $\mathcal{S}=-\left(\mathcal{C}+\mathcal{B} \mathcal{A}^{-1} \mathcal{B}^{T}\right)$. Firstly, $\mathcal{S}$ is not well defined since $\mathcal{A}$ is singular and $\operatorname{Im}\left(\mathcal{B}^{T}\right)$ is not orthogonal to $\operatorname{Ker}(\mathcal{A})$. Moreover, even overcoming this first issue, the matrix $\mathcal{S}$ becomes dense, thus too costly to form and invert.
In the next subsections we will show how to cope with both issues starting from a reformulation of the continuous nonlinear system in eq. (2).

### 4.5.1 Splitting formulation

In order to cope with the first issue, we split the solution $\phi$ of eq. (2) into two components, a new potential $\bar{\phi}$ : $\Omega \times[0,1] \rightarrow \mathbb{R}$ satisfying the constraint $\int_{\Omega} \bar{\phi}(t) d x=0$ for all $t \in[0,1]$ and a correction term:

$$
\begin{equation*}
\phi(t, x)=\bar{\phi}(t, x)+\int_{0}^{t} \lambda(s) d s \tag{23}
\end{equation*}
$$

where $\lambda:[0,1] \rightarrow \mathbb{R}$ depends only on the time variable. In the new unknowns $(\bar{\phi}, \rho, s, \lambda)$ the system of PDEs (2) becomes

$$
\begin{align*}
& -\partial_{t} \rho-\operatorname{div}_{x}\left(\rho \nabla_{x} \bar{\phi}\right)=0 \\
& \partial_{t} \bar{\phi}+\frac{\left\|\nabla_{x} \bar{\phi}\right\|^{2}}{2}+s+\lambda=0 \\
& \rho \geq 0, s \geq 0, \rho s=0  \tag{24}\\
& \int_{\Omega} \bar{\phi} d x=0
\end{align*}
$$

Following the same steps described in section 2, the (relaxed) discrete counterpart of equation in eq. 24] is a nonlinear system of equations with unknowns $(\bar{\phi}, \boldsymbol{\rho}, \boldsymbol{s}, \overline{\boldsymbol{\lambda}}) \in\left(\mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{m} \times \mathbb{R}^{K}\right)$ given by

$$
\begin{aligned}
& F_{\phi}(\bar{\phi}, \boldsymbol{\rho})=\left(F_{\phi}^{1} ; \ldots ; F_{\phi}^{K+1}\right)=\mathbf{0} \in \mathbb{R}^{n}, \\
& \bar{F}_{\boldsymbol{\rho}}(\overline{\boldsymbol{\phi}}, \boldsymbol{\rho}, \boldsymbol{s}, \boldsymbol{\lambda})=\left(\bar{F}_{\boldsymbol{\rho}}^{1} ; \ldots ; \bar{F}_{\boldsymbol{\rho}}^{K}\right) \quad=\mathbf{0} \in \mathbb{R}^{m}, \\
& F_{\boldsymbol{s}}(\boldsymbol{\rho}, \boldsymbol{s})=\left(F_{s}^{1} ; \ldots ; F_{s}^{K}\right) \quad=\mathbf{0} \in \mathbb{R}^{m}, \\
& F_{\boldsymbol{\lambda}}(\bar{\phi})=\left(F_{\boldsymbol{\lambda}}^{1} ; \ldots ; F_{\boldsymbol{\lambda}}^{K}\right) \quad=\mathbf{0} \in \mathbb{R}^{K+1},
\end{aligned}
$$

where $F_{\phi}^{k}$ and $F_{s}^{k}$ are defined in eqs. 47 and 6, while $\bar{F}_{\rho}^{k}$ and $F_{\lambda}^{k}$ are given by

$$
\begin{aligned}
\bar{F}_{\boldsymbol{\rho}}^{k}(\boldsymbol{\rho}, \overline{\boldsymbol{\phi}}, \boldsymbol{s}, \boldsymbol{\lambda}) & :=F_{\boldsymbol{\rho}}^{k}(\boldsymbol{\rho}, \bar{\phi}, \boldsymbol{s})+\boldsymbol{M}^{\prime} \boldsymbol{\lambda}^{k}, & & k=1, \ldots, K \\
\bar{F}_{\boldsymbol{\lambda}}^{k}\left(\bar{\phi}^{k}\right) & :=|\boldsymbol{c}|^{T} \bar{\phi}^{k}, & k & =1, \ldots, K+1
\end{aligned}
$$

with $F_{\rho}^{k}$ as given in eq. [5]. Note that there are $n+2 m+K+1$ equations and $n+2 m+K$ unknows. The additional equation fixes the global constant for the potential $\bar{\phi}$. The linear system arising from the Newton method becomes

$$
\left(\begin{array}{cccc}
\mathcal{A} & \mathcal{B}^{T} & &  \tag{25}\\
\mathcal{B} & & \mathcal{M}^{\prime} & \mathcal{M}^{\prime} \mathcal{E}^{\prime T} \\
& \operatorname{Diag}(\boldsymbol{s}) & \operatorname{Diag}(\boldsymbol{\rho}) &
\end{array}\right)\left(\begin{array}{l}
\boldsymbol{\delta} \bar{\phi} \\
\boldsymbol{\delta} \boldsymbol{\rho} \\
\boldsymbol{\mathcal { M }}
\end{array}\right.
$$

where matrices $\mathcal{E} \in \mathbb{R}^{K+1, N_{\mathcal{T}}}$ and $\mathcal{E}^{\prime} \in \mathbb{R}^{K, N_{\mathcal{T}^{\prime}}}$ are given by

$$
\mathcal{E}=\left(\begin{array}{ccc}
\mathbf{1}_{N_{\mathcal{T}}}^{T} & & \\
& \ddots & \\
& & \mathbf{1}_{N_{\mathcal{T}}}^{T}
\end{array}\right), \mathcal{E}^{\prime}=\left(\begin{array}{ccc}
\mathbf{1}_{N_{\mathcal{T}^{\prime}}}^{T} & & \\
& \ddots & \\
& & \mathbf{1}_{N_{\mathcal{T}^{\prime}}}^{T}
\end{array}\right)
$$

Once the vectors $(\boldsymbol{\delta} \overline{\boldsymbol{\phi}} ; \boldsymbol{\delta} \boldsymbol{\lambda})$ in eq. 26) are found, $\boldsymbol{\delta} \boldsymbol{\phi}$ can be retrieved in the original system eq. 11) using the formula

$$
\boldsymbol{\delta} \boldsymbol{\phi}^{k}=\boldsymbol{\delta} \overline{\boldsymbol{\phi}}^{k}+\sum_{i=1}^{k} \Delta t^{i} \boldsymbol{\delta} \boldsymbol{\lambda}^{i}
$$

which is the finite-dimensional counterpart of eq. 23).

### 4.5.2 New saddle point linear system

After eliminating the unknown $s$ as in section 3.1, the linear system in eq. 25) becomes

$$
\left(\begin{array}{ccc}
\mathcal{A} & \mathcal{B}^{T} &  \tag{26}\\
\mathcal{B} & -\mathcal{C} & \mathcal{M}^{\prime} \mathcal{E}^{\prime T} \\
\mathcal{E} \mathcal{M} & &
\end{array}\right)\left(\begin{array}{l}
\delta \bar{\phi} \\
\delta \rho \\
\delta \boldsymbol{\lambda}
\end{array}\right)=\left(\begin{array}{l}
\boldsymbol{f} \\
\tilde{g} \\
i
\end{array}\right)
$$

The variable $\boldsymbol{\delta} \boldsymbol{\lambda}$ can be eliminated as well by multiplying by $\mathcal{E}^{\prime}$ the second block of equations in eq. 25, yielding

$$
\mathcal{E}^{\prime}(\mathcal{B} \delta \overline{\boldsymbol{\phi}}-\mathcal{C} \boldsymbol{\delta} \rho)+\underbrace{\mathcal{E}^{\prime} \mathcal{M}^{\prime} \mathcal{E}^{\prime T}}_{|\Omega| \boldsymbol{I}_{K}} \delta \boldsymbol{\lambda}=\mathcal{E}^{\prime} \tilde{\boldsymbol{g}}
$$

Plugging this expression in eq. 26), the linear system in the unknowns $(\boldsymbol{\delta} \overline{\boldsymbol{\phi}} ; \boldsymbol{\delta} \boldsymbol{\rho})$ becomes

$$
\left(\begin{array}{cc}
\mathcal{A} & \mathcal{B}^{T}  \tag{27}\\
\mathcal{P} \mathcal{B} & -\mathcal{P C} \\
\mathcal{E} \mathcal{M} &
\end{array}\right)\binom{\boldsymbol{\delta} \bar{\phi}}{\boldsymbol{\delta} \rho}=\left(\begin{array}{c}
\boldsymbol{f} \\
\mathcal{P} \tilde{\boldsymbol{g}} \\
\boldsymbol{i}
\end{array}\right)
$$

where the matrix $\mathcal{P}$, which is given by

$$
\mathcal{P}:=\boldsymbol{I}-\frac{1}{|\Omega|} \boldsymbol{M}^{\prime} \mathcal{E}^{\prime T} \mathcal{E}^{\prime}
$$

is a projector (indeed $\mathcal{P}^{2}=\mathcal{P}$ ). Moreover, its transpose $\mathcal{P}^{T}$ is the discretazion of the zero mean-projector, which maps a function $g:[0,1] \times \Omega \rightarrow \mathbb{R}$ to $g-\int_{\Omega} g /|\Omega|$.
The linear system in (27) is not overdetermined since $\operatorname{Ker}(\mathcal{A}) \subset \operatorname{Ker}(\mathcal{P B})$ and the rows of $\mathcal{E M}$ are $K+1$ vectors linear independent from the rows of $\mathcal{A}$ or $\mathcal{P B}$. Recalling remark $4, \boldsymbol{\delta} \rho \in \operatorname{Ker}(\mathcal{P})$ or equivalently $\delta \boldsymbol{\rho} \in \operatorname{Im}\left(\mathcal{P}^{T}\right)$ and, since $\mathcal{P}^{T}$ is also a projector, we can write $\boldsymbol{\delta} \boldsymbol{\rho}=\mathcal{P}^{T} \boldsymbol{\delta} \rho$. Thus, we can rewrite system 27) as

$$
\left(\begin{array}{cc}
\mathcal{A} & \mathcal{B}^{T} \mathcal{P}^{T}  \tag{28}\\
\mathcal{P B} & -\mathcal{P C} \mathcal{P}^{T}
\end{array}\right)\binom{\boldsymbol{\delta} \tilde{\phi}}{\boldsymbol{\delta} \boldsymbol{\rho}}=\binom{\boldsymbol{f}}{\boldsymbol{\mathcal { P }} \tilde{\boldsymbol{g}}}
$$

where we neglect the constraints $\mathcal{E} \mathcal{M} \boldsymbol{\delta} \bar{\phi}=\boldsymbol{i}$. For any solution $(\boldsymbol{\delta} \tilde{\boldsymbol{\phi}} ; \boldsymbol{\delta} \tilde{\boldsymbol{\rho}})$, the solution $(\boldsymbol{\delta} \bar{\phi} ; \boldsymbol{\delta} \boldsymbol{\rho})$ of eq. 27) can be recovered by simply correcting the mean of $\delta \tilde{\phi}$.
The linear system in eq. 28) does not suffer from the first issue mentioned above associated to the singularity of matrix $\mathcal{A}$. In fact, note that $\operatorname{Im}\left(\mathcal{B}^{T} \mathcal{P}^{T}\right) \perp \operatorname{Ker}(\mathcal{A})$, since $\operatorname{Ker}(\mathcal{A}) \subset \operatorname{Ker}(\mathcal{P} \mathcal{B})$. This ensures that the dual Schur complement $\mathcal{S}=-\mathcal{P}\left(\mathcal{C}+\mathcal{B} \mathcal{A}^{+} \boldsymbol{\mathcal { B }}^{T}\right) \mathcal{P}^{T}$ (where $\mathcal{A}^{+}$denotes the Moore-Penrose inverse of $\mathcal{A}$ ) is well defined. Moreover the following (ideal) block triangular preconditioner

$$
\boldsymbol{P}_{t}=\left(\begin{array}{cc}
\mathcal{A} & \mathcal{B}^{T} \boldsymbol{\mathcal { P }}^{T}  \tag{29}\\
& -\mathcal{S}
\end{array}\right)
$$

is well defined as well. In fact, given a vector $(\boldsymbol{f}, \boldsymbol{g})$ with $\boldsymbol{f} \in \operatorname{Ker}(\mathcal{A})^{\perp}$ and $\boldsymbol{g} \in \operatorname{Im}(\mathcal{P})$, the application of this preconditioner requires to compute the vector $(\boldsymbol{x} ; \boldsymbol{y})$ solving the following two linear systems

$$
\begin{align*}
-\mathcal{S} \boldsymbol{y} & =\boldsymbol{g}  \tag{30}\\
\mathcal{A} \boldsymbol{x} & =\boldsymbol{f}-\mathcal{B}^{T} \mathcal{P}^{T} \boldsymbol{y} \tag{31}
\end{align*}
$$

Thanks to the presence of the projector $\mathcal{P}^{T}$ and since $\operatorname{Im}\left(\mathcal{B}^{T} \boldsymbol{P}^{T}\right) \perp \operatorname{Ker}(\mathcal{A})$, the linear system in eq. 31 is well defined. We recall that matrix $\mathcal{A}$ is block diagonal, thus in our implementation we solve this system solving with respect to each block with the AGMG solver with tolerance $\varepsilon_{\text {in }}=5 e-2$.
Now, we are left with second issue mentioned above, how to approximate the Schur complement, which is addressed in the next paragraphs.

### 4.5.3 Approximating the inverse of the dual Schur complement

Our first attempt was to approximate the dual Schur complement $\mathcal{S}$ (and then its inverse) with $\mathcal{P}(\mathcal{C}+$ $\left.\mathcal{B}(\operatorname{Diag}(\mathcal{A}))^{-1} \mathcal{B}^{T}\right) \mathcal{P}^{T}$, but it led to poor performance. We then tried to use the Least Square Commutator approach described in [23]. Unfortunately, it is not possible to apply this approach directly due to the presence of the matrix $\mathcal{C}=\mathcal{M}^{\prime} \operatorname{Diag}(\boldsymbol{s}) \operatorname{Diag}(\boldsymbol{\rho})^{-1}$ which has no clear "differential" meaning. We tried to apply the Algebraically stabilized Least Square Commutator proposed in [35] Section 4.2], but this leads to poor results, for different combinations of the relaxation parameters that appear in such approach. We attribute this phenomenon to the fact that the matrix $\mathcal{C}$ is not a stabilization operator for the saddle point system, as assumed in [35].

In order to devise a better approximation of the Schur complement, here we follow the idea in [36, 23] of looking at the infinite-dimensional differential operators associated to the matrices that compose the dual Schur complement and try to deduce a possible approximation of its inverse. The following proposition shows a differential identity that goes in this direction.
Proposition 1. Let $\rho:[0,1] \times \Omega \rightarrow \mathbb{R}_{>0}, \phi:[0,1] \times \Omega \rightarrow \mathbb{R}$, smooth enough. Denoting by $-\Delta_{\rho}=-\operatorname{div}(\rho \nabla)$, the following operator identity holds:

$$
\begin{align*}
&\left(\partial_{t}+\operatorname{div}(\cdot \nabla \phi)\right)\left(-\Delta_{\rho}\right)=-\Delta_{\rho}\left(\partial_{t}+\nabla \phi \cdot \nabla\right)-\operatorname{div}\left(\left(\partial_{t} \rho\right.\right.+\operatorname{div}(\rho \nabla \phi)) \nabla) \\
&+2 \operatorname{div}\left(\rho \nabla^{2} \phi \nabla\right) \tag{32}
\end{align*}
$$

Proof. Consider any function $g_{0}:[0,1] \times \Omega \rightarrow \mathbb{R}$, such that $\int_{\Omega} g_{0}(t, \cdot)=0$ for all $t \in[0,1]$ and let us define $u:[0,1] \times \Omega \rightarrow \mathbb{R}$ given by

$$
\begin{equation*}
-\operatorname{div}(\rho \nabla u)=g_{0} \tag{33}
\end{equation*}
$$

with zero Neumann boundary conditions. Multiplying both sides of equation eq. 33) by $\partial_{i} \phi$ (where $\partial_{i}=\partial_{x_{i}}$ ) and taking the divergence, we obtain

$$
-\sum_{i, j} \partial_{i}\left(\partial_{i} \phi \partial_{j}\left(\rho \partial_{j} u\right)\right)=\operatorname{div}\left(g_{0} \nabla \phi\right)
$$

Using the identity $\partial_{i} \phi \partial_{j}\left(\rho \partial_{j} u\right)=\partial_{j}\left(\partial_{i} \phi \rho \partial_{j} u\right)-\partial_{j}\left(\partial_{i} \phi\right) \rho \partial_{j} u$, we get

$$
\begin{aligned}
\operatorname{div}\left(g_{0} \nabla \phi\right)= & -\sum_{i, j} \partial_{i}\left(\partial_{j}\left(\partial_{i} \phi \rho \partial_{j} u\right)-\partial_{j, i} \phi \rho \partial_{j} u\right) \\
= & -\sum_{j, i} \partial_{j}\left(\partial_{i, j} u \rho \partial_{i} \phi\right)-\sum_{j, i} \partial_{j}\left(\partial_{i}\left(\rho \partial_{i} \phi\right) \partial_{j} u\right)+\operatorname{div}\left(\rho \nabla^{2} \phi \nabla u\right) \\
= & -\sum_{j} \partial_{j}\left(\sum_{i} \partial_{i, j} u \rho \partial_{i} \phi\right)-\sum_{j} \partial_{j}\left(\sum_{i} \partial_{i}\left(\rho \partial_{i} \phi\right) \partial_{j} u\right) \\
& \quad+\operatorname{div}\left(\rho \nabla^{2} \phi \nabla u\right) \\
= & -\operatorname{div}\left(\rho \nabla^{2} u \nabla \phi\right)-\operatorname{div}(\operatorname{div}(\rho \nabla \phi) \nabla u)+\operatorname{div}\left(\rho \nabla^{2} \phi \nabla u\right)
\end{aligned}
$$

Using the identity $\nabla(\nabla \phi \cdot \nabla u)=\nabla^{2} \phi \nabla u+\nabla^{2} u \nabla \phi$, we obtain

$$
\begin{equation*}
\operatorname{div}\left(g_{0} \nabla \phi\right)=-\operatorname{div}(\rho \nabla(\nabla \phi \cdot \nabla u))-\operatorname{div}(\operatorname{div}(\rho \nabla \phi) \nabla u)+2 \operatorname{div}\left(\rho \nabla^{2} \phi \nabla u\right) . \tag{34}
\end{equation*}
$$

Now, differentiating with respect to time the expression in eq. 33), we obtain

$$
\begin{equation*}
-\operatorname{div}\left(\partial_{t} \rho \nabla u+\rho \nabla \partial_{t} u\right)=\partial_{t} g_{0} \tag{35}
\end{equation*}
$$

Combining eq. (34, eq. (35) we obtain

$$
\begin{aligned}
& \bar{\partial}_{t} g_{0}+\operatorname{div}\left(g_{0} \nabla \phi\right)=-\operatorname{div}\left(\rho \nabla\left(\partial_{t} u+\nabla \phi \cdot \nabla u\right)\right)-\operatorname{div}\left(\left(\partial_{t} \rho\right.\right.+\operatorname{div}(\rho \nabla \phi)) \nabla u) \\
&+2 \operatorname{div}\left(\rho \nabla^{2} \phi \nabla u\right) .
\end{aligned}
$$

Since $g_{0}=-\Delta_{\rho} u$ by eq. 33), we proved eq. 32.

Our approximation of the Schur complement is based on neglecting the terms $-\operatorname{div}\left(\left(\partial_{t} \rho+\operatorname{div}(\rho \nabla \phi)\right) \nabla\right.$ and $2 \operatorname{div}\left(\rho \nabla^{2} \phi \nabla\right)$ on the right-hand side of eq. 32). The first term may be assumed to be small since it contains the continuity equation, which is the first nonlinear equation in the system eq. 2a). This term is small at the initial and final Newton steps within each IP iteration, and experimental observations showed it remains small during the intermediate Newton iterations. The second term can be neglected under certain assumptions. If the optimal transport is a translation this term is null. When the transported measures $\rho^{\mathrm{in}}$ and $\rho^{\mathrm{f}}$ are Gaussian [37], or more generally log-concave probability densities [38, 39], the largest eigenvalue of $\nabla^{2} \phi$ solving eq. (2) is bounded. However, note that in general this term may be non null, as for example in Test-case 3. Supposing that both terms can be neglected, we get the following approximate identity:

$$
\left(\partial_{t}+\operatorname{div}(\cdot \nabla \phi)\right)\left(-\Delta_{\rho}\right) \approx-\Delta_{\rho}\left(\partial_{t}+\nabla \phi \cdot \nabla\right) .
$$

In our finite-dimensional problem, this expression translates into the approximate matrix identity

$$
\begin{equation*}
-\mathcal{B}^{T} \mathcal{M}^{\prime-1} \tilde{\mathcal{A}} \approx \mathcal{A} \mathcal{M}^{-1} \tilde{\mathcal{B}} \tag{36}
\end{equation*}
$$

with $\tilde{\mathcal{A}} \in \mathbb{R}^{m, m}$ and $\tilde{\mathcal{B}} \in \mathbb{R}^{n, m}$ discretize the operators $-\Delta_{\rho}$ and $\partial_{t}+\nabla \phi \cdot \nabla$, respectively, similarly to the matrices $\mathcal{A}$ and $\mathcal{B}$ but with different dimensions. The scaling factors $\mathcal{M}^{\prime-1}$ and $\mathcal{M}$ in eq. 36 are introduced to match the scaling dimensions of the matrices $\mathcal{A}, \mathcal{B}$, and $\mathcal{B}^{T}$. The most natural definition of $\tilde{\mathcal{A}}$ and $\tilde{\mathcal{B}}$ is the following:

$$
\begin{gathered}
\tilde{\mathcal{A}}=\text { Block } \operatorname{Diag}\left(\left(\tilde{\boldsymbol{A}}^{k}\right)_{k=1}^{K}\right), \tilde{\boldsymbol{A}}^{k}:=\operatorname{div} \mathcal{T}^{\prime}, \mathcal{E}^{\prime} \operatorname{Diag}\left(\boldsymbol{R}_{\mathcal{E}^{\prime}}\left[\boldsymbol{\rho}^{k}\right]\right) \nabla_{\mathcal{E}^{\prime}, \mathcal{T}^{\prime}}, \\
\tilde{\mathcal{B}}:={\mathcal{J} \mathcal{D}_{t}}^{T} \boldsymbol{\mathcal { M }}^{\prime}+\boldsymbol{\mathcal { G }} \tilde{\mathcal{D}}_{x} \mathcal{J}^{T} \boldsymbol{\mathcal { H }}^{T},
\end{gathered}
$$

where the matrices $\mathcal{D}_{t}, \mathcal{J}, \mathcal{H}$, and $\mathcal{G}$ are defined in eqs. (9) and (10), and

$$
\tilde{\mathcal{D}}_{\boldsymbol{x}}=\text { Block Diag }\left((\boldsymbol{\nabla})_{k=1}^{K}\right)
$$

having one block less than $\mathcal{D}_{\boldsymbol{x}}$, which is defined in eq. 88.
Using the approximate identity in eq. 36, the linear system in eq. 30) becomes

$$
-\boldsymbol{g}=\boldsymbol{\mathcal { S }} \boldsymbol{y}=\mathcal{P}\left(\mathcal{C}+\mathcal{B} \mathcal{A}^{+} \boldsymbol{\mathcal { B }}^{T}\right) \mathcal{P}^{T} \boldsymbol{y} \approx \mathcal{P}\left(\mathcal{C}-\mathcal{B} \mathcal{M}^{-1} \tilde{\mathcal{B}} \tilde{\mathcal{A}}^{+} \boldsymbol{\mathcal { M }}^{\prime}\right) \mathcal{P}^{T} \boldsymbol{y}
$$

Since $\operatorname{Ker}\left(\mathcal{P} \mathcal{M}^{\prime}\right)=\operatorname{Im}\left(\mathcal{E}^{T}\right)$ are discrete functions constant in space, we have that $\operatorname{Im}\left(\mathcal{M}^{\prime} \mathcal{P}^{T}\right) \subset \operatorname{Im}(\tilde{\mathcal{A}})$ and the last expression is equal to

$$
\mathcal{P}\left(\mathcal{C} \mathcal{M}^{\prime-1} \tilde{\mathcal{A}} \tilde{\mathcal{A}}^{+} \mathcal{M}^{\prime}-\mathcal{B} \mathcal{M}^{-1} \tilde{\mathcal{B}} \tilde{\mathcal{A}}^{+} \mathcal{M}^{\prime}\right) \mathcal{P}^{T} \boldsymbol{y}=-\boldsymbol{g}
$$

Hence, we only have to solve the linear system

$$
\mathcal{P}\left(\mathcal{C} \mathcal{M}^{\prime-1} \tilde{\mathcal{A}}-\mathcal{B} \mathcal{M}^{-1} \tilde{\mathcal{B}}\right) \tilde{\mathcal{A}}^{+} \mathcal{M}^{\prime} \mathcal{P}^{T} \boldsymbol{y}=-\boldsymbol{g}
$$

which is compatible since $\boldsymbol{g} \in \operatorname{Im}(\mathcal{P})$. Moreover, since the solution $\boldsymbol{\delta} \rho$ in eq. 28, belongs to the image of $\mathcal{P}^{T}$, we may look for a solution $\boldsymbol{y} \in \operatorname{Im}\left(\mathcal{P}^{T}\right)$. By setting

$$
\boldsymbol{z}=\tilde{\mathcal{A}}^{+} \mathcal{M}^{\prime} \mathcal{P}^{T} \boldsymbol{y}=\tilde{\mathcal{A}}^{+} \mathcal{M}^{\prime} \boldsymbol{y}
$$

we can compute $\boldsymbol{y}$ by first solving the linear system

$$
\begin{equation*}
\left(\mathcal{C} \mathcal{M}^{\prime-1} \tilde{\mathcal{A}}-\boldsymbol{\mathcal { B }} \mathcal{M}^{-1} \tilde{\mathcal{B}}\right) \boldsymbol{z}=-\boldsymbol{g} \tag{37}
\end{equation*}
$$

and then computing $\boldsymbol{y}=\boldsymbol{\mathcal { M }}^{\prime-1} \tilde{\mathcal{A}} \boldsymbol{z}$.
We will refer to the resulting preconditioner as " $\mathcal{B B}$-preconditioner", due to presence of this composed operator in the approximate factorization of the Schur complement. This choice was done in analogy with the " $\boldsymbol{B} \boldsymbol{F} \boldsymbol{B} \boldsymbol{t}$ preconditioner" introduced in [36], whose ideas inspired the preconditioner described in this section.

### 4.5.4 Numerical results

In table 4 we summarized the results for the preconditioner described in this section. The number of averaged inner iterations Inner/Outer refers to the solution of the linear system eq. (37), which is solved using the AGMG solver with inner tolerance $\varepsilon_{\text {in }}=1 e-1$. Unfortunately, the number of outer iterations tends to increase as $\mu \rightarrow 0$ and, in some cases with $\mu \leq 1 e-4$, to exceed the 400 limit we fixed for the FGMRES solver. However, for $\mu \approx 1 e-5$, this preconditioner is the only one scaling well with respect to the temporal and spatial discretization. The number of averaged outer iterations increases only slightly when the mesh is refined or the time steps is halved. The number Inner/Outer remains bounded between 1.7 and 5.7 iterations per preconditioner applications. All these results produce a CPU time that scales well with respect to the number of degrees of freedom used to discretize the problem.

| K | 8 | 16 | 32 | 64 | 8 | 16 | 32 | 64 | 8 | 16 | 32 | 64 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mu$ | Outer/Lin.sys. |  |  |  | CPU/Lin.sys. |  |  |  | Inner/Outer |  |  |  |
| 1 | 6 | 8 | 10 | 11 | 0.9 | 1.1 | 2.2 | 4.2 | 2.0 | 2.1 | 2.5 | 3.1 |
| 2e-1 | 7 | 8 | 9 | 10 | 0.5 | 1.0 | 1.8 | 3.6 | 2.2 | 2.6 | 3.2 | 4.0 |
| 4e-2 | 9 | 11 | 12 | 14 | 0.5 | 1.0 | 1.9 | 3.8 | 2.2 | 2.7 | 3.4 | 4.3 |
| $8 \mathrm{e}-3$ | 13 | 14 | 19 | 27 | 0.6 | 1.0 | 2.1 | 4.2 | 2.1 | 2.8 | 3.4 | 4.2 |
| $2 \mathrm{e}-3$ | 19 | 22 | 33 | 55 | 0.6 | 1.1 | 2.4 | 5.8 | 2.3 | 3.2 | 3.9 | 4.2 |
| 3e-4 | 25 | 33 | 57 | 120 | 0.7 | 1.2 | 3.0 | 8.8 | 4.0 | 5.1 | 5.6 | 5.4 |
| 6e-5 | 36 | 48 | 92 | + | 0.8 | 1.4 | 3.8 | $\dagger$ | 6.2 | 8.3 | 9.6 | $\dagger$ |
| 1e-5 | 60 | 76 | 148 | $\dagger$ | 0.9 | 1.9 | 5.8 | $\dagger$ | 10.0 | 13.5 | 16.5 | $\dagger$ |
| 3e-6 | 98 | 176 | $\dagger$ | $\dagger$ | 1.2 | 3.8 | $\dagger$ | $\dagger$ | 16.5 | 26.9 | $\dagger$ | $\dagger$ |
| $5 \mathrm{e}-7$ | + | $\dagger$ | $\dagger$ | $\dagger$ | , | $\dagger$ | $\dagger$ | $\dagger$ | + | $\dagger$ | + | $\dagger$ |
|  | 28 | 41 | 43 | 35 | 0.7 | 1.4 | 2.8 | 4.8 | 9.5 | 16.1 | 10.2 | 4.7 |
| 1 | 6 | 8 | 9 | 10 | 0.6 | 1.0 | 2.0 | 4.2 | 2.6 | 2.2 | 2.3 | 2.9 |
| 2e-1 | 8 | 8 | 9 | 9 | 0.6 | 1.1 | 2.1 | 4.3 | 2.2 | 2.6 | 3.2 | 4.0 |
| 4e-2 | 11 | 12 | 13 | 14 | 0.6 | 1.2 | 2.4 | 4.6 | 2.1 | 2.7 | 3.4 | 4.1 |
| 8e-3 | 14 | 17 | 18 | 21 | 0.7 | 1.2 | 2.6 | 5.2 | 2.1 | 2.7 | 3.5 | 4.2 |
| 2e-3 | 18 | 22 | 25 | 35 | 0.7 | 1.4 | 2.8 | 6.2 | 2.1 | 2.7 | 3.4 | 3.9 |
| 3e-4 | 25 | 34 | 45 | 68 | 0.8 | 1.6 | 3.5 | 9.0 | 2.2 | 2.5 | 3.1 | 4.0 |
| 6e-5 | 37 | 52 | 82 |  | 0.9 | 2.1 | 5.4 | $\dagger$ | 2.8 | 4.0 | 5.1 | $\dagger$ |
| $1 \mathrm{e}-5$ | 60 | 91 | 154 | $\dagger$ | 1.2 | 3.0 | 9.0 | $\dagger$ | 4.9 | 5.7 | 7.0 | $\dagger$ |
| 3e-6 | 100 | 150 | 250 | $\dagger$ | 1.8 | 5.5 | 17.2 | $\dagger$ | 9.1 | 13.1 | 14.0 | $\dagger$ |
| 5e-7 | 174 | $\dagger$ | $\dagger$ | $\dagger$ | 3.5 | $\dagger$ | $\dagger$ | $\dagger$ | 16.3 | $\dagger$ | $\dagger$ | $\dagger$ |
|  | 41 | 40 | 60 | 23 | 1.1 | 1.9 | 4.8 | 5.4 | 9.4 | 7.4 | 8.6 | 3.9 |
| 1 | 6 | 7 | 8 | 9 | 0.7 | 1.4 | 2.8 | 6.2 | 3.1 | 2.9 | 2.4 | 2.6 |
| 2e-1 | 8 | 8 | 9 | 9 | 0.8 | 1.6 | 3.0 | 6.3 | 2.8 | 2.7 | 2.9 | 3.4 |
| 4e-2 | 12 | 13 | 15 | 16 | 0.9 | 1.8 | 3.8 | 8.0 | 2.7 | 2.4 | 3.0 | 3.9 |
| 8e-3 | 16 | 18 | 22 | 22 | 1.0 | 2.0 | 4.4 | 9.4 | 2.5 | 2.4 | 3.0 | 4.1 |
| 2e-3 | 21 | 23 | 27 | 28 | 1.2 | 2.2 | 5.0 | 10.8 | 2.7 | 2.4 | 3.2 | 4.4 |
| 3e-4 | 27 | 29 | 37 | 42 | 1.3 | 2.5 | 6.0 | 14.0 | 2.6 | 2.5 | 3.1 | 4.0 |
| 6e-5 | 38 | 39 | 55 | 73 | 1.6 | 3.0 | 8.0 | 21.5 | 2.2 | 2.4 | 2.9 | 4.4 |
| 1e-5 | 53 | 58 | 80 | 121 | 2.0 | 4.0 | 11.2 | 42.5 | 2.2 | 2.6 | 4.0 | 8.5 |
| 3e-6 | 73 | 87 | 120 | 355 | 2.7 | 6.2 | 20.2 | 147.5 | 3.4 | 4.3 | 7.8 | 15.3 |
| 5e-7 | 96 | 124 | 180 | , | 4.0 | 11.5 | 47.5 | + | 6.5 | 10.0 | 19.2 | $\dagger$ |
|  | 29 | 37 | 50 | 66 | 1.4 | 3.4 | 10.2 | 26.4 | 3.5 | 5.1 | 9.3 | 10.6 |
| 1 | 5 | 6 | 7 | 8 | 1.4 | 3.0 | 6.0 | 13.3 | 4.1 | 3.5 | 3.0 | 2.5 |
| 2e-1 | 8 | 8 | 9 | 10 | 1.6 | 3.3 | 7.1 | 15.7 | 3.2 | 2.9 | 2.9 | 2.9 |
| 4e-2 | 14 | 14 | 17 | 20 | 2.2 | 4.4 | 10.0 | 25.0 | 3.0 | 2.9 | 2.5 | 3.1 |
| 8e-3 | 20 | 20 | 23 | 31 | 2.8 | 5.4 | 12.8 | 34.0 | 3.2 | 2.9 | 2.5 | 3.2 |
| 2e-3 | 26 | 26 | 31 | 41 | 3.5 | 6.5 | 15.5 | 42.5 | 3.1 | 2.8 | 2.6 | 3.4 |
| 3e-4 | 39 | 34 | 38 | 50 | 5.0 | 8.0 | 18.0 | 50.0 | 2.6 | 2.8 | 2.5 | 3.4 |
| 6e-5 | 57 | 47 | 53 | 62 | 7.2 | 10.0 | 23.5 | 60.0 | 2.4 | 2.5 | 2.3 | 3.2 |
| 1e-5 | 87 | 73 | 75 | 115 | 10.3 | 14.3 | 32.5 | 102.0 | 2.3 | 2.2 | 2.4 | 3.0 |
| 3e-6 | 132 | 111 | 124 | 190 | 13.7 | 21.0 | 55.0 | 197.5 | 2.8 | 2.3 | 3.0 | 4.8 |
| 5e-7 | 188 | 154 | 223 | $\dagger$ | 21.0 | 32.7 | 122.5 |  | 3.7 | 3.5 | 5.5 | $\dagger$ |
|  | 46 | 40 | 53 | 52 | 5.6 | 9.0 | 27.1 | 53.8 | 3.0 | 2.8 | 3.7 | 3.7 |

Table 4: Numerical results using the $\mathcal{B B}$-preconditioner defined in eq. (29p for the linear system eq. (28) within a Flexible GMRES cycle. Each sub-table reports the results obtained for a given mesh, from the coarsest $\mathcal{T}_{h_{0}}$ (top) to the finest $\mathcal{T}_{h_{0} / 8}$ (bottom). Each sub-table contains 3 blocks of 4 columns. Each block reports one metric used to measure the preconditioner performance that are, from left to right, the averaged number of outer FGMRES iterations, the average CPU time per linear system, and the averaged number of inner iterations for solving th elinear system eq. 37) (see items 1 to 33). Within each block, each column reports the related metric for one choice of time step $\Delta t=1 / K$ with $K=8,16,32,64$ as the relaxation parameter (reported in the leftmost column). The $\dagger$ symbol denotes those IP iterations where the solver failed. A final row summarizes the same quantities averaged on the whole simulation (in case of failure, until the last successful IP iteration). We highlighted in gray the spatial-temporal combination providing the uniform discretization.


Figure 1: Comparison of CPU time spent in solving linear algebra problems to reach an IP relaxation $\mu \approx 1 e-5$ using the preconditioners approaches presented in this paper. They are denoted by HSS (the Hermitian skew-Hermitian preconditioner in section 4.2), Prim. (the preconditioner based on the primal Schur complement in section 4.3. Simp. (the SIMPLE preconditioner in section 4.4), and the $\mathcal{B B}$-preconditioner. The results refers to Test-cases 1,2 , and 3 (from top to bottom panel) and using different time-space discretization (left to right). The columns height is normalized by the maximum among the four preconditioners. The gray portion of the column denotes the part of the preprocess time of each preconditioner.

### 4.6 Summary of numerical results

In this section, we summarize the numerical results to compare the pros and cons of the preconditioning approaches proposed in this paper. In fig. 1 we compare the total CPU time (y-axis) required to achieve IP relaxation $\mu \approx 1 e-5$ (first eight IP iterations) with respect to the total number of degrees of freedom used, while halving the time step and the mesh size used. This summarizes the data in tables 1 to 4 with gray background color. We included in this comparison the results obtain for the test cases 1 and 3 . From fig. 1 we can observe that the preconditioner described in section 4.5 is the most efficient among those presented in this paper when larger problems are considered.

The HSS and the SIMPLE preconditioners are rather robust with respect to different time steps and relaxation parameters $\mu$. However, they become inefficient when large grids are used. In fact, the CPU time approximately scales linearly with respect to the number of time steps and the number of interior point steps, but quadratically with respect to the number of cells. The SIMPLE preconditioner is the only one that becomes faster in the last IP iterations. Thus, it must be the only viable option when accurate solutions of the OT problem are required, possibly combined with more efficient approaches for the initial IP steps.
The behavior of the preconditioner based on the primal Schur complement described in section 4.3 is strongly influenced by the inner solver used to solve the block linear system 18 . In our case, we used the AGMG solver whose
performance is strongly influenced by the balance of the spatial and temporal component of the primal Schur complement. This approach can result in an efficient and scalable approach if we could drastically reduce the time required to assemble the sequence of coarse matrices used by the multigrid solver.

The $\mathcal{B B}$-preconditioner described in section 4.5 is the only one able to tackle efficiently large scale problems, since the number of inner iterations required per each Krylov step remains rather constant, while the number of outer iterations increases only slightly using smaller time-step and finer grids. This holds as long as the IP tolerance is approximately $1 e-5$. Using smaller values, the number of inner and outer iterations increases rapidly, leading in some cases to the solver's failure.

## 5 Conclusions

We presented different preconditioners for solving via iterative methods the saddle point linear systems arising from the solution of the Benamou-Brenier formulation via IP methods. The most efficient approach turned out to be a triangular preconditioner where the inverse of dual Schur complement is approximated exploiting a partial commutation of its components, named $\mathcal{B B}$-preconditioner. While this approach loses efficiency in the latest IP steps, it is the only one scaling well with respect to time and space discretization size. In a series of numerical experiments we showed that, if the IP method is stopped when the relaxation parameter $\mu$ is approximately $1 e-5$, we can solve our problem with a good scaling of the CPU time with respect to the number of degrees of freedom. This value of $\mu$ is quite reasonable, and consistent with discretization error. Moreover, the $\mathcal{B B}$-preconditioner is well suited for parallelization, since its application requires the solution of a sequence of decoupled weighted Laplacians and the solution of the large but sparse linear system (37).
Let us also remark that if further density-dependent energies are included in eq. (1), the structure of the problem does not change and the $\mathcal{B B}$-preconditioner can be applied without major modifications.
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