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DUALITY ANALYSIS OF INTERIOR PENALTY DISCONTINUOUS

GALERKIN METHODS UNDER MINIMAL REGULARITY AND

APPLICATION TO THE A PRIORI AND A POSTERIORI ERROR

ANALYSIS OF HELMHOLTZ PROBLEMS

T. CHAUMONT-FRELET‹

Abstract. We consider interior penalty discontinuous Galerkin discretizations of time-
harmonic wave propagation problems modeled by the Helmholtz equation, and derive novel
a priori and a posteriori estimates. Our analysis classically relies on duality arguments of
Aubin–Nitsche type, and its originality is that it applies under minimal regularity assump-
tions. The estimates we obtain directly generalize known results for conforming discretiza-
tions, namely that the discrete solution is optimal in a suitable energy norm and that the
error can be explicitly controlled by a posteriori estimators, provided the mesh is sufficiently
fine.

Keywords. a priori error estimates, a posteriori error estimates, Aubin–Nitsche trick, dis-
continuous Galerkin, Helmholtz problems, interior penalty, mininal regularity

1. Introduction

Discontinuous Galerkin methods are a popular approach to discretize PDE boundary value
problems [39]. Similar to conforming finite element methods [15, 23], they can handle general
meshes, which allows to account for complicated geometries. In addition, the use of dis-
continuous polynomial shape functions facilitates the presence of hanging nodes and varying
polynomial degree. As a result, discontinuous Galerkin methods are especially suited for hp-
adaptivity [17, 32]. Furthermore, since all their degrees of freedom are attached with mesh
cells, discontinuous Galerkin methods allow linear memory access, which is crucial for efficient
computer implementations, in particular on GPUs [8].

In the context of wave propagation problems, discontinuous Galerkin methods further dis-
play specific advantages. For time-dependent problems, the resulting mass-matrix is block-
diagonal [2, 30], which enables explicit time-stepping schemes without mass-lumping [16]. For
time-harmonic wave propagation too, discontinuous Galerkin formulations are attractive as
they exhibit additional stability as compared to conforming alternatives [6, 25, 26]. These
interesting properties have henceforth motivated a large number of works considering dis-
continuous Galerkin discretizations of wave propagation problems, and a non-exhaustive list
includes [2, 17, 20, 25, 26, 30, 31, 40].

In this work, we consider the acoustic Helmholtz equation, which is probably the simplest
model problem relevant to the difficulties of wave propagation. Specifically, given a domain
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1



2 IPDG UNDER MINIMAL REGULARITY AND APPLICATION TO HELMHOLTZ PROBLEMS

Ω Ă Rd, d “ 2 or 3, and f : Ω Ñ C, the unknown u : Ω Ñ C should satisfy

(1.1)

$

’

’

&

’

’

%

´ω2µu´∇ ¨ pA∇uq “ f in Ω,
u “ 0 on ΓD,

A∇u ¨ n “ 0 on ΓN,
A∇u ¨ n´ iωγu “ 0 on ΓR,

where ΓDYΓNYΓR “ BΩ is a partition of the boundary and µ,A and γ are given coefficients.
Precise assumptions are listed in Section 2.1.

Our interest lies in interior penalty discontinuous Galerkin (IPDG) discretizations of (1.1).
In particular, we focus on the “minimal regularity” case, where we do not assume any specific
smoothness for the solution u. To the best of our knowledge, this problem has not been
considered in the literature, and available works essentially assumes that the solution belongs
to H3{2`ε, so that the traces of ∇u are well-defined on mesh faces, see e.g. [31, Eq. (4.5)]
and [40, Lemma 2.6]. Unfortunately, such assumptions rule out important configurations of
coefficients and boundary conditions, which may bring the regularity of the solution arbitrarily
close to H1 (see the appendix of [18] for instance).

When considering conforming finite element discretizations of (1.1), the so-called “Schatz
argument” enables to show that the discrete solution uh is quasi-optimal if the mesh is fine
enough [41]. Assuming for simplicity that ΓR “ H and introducing the energy norm

|||v|||2ω,Ω :“ ω2}v}2µ,Ω ` }∇v}2A,Ω v P H1
ΓD
pΩq,

we have

(1.2) |||u´ uh|||ω,Ω ď
1

1´ γ2
ba

min
vhPVh

|||u´ vh|||ω,Ω,

whenever the approximation factor

(1.3) γba :“ 2ω max
ψPL2pΩq
}ψ}µ,Ω“1

min
vhPVh

|||uψ ´ v|||ω,Ω

is strictly less than one (all these notations are detailed in Section 2 below). Above, uψ solves
(1.1) with right-hand side µψ instead of f . Similarly, when considering a posteriori error
estimation [11], we have

(1.4) |||u´ uh|||ω,Ω ď
b

1` γ2
baη,

where η is a suitable a posteriori estimator.
Estimates similar to (1.2) and (1.4) are available for IPDG discretizations [35, 40], but with

energy norms involving the normal trace of the gradient on faces, thus essentially requiring
H3{2`ε regularity of uψ. Here, in contrast, we extend (1.2) and (1.4) to IPDG discretizations
without additional regularity assumptions on the solutions uψ. As detailed below, our key
finding is that it can be achieved by redefining the approximation factor as

(1.5) γ2
ba :“ 4ω2 max

ψPL2pΩq
}ψ}µ,Ω“1

ˆ

min
vhPVh

|||uψ ´ vh|||
2
:,1,Th ` min

whPW h

|||A∇uψ ´wh|||
2
:,div,Th

˙

,

where W h is the BDM finite element space built using the same mesh and polynomial degree
than Vh, and |||¨|||:,1,Th and |||¨|||:,div,Th are H1

ΓD
pΩq and HΓN

pdiv,Ωq norms appropriately scaled

by the mesh size. The additional term in (1.5) as compared to (1.3) is necessary to account
for the non-conformity of the scheme.
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Actually, the interest of the subject exceeds time-harmonic wave propagation. In fact, the
a priori and a posteriori error analysis of finite element discretizations to (1.1) rely on duality
arguments of Aubin-Nitsche type [41]. Such techniques are crucial in time-harmonic wave
propagation [36, 40], but there also useful in other contexts to establish convergence in weak
norms, see e.g. [4, Section 5.1]. To the best of our knowledge, duality analysis for IPDG
discretizations under minimal regularity has not been addressed in the literature, and it is
our goal to do so here.

The remainder of this work is organized as follows. In Section 2, we precise the setting
and introduce key notations. Section 3 presents the key argument that enables duality tech-
niques for IPDG under minimal regularity. Sections 4 and 5 then employ the aforementioned
reasoning to perform the a priori and a posteriori error analysis of IPDG discretization for
Helmholtz problems. Finally, for the sake of completeness, we provide an estimate for the
approximation factor γba in Appendix A.

2. Setting and preliminary results

2.1. Setting. Throughout this work, Ω Ă Rd, with d “ 2 or 3, is a Lipschitz polytopal
domain. The boundary of Ω is partitioned into three open, Lipschitz and disjoint polytopal
subsets ΓD, ΓN and ΓR such that BΩ “ ΓD Y ΓN Y ΓR. We employ the notation n for the
unit vector normal to BΩ pointing outside Ω.

We consider coefficients µ : Ω Ñ R, A : Ω Ñ Rdˆd and γ : ΓR Ñ R satisfying the following
properties. We assume that there exists a partition P of Ω into a finite number disjoint open
polytopal subdomains such that µ|P “ µP P R and A|P “ AP P Rdˆd take constant values
for all P P P. Similarly, there exists a finite partition Q of ΓR consisting of open polytopal
subsets such that γ|Q “ γQ P R is constant for each Q P Q. For each P P P, we assume
that AP is symmetric, and let αP :“ minξPRd;|ξ|“1AP ξ ¨ ξ. We then classically require that
minPPP µP ą 0, minPPP αP ą 0, and minQPQ γQ ą 0.

We also fix a real number ω ą 0 representing the (angular) frequency.

2.2. Functional spaces. If D Ă Rd is an open set, we denote by L2pDq the Lebesgue space
of complex-valued square integrable functions defined over D, and we set L2pDq :“ rL2pDqsd

for vector-valued functions. The notations p¨, ¨qD and }¨}D then stand for the usual inner-
product and norm of L2pDq or L2pDq. In addition, if w : D Ñ R is a measurable function
satisfying 0 ă ess infD w and ess supD w ă `8, then }¨}2w,D :“ pw¨, ¨qD defines a norm on

L2pDq equivalent to the standard one. We use the same notation in L2pDq with matrix-
valued weights. Besides, we employ similar notations for d´ 1 manifolds.
H1pDq is the Sobolev space of functions v P L2pDq such that ∇v P L2pDq, where ∇

denotes the weak gradient defined in the sense of distributions. If Γ Ă BD is a relatively open
subset of the boundary of D, then H1

ΓpDq stands for the subset of functions v P H1pDq such
that v|Γ “ 0 in the sense of traces. We refer the reader to [1] for a detailed description of the
above spaces. On H1

ΓD
pΩq, we will often employ the following “energy” norm:

(2.1) |||v|||2ω,Ω :“ ω2}v}2µ,Ω ` ω}v}
2
γ,ΓR

` }∇v}2A,Ω @v P H1
ΓD
pΩq.

It turns out that Sobolev spaces of vector-valued functions will be key in the duality
analysis we are about to perform. Specifically, we will need the space Hpdiv, Dq of functions
v P L2pDq such that ∇ ¨v P L2pDq where ∇¨ is the weak divergence operator [28]. Following,
e.g., [27], if Γ Ă BD is a relatively open set, the normal trace pw ¨nq|Γ of w PHpdiv, Dq can
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be defined in a weak sense, and HΓpdiv, Dq will stand for the space of w P Hpdiv, Dq such
that pw ¨ nq|Γ “ 0.

We are studying “Robin-type” boundary conditions which are not naturally handled in the
Hpdivq setting. We follow the standard remedy [10, 38] and introduce the space

Xpdiv,Ωq :“
 

w PHpdiv,Ωq | pw ¨ nq|ΓR
P L2pΓRq

(

,

where additional normal trace regularity is enforced on the Robin boundary. The notation
XΓN

pdiv,Ωq :“Xpdiv,Ωq XHΓN
pdiv,Ωq will also be useful.

2.3. Helmholtz problem. Central to our considerations will be the sesquilinear form

(2.2) bpφ, vq :“ ´ω2pµφ, vqΩ ´ iωpγφ, vqΓR
` pA∇φ,∇vqΩ @φ, v P H1

ΓD
pΩq,

corresponding to the weak formulation of (1.1). We will assume throughout this work that
the considered Helmholtz problem is well-posed, meaning that there exists γst ą 0 such that

(2.3) min
φPH1

ΓD
pΩq

|||φ|||ω,Ω“1

max
vPH1

ΓD
pΩq

|||v|||ω,Ω“1

Re bpφ, vq “
1

γst
.

In our setting, (2.3) always holds as soon as ΓR has a positive measure due to the unique
continuation principle. On the other hand, if ΓR “ H, then (2.3) fails to hold if and only if ω2

is an eigenvalue of the resulting self-adjoint operator. In general, it is hard to quantitatively
estimate γst, but a reasonable assumption is that it grows polynomially with the frequency
[34]. It is also worth mentioning that the constant may be explicitly controlled in some specific
configurations [5, 9, 13, 37].

In the remainder of this work, we fix a right-hand side f P L2pΩq, and let u P H1
ΓD
pΩq be

the unique element satisfying

(2.4) bpu, vq “ pf, vqΩ @v P H1
ΓD
pΩq.

2.4. Computational mesh. We consider a mesh Th of Ω consisting of non-overlapping
(closed) simplicial elements K. We classically assume that Th is a matching mesh mean-
ing that the intersection of two distinct elements either is empty, or it is a full face, edge or
vertex of the two elements (see, e.g. [15, Section 2.2] or [23, Definition 6.11]). The set of
faces of the mesh is denoted by Fh. We also employ the standard notations hK and ρK for
the diameter of K P Th and the diameter of the largest ball contained in K (see [15, Theo-
rem 3.1.3] or [23, Definition 6.4]). Then, κK :“ hK{ρK is the shape-regularity parameter of
K P Th, and κ :“ maxKPTh κK . We also introduce the global mesh size h :“ maxKPTh hK .
Similarly, hF stands for the diameter of the face F P Fh.

We further assume that the mesh Th conforms with the partition of the boundary and
coefficients in the sense that, for each K P Th, there exists a (unique) P P P such that
K Ă P and for each F P Fh with F Ă BΩ, we have either F Ă ΓD, F Ă ΓN or F Ă ΓR.
If F Ă ΓR, we additionally require that F Ă Q for some (unique) Q P Q. We respectively
denote by FD

h , FN
h and FR

h the set of faces F P Fh such that F Ă ΓD, ΓN or ΓR. We also set

Fe
h :“ FD

h Y FN
h Y FR

h , and F i :“ FhzFe
h. For K P Th, we can then set µK :“ µP , αK :“ αP ,

and ϑK :“
a

αK{µK , where P P P contains K. Similarly, if F P Fe
h, we set αF :“ αK where

K P Th is the only element having F as a face. If F P FR
h , we also introduce γF :“ γQ and

ϑF :“ αF {γF where Q is the unique subset in Q containing F .
Finally, we associate with each F P Fh a unit normal vector nF . If F P Fe

h, we require
that nF “ n. Otherwise, the orientation of nF is arbitrary, but fixed.
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Remark 2.1 (Hanging nodes). For the sake of simplicity, our assumptions on the mesh rule
out the presence of hanging nodes. However, this is not essential for the analysis performed
in the manuscript. Instead, the key assumption required is that the conforming Lagrange and
Raviart-Thomas finite element spaces associated with the mesh are sufficiently rich, which is
known to be the case in a variety of situations, see e.g. [3, 7]. Since the precise assumptions are
intricate, we have chosen to restrict our attention to matching meshes to ease the presentation.
The interested reader will find more details in Appendix A below. Related to this comment,
notice that the present analysis would be harder to extend to polytopal meshes.

2.5. Polynomial spaces. In the remainder of this work, we fix a polynomial degree p ě 1.
For K P Th, PppKq is the set of polynomial functions K Ñ C of total degree less than or equal
to q. For vector-valued functions, we also set PppKq :“ rPppKqs3. If T Ă Th is a collection
of elements covering the (open) domain Θ, then PppKq :“ tv P L2pΘq; v|K P PppKq @K P T u
and PppT q :“ rPppT qs3.

2.6. Broken Sobolev spaces. We define H1pThq as the subset of functions v P L2pΩq such
that v|K P H

1pKq for all K P Th. For functions in H1pThq, we still employ the notations ∇
for the element-wise weak gradient, so that ∇pH1pThqq Ă L2pΩq. To avoid confusions, we
will employ the alternative notations p¨, ¨qTh and }¨}Th for the L2pΩq and L2pΩq norms and
inner-products when working with broken functions (we also employ the same notation for
weighted norms). Similarly, we write

}v}2
γ,FR

h
:“

ÿ

FPFR
h

}v}2γ,F @v P L2pΓRq.

The notation
pφ, vqFh :“

ÿ

FPFh

pφ, vqF @φ, v P
à

FPFh
L2pF q

will also be useful.

2.7. Jumps, averages, lifting and discrete gradient. Considering φ P H1pThq, its jump
through a face F P F i

h is defined by

rrφssF :“ φ`|Fn` ¨ nF ` φ´|Fn´ ¨ nF

with K˘ P Th the two elements such that F “ BK` X BK´, φ|˘ :“ φ|K˘ and n˘ :“ nK˘ .
For an exterior face F P Fe

h, we set instead

rrφssF :“ φ|F if F P FD
h and rrφssF :“ 0 otherwise.

Similarly, if w P PppThq, its average on F P Fh is given by

ttwuuF :“
1

2
pw`|F `w´|F q if F P F i

h and ttwuuF :“ w|F if F P Fe
h,

where w˘ :“ w|K˘ for the two elements K˘ P Th such that F “ K´ XK` in the case of an
interior face.

A key part of our analysis will be to give a meaning to the terms prrφss, ttA∇vuu ¨ nF qFh
appearing in the IPDG form, for functions φ and v only belonging to H1pThq. This is subtle,
since the normal trace of ∇v is actually not defined on faces. Following [39, Section 4.3], the
solution is to introduce a lifting operator defined as follows.

For φ P H1pThq we define the lifting `hprrφssq as the unique element of PppThq such that

p`hprrφssq,whqTh “ prrφssF , ttwhuu ¨ nF qFh @wh P PppThq.
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Notice that we can then write pA`hprrφssq,∇vqTh instead of prrφss, ttA∇vuu¨nF qFh for functions
φ, v P PppThq, with the advantage that the second expression is still well-defined for general
H1pThq arguments.

The notion of weak gradient will also be useful. Specifically, we set

Gpφq :“∇φ´ `hprrφssq P L
2pThq

for all φ P H1pThq. Importantly, we have Gpφq “∇φ whenever φ P H1
ΓD
pΩq, and

pGpφq,whqTh ` pφ,∇ ¨whqTh “ pφ,wh ¨ nqΓR

for all φ P H1pThq and wh P PppThq XXΓN
pdiv,Ωq.

2.8. Broken norms. For v P H1pThq, the broken counterpart of the energy norm introduced
in (2.1) is defined by

|||v|||2ω,Th :“ ω2}v}2µ,Th ` ω}v}
2
γ,FR

h
` }Gpvq}2A,Th .

Notice that it is equal to the |||¨|||ω,Ω norm if v P H1
ΓD
pΩq. We will also employ the mesh-

dependent norms

}v}2:,1,Th :“
ÿ

KPTh

"

max

ˆ

1,
ω2h2

K

ϑ2
K

˙

αK
h2
K

}v}2K ` }Gpvq}
2
A,K

*

`
ÿ

FPFR
h

max

ˆ

1,
ωhF
ϑF

˙

αF
hF
}v}2F

and

}w}2:,div,Th :“
ÿ

KPTh

"

}w}2
A´1,K

`
h2
K

αK
}∇ ¨w}2K

*

`
ÿ

FPFR
h

hF
αF
}w ¨ n}2F

for w PXΓN
pdiv,Ωq. These norms are “dual” to each other in the sense that

(2.5) |pGpφq,wqTh ` pφ,∇ ¨wqTh ´ pφ,w ¨ nqFR
h
| ď }φ}:,1,Th}w}:,div,Th

for all φ P H1pThq and w P XΓN
pdiv,Ωq. For future references, we notice that the “max” in

the definition of the }¨}:,1,Th are chosen so that

(2.6) |||v|||ω,Th ď }v}:,1,Th @v P H1pThq.

2.9. IPDG form. Following [39, Section 4.3.3], our DG approximation of the pA∇¨,∇¨qΩ
form is given by

(2.7) ahpφ, vq :“ pAGpφq,GpvqqTh ` shpφ, vq @φ, v P H1pThq

where sh : H1pThq ˆ H1pThq Ñ C is a sesqulinear form satisfying shpφ, vq “ 0 whenever
φ P H1

ΓD
pΩq or v P H1

ΓD
pΩq. Importantly, we have

(2.8) ahpφ, vq “ pA∇φ,∇vqΩ

when φ, v P H1
ΓD
pΩq.

It is worthy to note that the IPDG form is usually not presented (and not implemented)
as it is presented in (2.7). Instead [2, 25, 30, 40], the method is usually written as
(2.9)

ahpφ, vq “ pA∇φ,∇vqTh´pttA∇φuu¨nF , rrvssqFh´prrφss, ttA∇vuu¨nF qFh`
ÿ

FPF i
hYF

D
h

βF
hF
prrφss, rrvssqF
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where βF „ p2 is a penalty parameter chosen to be large enough [2]. However, as shown in
[39, Section 4.3.3], the formulation of (2.9) can be recast in the framework of (2.7) by setting

(2.10) shpφ, vq :“
ÿ

FPF i
hYF

D
h

βF
hF
prrφss, rrvssqF ´ pA`hprrφssq, `hprrvssqqΩ.

2.10. The discrete Helmholtz problem. Consider the sesquilinear form

bhpφ, vq :“ ´ω2pµφ, vqTh ´ iωpγφ, vqFR
h
` ahpφ, vq @φ, v P H1pThq.

Then, the discrete problem consists in finding uh P PppThq such that

(2.11) bhpuh, vhq “ pf, vhqTh @vh P PppThq.

For any uh satisfying (2.11), recalling (2.4) and due to (2.8), the Galerkin orthogonality
property

(2.12) bhpu´ uh, whq “ 0

holds true for all discrete conforming test functions wh P PppThqXH1
ΓD
pΩq. Similarly, we have

(2.13) |bhpφ, vq| ď |||φ|||ω,Th |||v|||ω,Th

for φ, v P H1pThq whenever φ or v belongs to H1
ΓD
pΩq.

2.11. Conforming subspaces and projections. The sets PppThqXH1
ΓD
pΩq and PppThqX

XΓN
pdiv,Ωq are the usual Lagrange and BDM finite element spaces (see, e.g., [23, Sections

8.5.1 and 11.5]). Although they are not needed to implement the IPDG discretization, they
will be extremely useful for the analysis. The projections

πg
hv :“ arg min

vhPPppThqXH1
ΓD
pΩq
}v ´ vh}:,1,Th

and

πd
hw :“ arg min

whPPppThqXXΓN
pdiv,Ωq

}w ´wh}:,div,Th

are well-defined for all v P H1
ΓD
pΩq and w P XΓN

pdiv,Ωq, since the mesh-dependent norms
appearing in the right-hand sides are naturally associated with inner-product. We will also
need the conforming projector

πgv :“ arg min
sPH1

ΓD
pΩq
}v ´ s}:,1,Th

defined for all v P H1pThq.

2.12. Approximation factors. Following [11, 35, 36, 40], our analysis will rely on duality
arguments and approximation factors will be a central concept. For ψ P L2pΩq and Ψ P

L2pΓRq, let u‹ψ, U
‹
Ψ P H

1
ΓD
pΩq solve

bpw, u‹ψq “ ωpµw,ψqΩ, bpw,U‹Ψq “ ω1{2pγw,ΨqΓR
@w P H1

ΓD
pΩq.

The approximation factors

(2.14a) qγba,g :“ max
ψPL2pΩq
}ψ}µ,Ω“1

}u‹ψ ´ π
g
hu
‹
ψ}:,1,Th , rγba,g :“ max

ΨPL2pΓRq

}Ψ}γ,ΓR
“1

}U‹Ψ ´ π
g
hU

‹
Ψ}:,1,Th ,
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where previously employed in [11] for the a posteriori error analysis of conforming discretiza-
tions. Here, we will additionally need divergence-conforming approximation factors

(2.14b)

qγba,d :“ max
ψPL2pΩq
}ψ}µ,Ω“1

}A∇u‹ψ ´ π
d
hpA∇u‹ψq}:,div,Th ,

rγba,d :“ max
ΨPL2pΓRq

}Ψ}γ,ΓR
“1

}A∇U‹Ψ ´ π
d
hpA∇U‹Ψq}:,div,Th ,

to deal with the non-conformity of the IPDG approximation under minimal regularity. We
finally introduce the following short-hand notations

γ2
ba,g :“ 4qγ2

ba,g ` 2rγ2
ba,g, γ2

ba,d :“ 4qγ2
ba,d ` 2rγ2

ba,d,(2.14c)

qγ2
ba :“ qγ2

ba,g ` qγ2
ba,d, rγ2

ba :“ rγ2
ba,g ` rγ2

ba,d,(2.14d)

and

(2.14e) γ2
ba :“ γ2

ba,g ` γ
2
ba,d “ 4qγ2

ba ` 2rγ2
ba.

By combining elliptic regularity and approximation properties of finite element spaces, it
is easy to see that γba Ñ 0 as h{p Ñ 0. However, the dependency on the PDE coefficients
and on the frequency may be hard to track. In particular, the stability constant γst typically
plays a central role in estimating γba. Qualitative estimates for γba can be found in [12, 36],
and explicit estimates are available in specific situations [11]. We also provide an estimate in
Appendix A below.

3. Duality under minimal regularity

Here, we state in a separate section the key technical result that enables us to perform
duality techniques under minimal regularity assumptions. We believe it will be important
in other contexts, so that we make it easy to reference. Although the arguments are not
complicated, we were not able to find a proof in the literature.

Lemma 3.1 (Lifting error). For all φ P H1pThq and σ PXΓN
pdiv,Ωq, we have

(3.1) pGpφq,σqTh ` pφ,∇ ¨ σqTh ´ pφ,σ ¨ nqFR
h
“

pGpφ´ rφq,σ ´ σhqTh ` pφ´
rφ,∇ ¨ pσ ´ σhqqTh ´ pφ´

rφ, pσ ´ σhq ¨ nqFR
h

and in particular

(3.2) |pGpφq,σqTh ` pφ,∇ ¨ σqTh ´ pφ,σ ¨ nqFR
h
| ď }φ´ rφ}:,1,Th}σ ´ σh}:,div,Th

for all rφ P H1
ΓD
pΩq and σh P PppThq XXΓN

pdiv,Ωq.

Proof. We first observe that if rφ P H1
ΓD
pΩq, integration by parts gives

pGprφq, τ qTh ` p
rφ,∇ ¨ τ q ´ prφ, τ ¨ nqΓR

“ p∇rφ, τ qTh ` p
rφ,∇ ¨ τ q ´ prφ, τ ¨ nqΓR

“ 0

for all τ PXΓN
pdiv,Ωq due to the essential boundary conditions on ΓD and ΓN. Thus,

pGpφq,σqTh ` pφ,∇ ¨ σqTh ´ pφ,σ ¨ nqFR
h
“ pGpφ´ rφq,σqTh ` pφ´

rφ,∇ ¨ σqTh ´ pφ´
rφ,σ ¨ nqFR

h
.
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If σh P PppThq XXΓN
pdiv,Ωq, we also have

0 “ pGpφq,σhqTh ` pφ,∇ ¨ σhqTh ´ pφ,σh ¨ nqFR
h

“ pGpφq ´∇rφ,σhqTh ` p∇rφ,σhqTh ` pφ,∇ ¨ σhqTh ´ pφ,σh ¨ nqFR
h

“ pGpφ´ rφq,σhqTh ` pφ´
rφ,∇ ¨ σhqTh ´ pφ´

rφ,σh ¨ nqFR
h
,

and (3.1) follows after summation. Then, (3.2) is a direct consequence of (2.5). �

A simple consequence of Lemma 3.1 is the following result, which is crucial to estimate the
non-conformity error in the context of duality arguments.

Corollary 3.2 (Control of the non-confomity). For all φ P H1pThq and ξ P H1
ΓD
pΩq with

A∇ξ PXΓN
pdiv,Ωq, we have

(3.3)
ˇ

ˇ

ˇ
ahpφ, ξq ` pφ,∇ ¨ pA∇ξqqTh ´ pφ,A∇ξ ¨ nqFR

h

ˇ

ˇ

ˇ
ď }φ´ rφ}:,1,Th}A∇ξ ´ σh}:,div,Th

for all rφ P H1
ΓD
pΩq and σh P PppThq XXΓN

pdiv,Ωq.

4. A priori analysis

The purpose of this section is to establish the existence and uniqueness of a discrete solution
uh P PppThq to (2.11) and to derive a priori error estimates controlling u´uh in suitable norms.
The proof follows the line of the Schatz argument [41], with suitable modifications to take
into account the non-conforming nature of the discrete scheme.

In this section, we require that there exists ρ ą 0 such that

(4.1) Re shpvh, vhq ě ρ2}vh ´ π
gvh}

2
:,1,Th @vh P PppThq.

This assumption always holds true when shp¨, ¨q “ β{hprr¨ss, rr¨ssqFh with β ą 0. It is also
the case when sh takes the form (2.10) if the penalization parameter is sufficiently large [2].
We note that this assumption rules out some choices of stabilization including complex-value
stabilization parameters, as proposed e.g. in [25, 40]. For the sake of simplicity, we only
consider stabilizations satisfying (4.1), but slight modifications of our proofs could handle
more general situations.

We start with the main duality argument, which is a generalization of the Aubin-Nitsche
trick.

Lemma 4.1 (Aubin-Nitsche). Assume that uh P PppThq satisfies (2.11). Then, we have

(4.2) ω}u´ uh}µ,Th ď qγba,g|||u´ uh|||ω,Th ` qγba,d}uh ´ π
guh}:,1,Th

and

(4.3) ω1{2}u´ uh}γ,FR
h
ď rγba,g|||u´ uh|||ω,Th ` rγba,d}uh ´ π

guh}:,1,Th .

Proof. For the sake of shortness, we set eh :“ u ´ uh. We first establish (4.2). To do so, we
define ξ as the unique element of H1

ΓD
pΩq such that bpφ, ξq “ ωpµφ, ehqΩ for all φ P H1

ΓD
pΩq.

Integrating by parts, we see that the identities

´ω2µξ ´∇ ¨ pA∇ξq “ ωµeh A∇ξ ¨ n` iωξ “ 0

respectively hold in L2pΩq and L2pΓRq. As a result,

ω}eh}
2
µ,Th “ ´ω

2pµeh, ξqTh ´ iωpγeh, ξqFR
h
´ tpeh,∇ ¨ pA∇ξqqTh ´ peh,A∇ξ ¨ nqFRu
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and we have from Corollary 3.2 that

ω}eh}
2
µ,Th ď |bhpeh, ξq| ` }eh ´

rφ}:,1,Th}A∇ξ ´ σh}:,div,Th

for all rφ P H1
ΓD
pΩq and σh P PppThqXXΓN

pdiv,Ωq. On the one hand, we select rφ “ u´πguh
and σh “ πd

hpA∇ξq, so that using (2.14b), we have

ω}eh}
2
µ,Th ď |bhpeh, ξq| ` qγba,d}uh ´ π

guh}:,1,Th}eh}µ,Th .

On the other hand, using (2.12) and (2.13), we have

|bhpeh, ξq| “ |bhpeh, ξ ´ π
g
hξq| ď |||eh|||ω,Th |||ξ ´ π

g
hξ|||ω,Ω ď qγba,g|||eh|||ω,Th}eh}µ,Th .

We then prove (4.3). Instead of ξ, we define χ as the unique element of H1
ΓD
pΩq such that

bpφ, χq “ ω1{2pγφ, ehqΓR
for all φ P H1

ΓD
pΩq. We then have

´ω2µχ´∇ ¨ pA∇χq “ 0 A∇χ ¨ n` iωχ “ ω1{2γeh

in L2pΩq and L2pΓRq, respectively. We thus have

ω1{2}eh}
2
γ,FR

h
“ ´ω2pµeh, χqTh ´ iωpeh, φqFR

h
´ tpeh,∇ ¨ pA∇χqqTh ´ peh,A∇χ ¨ nqFRu ,

and applying again Corollary 3.2 we arrive at

ω1{2}eh}
2
γ,FR

h
ď |bhpeh, χ´ π

g
hχq| ` }uh ´ π

guh}:,1,Th}A∇χ´ πd
hpA∇χq}:,div,Th ,

and the result follows from the definitions of rγba,g and rγba,d given in (2.14c). �

We can now complete the Schatz argument, leading to quasi-optimality of the discrete
solution for sufficiently refined meshes.

Theorem 4.2 (A priori estimate). If γba,g ă 1 and
?

2γba,d ď ρ, then there exists a unique
solution uh P PppThq to (2.11) and the estimate

(4.4) |||u´ uh|||ω,Th ď
1

1´ γ2
ba,g

˜

min
vhPPppThqXH1

ΓD
pΩq
|||u´ vh|||

2
ω,Ω `

1

ρ2
min

σhPPppThqXXΓN
pdiv,Ω

}A∇u´ σh}
2
:,div,Th

¸1{2

holds true. In addition, if
?

2γba,d ă ρ, we also have

(4.5) }uh ´ π
guh}:,1,Th ď

˜

1

p1´ γ2
ba,gqpρ

2 ´ 2γ2
ba,dq

¸1{2

˜

min
vhPPppThqXH1

ΓD
pΩq
|||u´ vh|||

2
ω,Ω `

1

ρ2
min

σhPPppThqXXΓN
pdiv,Ω

}A∇u´ σh}
2
:,div,Th

¸1{2

.

Remark 4.3 (Higher-order term). The last term appearing in the right-hand side (4.4)
is unpleasant, since in general the finite element error is not solely controlled by the best-
approximation error. Nevertheless, this term exhibits the right convergence rate. Besides, it
can be made higher-order for sufficiently (piecewise) smooth solutions u. Indeed, the polyno-
mial degree p appearing in the approximation of A∇u only depends on the polynomial degree
chosen for the gradient reconstruction Gpuhq, not the polynomial degree of the discretization
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space PppThq. It is therefore possible to reconstruct Gpuhq in, e.g., Pp`1pThq to make the un-
desired term in (4.4) negligible. Notice that this argument works if the stabilization parameter
is sufficiently large according to (4.1).

Proof. We first observe that

Re bhpeh, ehq ` ω}eh}
2
γ,FR

h
` 2ω2}eh}

2
µ,Th “ |||eh|||

2
ω,Th ` Re shpuh, uhq

ě |||eh|||
2
ω,Th ` ρ

2}uh ´ π
guh}

2
:,1,Th .

On the other hand, for vh P PppThq XH1
ΓD
pΩq, we have

bhpeh, ehq “ bhpeh, u´ vhq ` bhpeh, vh ´ uhq “ bhpe, u´ vhq ` bhpu, vh ´ uhq ´ pf, vh ´ uhqTh .

Since ah is Hermitian, Corollary 3.2 ensures that

|bhpu, vh ´ uhq ´ pf, vh ´ uhqTh | ď |ahpu, vh ´ uhq ´ p∇ ¨ pA∇uq, vh ´ uhqTh |

ď }uh ´ π
g
huh}:,1,Th min

σhPPppThqXXΓN
pdiv,Ω

}A∇u´ σh}:,div,Th .

ď
ρ2

2
}uh ´ π

g
huh}

2
:,1,Th `

1

2ρ2
min

σhPPppThqXXΓN
pdiv,Ω

}A∇u´ σh}
2
:,div,Th .

As a result, we have

|||eh|||
2
ω,Th `

1

2
ρ2}uh ´ π

guh}
2
:,1,Th ď |bhpeh, u´ vhq| ` 2ω2}eh}

2
µ,Th ` ω}eh}

2
γ,FR

h

`
1

2ρ2
min

σhPPppThqXXΓN
pdiv,Ω

}A∇u´ σh}
2
:,div,Th

ď |||eh|||ω,Th |||u´ vh|||ω,Ω

` 2 pqγba,g|||eh|||ω,Th ` qγba,d}uh ´ π
guh}:,1,Thq

2

` prγba,g|||eh|||ω,Th ` rγba,d}uh ´ π
guh}:,1,Thq

2

`
1

2ρ2
min

σhPPppThqXXΓN
pdiv,Ω

}A∇u´ σh}
2
:,div,Th

ď |||eh|||ω,Th |||u´ vh|||ω,Ω

` p4qγba,g ` 2rγba,gq|||eh|||
2
ω,Th ` p4qγba,d ` 2rγba,dq}uh ´ π

guh}
2
:,1,Th

`
1

2ρ2
min

σhPPppThqXXΓN
pdiv,Ω

}A∇u´ σh}
2
:,div,Th

so that

p1´ 4qγ2
ba,g ´ 2rγ2

ba,gq|||eh|||
2
ω,Th `

1

2
pρ2 ´ 8qγ2

ba,d ´ 4rγ2
ba,dq}uh ´ π

g
huh}

2
:,1,Th

ď |||eh|||ω,Th |||u´ vh|||ω,Ω `
1

2ρ2
min

σhPPppThqXXΓN
pdiv,Ω

}A∇u´ σh}
2
:,div,Th

and

p1´ 4qγ2
ba,g ´ 2rγ2

ba,gq|||eh|||
2
ω,Th ` pρ

2 ´ 8qγ2
ba,d ´ 4rγ2

ba,dq}uh ´ π
g
huh}

2
:,1,Th

ď |||eh|||
2 `

1

ρ2
min

σhPPppThqXXΓN
pdiv,Ω

}A∇u´ σh}
2
:,div,Th .
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At this point, (4.4) and (4.5) follow recalling the definitions of γba,g and γba,d in (2.14). �

5. A posteriori analysis

We now provide a posteriori error estimates under minimal regularity assumptions. We
first present an abstract framework, and then show how it can be applied to the particular of
residual-based estimators.

Throughout this section, we assume that uh is a fixed function in PppThq satisfying (2.11).
Notice that unique solvability of (2.11) is not required. In particular, the proposed analysis
applies without any restriction on the mesh size or polynomial degree. Also, in contrast to
the a priori analysis, we do not need any specific positivity assumption on the stabilisation
form sh.

5.1. Abstract reliability analysis. Following [24, Theorem 3.3], the discretisation error
may be bounded using two different terms that respectively control the equation residual,
and the non-conformity of the discrete solution. For the equation residual, we introduce the
residual functional and its norm

(5.1a) xRr, vy :“ bhpeh, vq @v P H1
ΓD
pΩq, Rr :“ sup

vPH1
ΓD
pΩq

}∇v}A,Ω“1

|xRr, vy|.

Notice that this first term only involves conforming test functions. To account for the non-
conformity of the discrete solution, we additionally introduce

(5.1b) Rc :“ }uh ´ π
guh}:,1,Th .

The total abstract estimator is then the Hilbertian sum of the two above components:

(5.1c) R2 :“ R2
r ` R2

c .

Following [11, 40], our a posteriori analysis follows the lines of the Schatz argument [41].
Specifically, we start by controlling weak norms of the errors with the estimator and the
approximation factor using a duality argument.

Lemma 5.1 (Aubin-Nitsche). The following estimates hold true:

(5.2) ω}u´ uh}µ,Th ď qγbaR, ω1{2}u´ uh}γ,FR
h
ď rγbaR.

Proof. Let us set eh :“ u´ uh. We start with the first estimate in (5.2). We define ξ as the
unique element of H1

ΓD
pΩq such that bpw, ξq “ ωpµw, ehqTh for all w P H1

ΓD
pΩq. Following the

lines the proof of Lemma 4.1, we write

bhpeh, ξq “ ´ω
2pµeh, ξqTh ´ iωpγeh, ξqFR

h
` pGpehq,A∇ξqTh

“ peh,´ω
2µξ ´∇ ¨ pA∇ξqqTh ´ peh,A∇ξ ¨ nqFR

h
` peh,∇ ¨ pA∇ξqqTh ` pGpehq,A∇ξqTh

“ ω}eh}
2
µ,Th ` pGpπ

guh ´ uhq,A∇ξ ´ σhqTh

` pπguh ´ uh,∇ ¨ pA∇ξ ´ σhqqTh ´ pπ
guh ´ uh, pA∇ξ ´ σhq ¨ nqFR

h
,

for all σh P PppThq XXΓN
pdiv,Ωq, where we employed (3.1) in the last identity. It follows

that

ω}eh}
2
µ,Th ď |bhpeh, ξq| ` }uh ´ π

guh}:,1,Th}A∇ξ ´ σh}:,div,Th .
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On the one hand, recalling the Galerkin orthogonality property stated in (2.12) and the
definition of Rr at (5.1a), we have

|bhpeh, ξq| “ |bhpeh, ξ ´ π
g
hξq| ď Rr}∇pξ ´ πg

hξq}A,Ω ď qγba,gRr}eh}µ,Th .

On the other hand, recalling (2.14b) and (5.1b), we have

}uh ´ π
guh}:,1,Th}A∇ξ ´ πd

hpA∇ξq}:,div,Th ď qγba,dRc}eh}µ,Th .

Then, the first estimate of (5.2) follows from (5.1c) since

qγba,gRr ` qγba,dRc ď
`

qγ2
ba,g ` qγ2

ba,d

˘1{2 `
R2

r ` R2
c

˘1{2
“ qγbaR.

For the sake of shortness, we do not detail the proof of the second estimate in (5.2) as it
follows the lines of the first estimate but using the function χ from the proof of Lemma 4.1
instead of ξ. �

We can now conclude the abstract reliability analysis. Following [24], our proof uses a
Pythagorean identity to separate the conforming and non-conforming parts of the error.

Theorem 5.2 (Abstract reliability). We have

(5.3) |||u´ uh|||ω,Th ď
b

1` γ2
baR.

Proof. For the sake of simplicity, we introduce

b`h pφ, vq :“ ω2pµφ, vqTh ` ωpγφ, vqFR
h
` pAGpφq,GpvqqTh @φ, v P H1pThq,

and we define ru as the only element of H1
ΓD
pΩq such that

b`h pru´ uh, vq “ 0 @v P H1
ΓD
pΩq.

Notice that this indeed a well-formed definition, since b`h is equivalent to the usual inner-
product of H1

ΓD
pΩq. Classically, we have the Pythagorean identity

|||u´ uh|||
2
ω,Th “ |||ru´ uh|||

2
ω,Th ` 2 Re b`pru´ uh, u´ ruq ` |||u´ ru|||2ω,Th

“ |||uh ´ ru|||2ω,Th ` |||u´ ru|||2ω,Th .(5.4)

Then, on the one hand, it is clear using (2.6) that

(5.5) |||uh ´ ru|||ω,Th ď |||uh ´ π
guh|||ω,Th ď }uh ´ π

guh}:,1,Th “ Rc,

and on the other hand, we have

|||u´ ru|||2ω,Ω “ b`h pu´ ru, u´ ruq “ b`h peh, u´ ruq

“ bhpeh, u´ ruq ` 2ω2pµeh, u´ ruqTh ` p1´ iqωpγeh, u´ ruqFR
h

ď Rr}∇pu´ ruq}A,Ω ` 2qγbaRω}u´ ru}µ,Th `
?

2rγbaRω1{2}u´ ru}γ,FR
h

ď
`

R2
r ` p4qγ

2
ba ` 2rγ2

baqR
2
˘1{2

|||u´ ru|||ω,Ω,

and recalling (2.14c), we arrive at

(5.6) |||u´ ru|||2ω,Ω ď R2
r ` p4qγ

2
ba ` 2rγ2

baqR
2 “ R2

r ` γ
2
baR2.

The estimate in (5.3) then follows from (5.4), (5.5) and (5.6). �
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5.2. Residual-based a posteriori estimator. The residuals Rr and Rc can be straightfor-
wardly controlled using flux and potential reconstructions. We refer the reader to [17, 24] for
details about these constructions. Here, we focus instead on residual-based estimators, for
which the link may be less clear. In this section, the letter C refers to a generic constant that
may change from one occurrence to the other, and that only depends on the contrasts of the
coefficients µ, A and γ as well as the polynomial degree p and the shape-regularity parameter
κ. The stability result for the lifting operator

(5.7) }`hprrvhssq}
2
A,Th ď C

ÿ

KPTh

αK
hK

}rrvhss}
2
BK @vh P PppThq

can be found, e.g., in [39, Section 4.3] or [32, Lemma 4.1].
We first establish that Rc can be controlled by the jumps of uh. The notations

ωh‹F
ϑ‹F

:“ max
FPFR

h

ωhF
ϑF

,
ωh‹K
ϑ‹K

:“ max
KPTh

ωhK
ϑK

,

will be useful.

Lemma 5.3 (Control of the non-conformity). We have

(5.8) R2
c ď C max

˜

1,
ωh‹F
ϑ‹F

,

ˆ

ωh‹K
ϑ‹K

˙2
¸

ÿ

KPTh

αK
hK
}rruhss}

2
BKzpΓNYΓRq

.

Proof. We start with two estimates that are easily inferred from [22, Lemma 4.3]. For all
vh P PppThq, there exists a conforming approximation J vh P PppThq XH1

ΓD
pΩq such that and

all K P Th, we have

}vh ´ J vh}2K ď ChK
ÿ

K1P rTK

}rrvhss}
2
BK1 , }∇pvh ´ J vhq}2K ď C

1

hK

ÿ

K1P rTK

}rrvhss}
2
BK1 ,

where rTK collects those elements K 1 P Th sharing at least one vertex with K. Employing the
multiplicative trace inequality

}θ}2BK ď C

"

1

hK
}θ}2K ` }θ}K}∇θ}K

*

ď C

"

1

hK
}θ}2K ` hK}∇θ}2K

*

@θ P H1pKq,

we also have

}vh ´ J vh}2BK ď C
ÿ

K1P rTK

}rrvhss}
2
BK1 .

It is therefore clear that

}uh ´ J uh}2:,1,Th ď C max

˜

1,
ωh‹F
ϑ‹F

,

ˆ

ωh‹K
ϑ‹K

˙2
¸

ÿ

KPTh

αK
hK
}rruhss}

2
BK ,

and (5.8) follows from the definition of Rc in (5.1b). �

We then control the conforming residual Rr. This is classically done by combining element-
wise integration by parts and a quasi-interpolation operator.
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Lemma 5.4 (Control of the residual). We have

(5.9)

R2
r ď C

#

ÿ

KPTh

ˆ

h2
K

αK
}f ` ω2µuh `∇ ¨ pA∇uhq}

2
Th `

hK
αK
}rrA∇uhss ¨ nK}

2
BKzBΩ `

αK
hK
}rruhss}

2
BKzBΩ

˙

`
ÿ

FPFD
h

αF
hF
}uh}

2
F `

ÿ

FPFN
h

hF
αF
}A∇uh ¨ n}

2
F `

ÿ

FPFR
h

hF
αF
}A∇uh ¨ n´ iωγuh}

2
F

+

.

Proof. We consider an arbitrary v P H1
ΓD
pΩq, and let rv :“ v ´Qhv P H

1
ΓD
pΩq, where Qh is a

quasi-interpolation operator satisfying

1

h2
K

}v ´Qhv}
2
K `

1

hK
}v ´Qhv}

2
BK ` }∇pv ´Qhvq}

2
K ď C

1

αK
}∇v}2

A, rK
,

with rK the domain corresponding to all the elements K 1 P Th that share at least one vertex
with K. We refer the reader to, e.g., [22, Theorem 5.2], for the construction of Qh. Thanks
to Galerkin orthogonality (2.12), we can write that

xRr, vy “ bhpeh, vq “ bhpeh, rvq

“ pf, rvqΩ ` ω
2pµuh, rvqTh ` iωpγuh, rvqFR

h
´ pAGpuhq,∇rvqTh

“ pf, rvqΩ ` ω
2pµuh, rvqTh ` iωpγuh, rvqFR

h
´ pA∇uh,∇rvqTh

looooooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooooon

r1

`pA`hprruhssq,∇rvqTh
looooooooooomooooooooooon

r2

.(5.10)

Then, on the one hand, we see that

r1 “ pf ` ω
2µuh `∇ ¨ pA∇uhq, rvqTh ` iωpγuh, rvqFR

h
´

ÿ

KPTh

pA∇uh ¨ nK , rvqBK

“ pf ` ω2µuh `∇ ¨ pA∇uhq, rvqTh ´
ÿ

FPF i
h

prrA∇uhss ¨ nF , rvqF

´ pA∇uh ¨ n, rvqFN
h
´ pA∇uh ¨ n´ iωγuh, rvqFR

h
,

and therefore,

|r1| ď
ÿ

KPTh

`

}f ` ω2µuh `∇ ¨ pA∇uhq }K}rv}K ` }rrA∇uhss ¨ nK}BK}rv}BK
˘

`
ÿ

FPFN
h

}A∇uh ¨ n}F }rv}F `
ÿ

FPFR
h

}A∇uh ¨ n´ iωγuh}F }rv}F

ď C

#

ÿ

KPTh

ˆ

h2
K

αK
}f ` ω2µuh `∇ ¨ pA∇uhq }

2
K `

hK
αK
}rr∇uhss ¨ nK}

2
BK

˙

`
ÿ

FPFN
h

hF
αF
}A∇uh ¨ n}

2
F `

ÿ

FPFR
h

hF
αF
}A∇uh ¨ n´ iωγuh}

2
F

+1{2

}∇v}A,Ω.(5.11)
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On the other hand, we have
(5.12)

|r2| ď }`hprruhssq}A,Ω}∇rv}A,Ω ď C

$

&

%

ÿ

KPTh

αK
hK
}rruhss}

2
BKzBΩ `

ÿ

FPFD
h

αF
hF
}rruhss}

2
F

,

.

-

1{2

}∇v}A,Ω,

and (5.9) follows from (5.10), (5.11) and (5.12) recalling the definition of Rr in (5.1a). �

We therefore define a residual-based estimator by

η2 :“
ÿ

KPTh

ˆ

h2
K

αK
}f ` ω2µuh `∇ ¨ pA∇uhq}

2
Th `

hK
αK
}rrA∇uhss ¨ nK}

2
BKzBΩ `

αK
hK
}rruhss}

2
BKzBΩ

˙

`
ÿ

FPFD
h

αF
hF
}uh}

2
F `

ÿ

FPFN
h

hF
αF
}A∇uh ¨ n}

2
F `

ÿ

FPFR
h

hF
αF
}A∇uh ¨ n´ iωγuh}

2
F .

As a direct consequence of (5.3), (5.8) and (5.9), we obtain a reliability estimate stated in
Theorem 5.5. It is to be compared with [11, Theorem 2.3] and [40, Theorem 3.6].

Theorem 5.5 (Reliability of the residual estimator). We have

|||eh|||ω,Th ď C

˜

1`

ˆ

ωh‹F
ϑ‹F

˙1{2

`
ωh‹K
ϑ‹K

¸

p1` γbaqη.

5.3. Efficiency. For the sake of completeness, we state an efficiency estimate for the residual-
based estimator. The proof can be found in [40, Section 3.3], and we also refer the reader to
[17, Section 4] for the corresponding result for equilibrated estimators.

Considering an element K P Th, we need a few additional notation. The component of the
error estimator associated with K reads

η2
K :“

h2
K

αK
}f ` ω2µuh `∇ ¨ pA∇uhq}

2
Th `

hK
αK
}rrA∇uhss ¨ nK}

2
BKzBΩ `

αK
hK
}rruhss}

2
BKzBΩ

`
ÿ

FPFD
h

FĂBK

αF
hF
}uh}

2
F `

ÿ

FPFN
h

FĂBK

hF
αF
}A∇uh ¨ n}

2
F `

ÿ

FPFR
h

FĂBK

hF
αF
}A∇uh ¨ n´ iωγuh}

2
F .

Then, to measure the discretization error locally around K, we introduce

|||u´ uh|||
2
ω, rK

“
ÿ

K1PTh
BK1XBK‰H

 

ω2}u´ uh}
2
µ,K1 ` ω}u´ uh}

2
γ,ΓRXBK1

` }∇pu´ uhq}2A,K1
(

.

Finally, the quantity

osc2
rK

:“
ÿ

K1PTh
BK1XBK‰H

h2
K1 min

fpPPppK1q
}f ´ fp}

2
µ,K1

is usually called the “data-oscillation term”. It is of higher-order if f is piecewise smooth.

Theorem 5.6 (Efficiency of the residual estimator). For all K P Th, we have

ηK ď C

$

’

&

’

%

¨

˚

˝

1` max
FPFR

h
FĂBK

ˆ

ωhF
ϑF

˙1{2

`
ωhK
ϑK

˛

‹

‚

|||u´ uh|||ω, rK ` osc
rK

,

/

.

/

-

.
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Appendix A. Approximation factors

In this section, we provide an estimate for the approximation factor γba valid under minimal
regularity assumptions. For the sake of simplicity and shortness, we restrict our attention to
the case where ΓR “ H. The reason behind this choice is twofold. Obviously, we automatically
have rγba,g “ rγba,d “ 0 in this case, since there are no boundary right-hand sides. But more
importantly, the norm }¨}:,div,Th does not contain a boundary term. This allows us to easily use
the quasi-interpolation operators introduced in [21] to upper-bound γba,d (see the estimates
in (A.2) below). Notice that, in principle, there is no obstruction to the construction of
quasi-interpolation operators with good interpolation properties on the boundary if they are
defined on XΓN

pdiv,Ωq. However, the author is not aware of any convenient reference where
such an operator can be found. Alternatively, the canonical Raviart–Thomas interpolation
operator has optimal approximation properties on ΓR, but it is not defined under minimal
regularity (see e.g. [10]).

Classically, the analysis of this section relies on (arbitrarily low) elliptic regularity shifts.
To properly state them, we need to introduce (broken) fractional Sobolev norms [1]. First,
for K P Th, w P L2pΩq, and s P p0, 1q, we set

|w|2HspKq :“

ż

K

ż

K

|wpxq ´wpyq|2

|x´ y|2s`d
dydx
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and, for s “ 1,

|w|2H1pKq :“
d
ÿ

n“1

}∇wn}
2
K .

Then, the corresponding global norm reads

|w|2HspThq :“
ÿ

KPTh

|w|2HspKq.

There exists θ P p0, 1s and such that such that all v P H1
ΓD
pΩq with A∇v P XΓN

pΩq, we
have

(A.1) |A∇v|HθpThq ` αmax|∇v|HθpThq ď C`1´θ}∇ ¨ pA∇vq}Ω,

where ` is the diameter of Ω, see e.g. [33]. For generic values of A, θ may be arbitrarily
close to zero. On the other hand, if we assume that A is constant and that either ΓD “ H or
ΓN “ H, (A.1) holds true with θ ą 1{2. Finally, if we further assume that Ω is convex, (A.1)
does hold true with θ “ 1. We refer the reader to [29] for these last two statements.

As respectively constructed for instance in [22, 21], there exist (quasi-)interpolation oper-
ators Ih : L2pΩq Ñ PppThq X H1

ΓD
pΩq and Jh : L2pΩq Ñ PppThq XXΓN

pdiv,Ωq such that

(A.2a)
ÿ

KPTh

`

h´2
K }v ´ Ihv}K ` }∇pv ´ Ihvq}K

˘

ď Ch2θ|∇v|2HθpThq

and

(A.2b)
ÿ

KPTh

`

}w ´ Jhw}K ` h2
K}∇ ¨ pw ´ Ihwq}K

˘

ď C
´

h2θ|w|2HθpThq ` h
2}∇ ¨w}Ω

¯

for all v P H1
ΓD
pΩq and w PXΓN

pdiv,Ωq.

Theorem A.1 (Approximation factor). The following estimate holds true:

(A.3) γba ď Cγst

ˆ

ω`

ϑmin

˙1´θ ˆ ωh

ϑmin

˙θ

.

Proof. Fix ψ P L2pΩq. On the one hand, we have

}u‹ψ ´ Ihu‹ψ}2:,1,Th “
ÿ

KPTh

ˆ

αK
h2
K

}u‹ψ ´ Ihu‹ψ}2K ` }∇pu‹ψ ´ Ihu‹ψq}2A,K
˙

ď αmax

ÿ

KPTh

`

h´2
K }u

‹
ψ ´ Ihu‹ψ}2K ` }∇pu‹ψ ´ Ihu‹ψq}2K

˘

ď Cαmaxh
2θ|u‹ψ|

2
H1`θpThq ď C

p`1´θhθq2

αmin
}∇ ¨ pA∇u‹ψq}

2
Ω
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due to (A.2a) and (A.1). Similarly, if we let σ‹ψ :“ A∇u‹ψ, we have

}σ‹ψ ´ Jhσ‹ψ}2:,div,Th “
ÿ

KPTh

ˆ

}σ‹ψ ´ Jhσ‹ψ}2A´1,K
`
h2
K

αK
}∇ ¨ pσ‹ψ ´ Jhσ‹ψq}2K

˙

ď
1

αmin

ÿ

KPTh

`

}σ‹ψ ´ Jhσ‹ψ}2K ` h2
K}∇ ¨ pσ‹ψ ´ Jhσ‹ψq}2K

˘

ď C
1

αmin

´

h2θ|A∇u‹ψ|
2
HspThq ` h

2}∇ ¨ pA∇u‹ψq|
2
Ω

¯

where we employed (A.2b) and (A.1). By definition of u‹ψ, we have

}∇ ¨ pA∇u‹ψq}
2
Ω “ }ωµψ ` ω

2µu‹ψ}
2
Ω ď Cµmaxω

2
`

}ψ}2µ,Ω ` ω
2}u‹ψ}

2
µ,Ω

˘

ď Cγ2
stµmaxω

2}ψ}2µ,Ω,

which leads to

}u‹ψ ´ Ihu‹ψ}:,1,Th ď Cγst

ˆ

ω`

ϑmin

˙1´θ ˆ ωh

ϑmin

˙θ

}ψ}µ,Ω

and

}σ‹ψ ´ Jhσ‹ψ}:,div,Th ď Cγst

ˆ

ω`

ϑmin

˙1´θ ˆ ωh

ϑmin

˙θ

}ψ}µ,Ω.

Since they are valid for all ψ P L2pΩq, these two estimates respectively enable to control γba,g

and γba,d, leading to the bound on γba in (A.3). �

Remark A.2 (Frequency scaling). In the setting considered here, it can be shown that γst „

ω{δ, where δ is the distance between ω and the closest resonant frequency (the square-root of
an eigenvalue). In this case, under the assumption of full elliptic regularity, we obtain

γst ď C
ω

δ

ωh

ϑmin
.

This is consistent with previously obtained estimates, see e.g. [14].

Remark A.3 (Generalization to hanging nodes). As can be seen by the proof of Theorem A.1,
the approach proposed in this work does not need matching meshes, and allows for hanging
nodes as long as (quasi-)interpolation operators satisfying (A.2) are available. For the full
elliptic regularity case where we can take θ “ 1 in (A.1), such interpolation operators are
available for some families of meshes with hanging nodes, see e.g. [3, Lemma 12].

Remark A.4 (Comparison with earlier estimates). It is instructive to compare our results
under minimal regularity assumptions to the more standard approach that requires more regu-
larity. In this case, an approximation factor similar to γba,g is defined, but with an enhanced
norm including the normal trace of the gradient. This can be seen, e.g., in respectively [35,
Proposition 3.5] and [40, Definition 2.7] for a priori and a posteriori error analysis. If p “ 1
the estimate provided in [35, Theorem 4.8] for such an approximation factor has the same
scaling as the one derived here (notice that the result in [35] is obtained under the assumption
that γst „ k1`ϑ for some ϑ ě 0 and that we can take θ “ 1). The results obtained in [36] and
[19] for conforming discretizations are also similar. We could also obtain sharp estimates for
high-order polynomials by using regularity splitting resulting [12, 36]. We refrain from doing
so for the sake of brevity though.


