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Gossiping in Cayley Graphs by PacketsJean-Claude Bermond, Takako Kodate and Stephane PerennesLaboratoire I3S, Universit�e de Nice - Sophia AntipolisBât. Essi, 650 Route des Colles, B.P.14506903 Sophia Antipolis Cedex, Franceemails: fbermond, kodate, spg@unice.frAbstract. Gossiping (also called total exchange or all-to-all communi-cation) is the process of information di�usion in which each node of anetwork holds a packet that must be communicated to all other nodes inthe network. We consider here gossiping in the store-and-forward, full-duplex and �-port (or shouting) model. In such a model, the protocolconsists of a sequence of rounds and during each round, each node cansend (and receive) messages from all its neighbors. The great majorityof the previous works on gossiping problems allows the messages to befreely concatenated and so messages of arbitrary length can be trans-mitted during a round. Here we restrict the problem to the case whereat each round communicating nodes can exchange exactly one packet.We give a lower bound of N�1� , where � is the minimum degree, andshow that it is attained in Cayley symmetric digraphs with some ad-ditional properties. That implies the existence of an optimal gossipingprotocol for classical networks like hypercubes, k-dimensional tori, andstar-graphs.1 IntroductionGossiping (also called total exchange or all{to{all communication) in distributedsystems is the process of distribution of information known to each processor toevery other processor of the system. This process of information disseminationis carried out by means of a sequence of message transmissions between adjacentnodes in the network.The gossiping problem was originally introduced by the community of dis-crete mathematicians, to which it owes most of its terminology, as a combina-torial problem in graphs. Nonetheless, it was soon realized that, once cast inmore realistic models of communication, gossiping is a fundamental primitivein distributed memory multiprocessor system. There are a number of situationsin multiprocessor computation, such as global processor synchronization, wheregossiping occurs. Moreover, the gossiping problem is implicit in a large class ofparallel computation problems, such as linear system solving, Discrete FourierTransform, and sorting, where both input and output data are required to bedistributed across the network [3]. Due to the interesting theoretical questions itposes and its numerous practical applications, gossiping has been widely studiedunder various communication models. Hedetniemi, Hedetniemi and Liestman [6]



provide a survey of the area. Two more recent surveys paper collecting the latestresults are [5, 8]. The reader can also pro�tably see the book [4].The great majority of the previous work on gossiping has considered thecase in which the packets known to a processor at any given time during theexecution of the gossiping protocol can be freely concatenated and the resulting(longer) message can be transmitted in a constant amount of time, that is, it hasbeen assumed that the time required to transmit a message is independent fromits length. While this assumption is reasonable for short messages, it is clearlyunrealistic when the size of the messages becomes large. Notice that most of thegossiping protocols proposed in the literature require the transmission, in thelast rounds of the execution of the protocol, of messages of size �(N ), where Nis the number of nodes in the network. Here we consider the gossiping problemunder the restriction that communicating nodes can exchange exactly one packetat each round.1.1 Communication ModelsWe model a communication network by a symmetric digraph G = (V;E) wherethe node set V represents the set of processors and the arc set E represents thecommunication links between processors. Here we suppose that if a node x candirectly communicate with a node y, then the converse is true. So we have asymmetric digraph where if (x; y) 2 E then (y; x) 2 E. Initially, each node holdsa packet that must be transmitted to all the other nodes of the network by asequence of calls between adjacent processors. The restriction considered in theintroduction implies that during each call, communicating nodes can exchangeonly one packet. We therefore see the gossiping protocol as a sequence of rounds.During each round, we suppose that each processor can communicate with allits neighbors, more exactly it can send a packet to all its neighbors and receive apacket from all its neighbors. Furthermore we allow each node to send di�erentpackets to di�erent neighbors at each round.We will denote by gF� (1; G) the minimum gossip time, that is the minimumnumber of rounds to complete the gossiping process in the network G subjectto the above condition. This model is often referred as F� or full-duplex �-portor shouting model. Other models also popular restrict a node to communicateonly with one of its neighbors during each round (F1 or telephone model) ordo not allow both emission and reception (half-duplex model denoted H� or H1according one node can send to all its neighbors or only one.) The problem ofestimating gF1 (1; G) and more generally gF1(p;G) where one allows to exchangeup to a �xed number p of packets at each round has been considered in [2]. Thesimilar problem for gH1 (p;G) has been considered in [1]. Analogous problems onbus networks have been considered in [7]. In [9], a similar problem is consideredfor the toroidal mesh as they limit the size of the bu�ers. However they use alinear time model (of the form � + L� ) and allow pipelining.



1.2 Graph De�nitionsWe use the de�nitions of the book [4].In what follows:{ N will denote the number of vertices of G.{ D (or D(G)) will denote the diameter of a graph G, that is the maximumof all over the minimum distances between every pair of vertices.{ � (or �(G)) will denote minimum degree of a graph G, that is the minimumover the degrees of all vertices of G.Let us now present some of the classical networks for which we want todetermine gF� (1; G). We give their de�nitions in terms of graphs, but we recallthat in our model, we will always work with the symmetric digraphs associatedobtained by replacing each edge [x; y] by the two opposite arcs (x; y) and (y; x).De�nition1. The cartesian sum (also called cartesian product or box product)denoted by G2G0 of two graphs G = (V;E) and G0 = (V 0; E0), is the graphwhose vertices are the pairs (x; x0) where x is a vertex of G and x0 is a vertexof G0. Two vertices (x; x0) and (y; y0) of G2G0 are adjacent if and only if x = yand [x0; y0] is an edge of G0, or if x0 = y0 and [x; y] is an edge of G.De�nition2. The k-dimensional toroidal mesh (or the torus) is the cartesiansum of k cycles of orders p1; p2; : : : ; pk and is denoted by TM (p1; p2; : : : ; pk) =Cp12Cp22 � � �2Cpk .If all pi � 3, it is a regular graph of degree 2k. Its order is p1�p2�� � ��pk andits diameter is Pki=1bpi2 c. When p1 = p2 = � � � = pk, we will use the abbreviatednotation TM (p)k and suppose in what follows that p � 3.De�nition3. When p = 2, TM (2)k = K22K22 � � �2K2| {z }k times is known as the hy-percube of dimension k, denoted by H(k). H(k) can be therefore de�ned as thegraph whose vertices are words of length k over the two-letter alphabet f0; 1gand whose edges connect two words which di�er in exactly one coordinate. Avertex x0x1 � � �xi � � �xk�1 is thus joined to the vertices x0x1 � � �xi � � �xk�1 withi = 0; 1; : : : ; k�1. An edge between two vertices which di�er in the ith coordinatewill be called an edge of dimension i, or of type ei.In fact, these graphs are a particular case of a more general class of graphs.De�nition4. Let G be a group and S = (s0; s1; : : : ; sd�1) be a set of generatorsof G not containing the identity. The associated Cayley digraph is the graphwhose vertices are the elements of G and whose arcs are the couples (x; six) forx 2 G and si 2 S.As we restrict our attention to symmetric digraphs, we will always supposethat S = S�1, that is if s 2 S, then s�1 2 S. Some authors call them \Cayleygraphs" as they identify the arcs (x; six) and (six; x) with the edge [x; six].
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1101Fig. 1. Toroidal mesh TM(3; 4) and hypercube H(4)Example 1. The symmetric k-dimensional torus TM (p)k is a Cayley digraph.The group G is Zkp with elements (x0x1 � � �xk�1) and the 2k generators are the\canonical basis" �ei where ei = (0 � � �1 � � �0) = (x0x1 � � �xk�1) with xj = 0 forj 6= i, xi = 1. In the case k = 2, we have the 4 generators s0 = e0 = (1; 0),s1 = e1 = (0; 1), s2 = �e0 = (�1; 0), and s3 = �e1 = (0;�1).Example 2. In the case of p = 2, that is for the hypercube G = Zk2 with only kgenerators as ei = �ei.Example 3. The symmetric \star-graph", denoted by S(k), is the Cayley digraphwhose vertices are the permutations of a k-element set, and where the generatorsare the k�1 transposition exchanging respectively 1 and i, for 2 � i � k. We willdenote a permutation � by the word (�(1)�(2) : : : �(k)). For example in �gure2, the permutation identity e = (1234) is joined by an arc to the permutations(2134), (3214) and (4231). S(k) is regular of degree k � 1, its order is k! and itsdiameter is b3(k�1)2 c.
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1.3 Lower BoundsIf we have no restriction on the size of the messages, that is if we can exchangean arbitrary number of packets during each call, then it is well known that inthe model F�, one can gossip in D(G) rounds. It is su�cient to use the greedyprotocol where at each round each node send all the messages it has just receivedduring the precedent round to all its neighbors.Theorem5. For a graph G, gF�(1; G) = D(G) (1)So we have a �rst immediate lower bound.Proposition6. gF�(1; G) � D(G) (2)The following lower bound is often more appropriate.Proposition7. For a graph G having N vertices and minimum degree �,gF�(1; G) � dN � 1� e (3)Proof. Let u be a vertex of minimumdegree �. During each round, u can receiveonly one packet from each of its neighbors and so at most � packets. At the endof the protocol, u should have received N � 1 packets, so the protocol needs atleast dN�1� e rounds.The same proof gives:Proposition8. For a digraph G with N vertices and minimum in-degree d,gF�(1; G) � dN � 1d e (4)Remark. We can sometimes obtain a better lower bound in digraphs by consider-ing an edge cut, separating a set S from its complement V nS. Let m+(S; V nS)be the size of this cut; we need at least jSjm+(S;V nS) rounds. The bound of (3)corresponds to the particular case where V n S = fxg and m+(S; V n S) = d.1.4 ResultsIn this paper, we shall show that for k-dimensional tori (and in particular 2-dimensional tori), hypercubes and star-graphs, the lower bound is attained. Thatwill follow from a more general property valid for Cayley symmetric digraphswith special automorphisms.



2 Gossiping in Cayley symmetric digraphsIn what follows G will always denote a Cayley symmetric digraph of in andout-degree d associated to a group G with identity element denoted e and a setof d generators S = (s0; s1; : : : ; sd�1). The arc (x; sis) will be said of dimensioni. If A and B are two subsets of G, the set fab j a 2 A; b 2 Bg will be denotedby AB; if x 2 G the set fax; a 2 Ag will be denoted by Ax.2.1 Balanced sequence of setsDe�nition9. A sequence of sets fStgt=0;:::;T�1 containing elements of G oflength T is said to be balanced if there exist d vertices xt0; xt1; : : : ; xtd�1 (notnecessarily distinct) in St such that St+1 � St [ (Si=0;:::;d�1 sixti).The balanced property means that from St we can reach the vertices ofSt+1 n St by using at most one arc in each dimension. In term of communica-tions, suppose that S0 is reduced to one vertex x (the initiator of a broadcast),then St represents the set of vertices which know the information of x at time t.The information is then forwarded to vertices of St+1 nSt by using at most onceeach generator. We can then associate to the sequence of sets fStgt=0;:::;T�1 abroadcast tree by considering at round t only the arcs from St�1 to St. If welabel these arcs with t, the balanced property means that for any t, there existsat most one arc of dimension i.Figure 3 and �gure 4 give such sequences of sets for di�erent tori, the sequenceof sets are in fact implicitely de�ned by their associated broadcast tree. The labelt of a vertex x indicates that x belongs to St n St�1. So St consists of all thevertices with label less than or equal to t.
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4Fig. 4. Balanced set and broadcast tree in TM(3; 7) and TM(4; 5)Lemma10. Let G be a Cayley symmetric digraph with a balanced sequence ofsets fStgt=0;:::;T�1 with S0 = feg, then we can broadcast concurrently the packetof x to STx in T rounds.Proof. The result is proved by induction on t. The proposition is true for t = 0.For an arbitrary vertex x, we suppose that vertices in Stx have received thepacket of x at time t. Then the nodes xt0x; xt1x; : : : ; xtd�1x which are in Stxsend the packet of x to the vertices sixtix, hence vertices of St+1x = Stx [(Si=0;:::;d�1 sixtix) will have received the packet of x at time t+ 1.Now we have to check that there is no communication conict. As a vertexy sends the information of x along the arc si at time t if and only if y = xtix, yuses the arc si at time t only to send the information originated from (xti)�1y.Hence the di�erent calls can be performed in parallel.Proposition11. Let G be a Cayley digraph and fStgt=0;:::;T�1 be a balancedsequence of sets with S0 = feg, and ST = V then the gossip time of G is at mostT .Proof. Just note that xV = V and that gossiping corresponds to do concurrentlybroadcast to all the vertices from all the vertices.Example 4. The examples of �gure 3 and �gure 4 show respectively that we cangossip in 6 rounds in TM (5)2 and in 5 rounds in TM (3; 7) and TM (4; 5). Theseprotocols are optimal as by (3): gF� (1; TM (p1; p2)) � dp1p2�14 e.For the torus TM (2p + 1)2, we can easily exhibit a balanced sequence ofsets St such that jStj = 4t + 1 and so gF� (1; G) � p2 + p as for T = p2 + p,jST j = 4p2 + 4p + 1 = (2p + 1)2. As by (3): gF� (1; G) � dN�14 e = p2 + p, weconclude that : gF�(1; TM (2p+ 1)2) = p2 + p.A very simple way to �nd the sets St consists in dividing the vertices ofTM (2p + 1)2 di�erent from (0; 0) into 4 symmetric subsets T0; T1; T2 and T3,where T0 consists of the vertices (i; j) with 1 � i � p, 0 � j � p and T1 is



obtained from T0 by a rotation ! of �2 , T2 by the rotation !2 of �, and T3 bythe rotation !3 of 3�2 (see �gure 5). Then the sequence St can be de�ned asfollows: S0 = (0; 0), S1 consists of the 4 neighbors of (0; 0). They are (1; 0) (0; 1)(�1; 0) and (0;�1) and belong respectively to T0; T1; T2 and T3. Then supposethat we have de�ned St by induction. To construct St+1, choose in T0 a vertexy0 connected to some xt0 of St \ T0 by an arc in some dimension i0. Then weput in St+1 the vertex yi of Ti, 0 � i � 3, obtained by applying the rotation !ito y0. Then yi is connected to xti = !i(xt0) by an arc in dimension i0 + i. Wewill now extend that idea to Cayley symmetric digraph by using the notion of\complete rotation".
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. . .Fig. 5. Algorithm for the toroidal square mesh TM(5)2 and its four same parts.2.2 Complete rotationDe�nition12. An automorphism ! of a Cayley symmetric digraph G = (G;S)is a complete rotation if !(e) = e and 8x 2 G and 8i = 0 � � �d � 1, !(six) =si+1!(x) (where the indices are taken modulo d).Remark. A complete rotation is a particular case of what is called in the lit-erature an Adam automorphism (automorphism such that !(xy) = !(x)!(y)for any couple of elements x and y). It has the additional property of actingcyclically on the set of generators.De�nition13. A vertex x 6= e will be called a �xed point for a complete rotation! if there exists some i, 1 � i � d � 1 such that !i(x) = x. The set of �xedpoints of ! will be denoted by F!.Remark. The orbit of x 6= e under the action of ! is of length d except when xis a �xed point of ! in which case the orbit is degenerated.



Example 5. In the torus TM (p)2, consider the automorphism ! which associatesto x0x1 the vertex (�x1)x0 (which corresponds to a rotation of �2 in the plane).Then ! is a complete rotation and we have !(s0) = !(1; 0) = (0; 1) = s1,!(s1) = (�1; 0) = s2 and !(s2) = (0;�1) = s3.If p is odd, then F! = ;.If p is even, then F! = f(0; p2 ); (p2 ; 0); (p2 ; p2 )g as !(p2 ; p2 ) = (�p2 ; p2 ) = (p2 ; p2 ),!2(0; p2 ) = (0;�p2 ) = (0; p2 ) and !2(p2 ; 0) = (�p2 ; 0) = (p2 ; 0).More generally, in the torus TM (p)k, the automorphism ! which associatesto x0x1 � � �xk�1 the vertex (�xk�1)x0 � � �xk�2 is a complete rotation. Indeed!i(e0) = ei for 0 � i � k�1. Then !k(e0) = !(ek�1) = �e0 and !k+i(e0) = �ei.One can check that ! satis�es the de�nition if we rank the generators of TM (p)kin the order si = ei, si+k = �ei for 0 � i � k � 1. We will characterize the setof �xed points later on, but we can note that if p is odd, then F! = ;.Example 6. For the hypercube H(k), we consider similarly the automorphism !which associates to x0x1 � � �xk�1 the vertex xk�1x0 � � �xk�2 (recall that �xi =xi). ! is clearly a linear one to one mapping of Zk2 onto itself. Moreover if si = ei,we have !(si) = si+1.F! consists of the vertices such that the associated word is periodic, that isx can be written as uu � � �u where u is repeated r times with r dividing k and ubeing a word of length q = kr .So if d is a prime number, then F! is reduced to the vertex 111 � � �1.Lemma14. Suppose that there exists in G a complete rotation ! and let � �GnF! (e)be the connected component of G n F! containing e, then G admits a balancedsequence of sets fStgt=0;:::;T�1, with S0 = feg and ST = � �GnF! (e) with T =j��GnF! (e)�1jd .Proof. We construct inductively a sequence of sets using the following algorithm,which generalizes the construction given for the torus in example 4.{ S0 = feg.{ If St does not contain all the vertices of � �GnF! (e), choose a vertex x in� �GnF! (e) adjacent to St, and let St+1 = St [ f!j(x); j = 0; : : : ; d� 1g.{ If St = � �GnF! (e), then stop.Clearly, the algorithm stops when ST = � �GnF!(e). The construction impliesthat 8t : !(St) = St, as S0 = !(S0) and !(St+1) = !(St [ f!j(x); j =0; : : : ; d� 1g) = St [ f!j(x); j = 0; : : : ; d� 1g = St+1. St being invariant underrotation none of the vertices !j(x) can belong to St when x =2 St. Hence jSt+1j =jStj + jf!j(x); j = 0; : : : ; d � 1gj. As we always choose x =2 F!, jf!j(x); j =0; : : : ; d � 1gj = d, and jSt+1j = jStj + d. The cardinality of ST is now clearly1 + dT , and we get T = j��GnF! (e)j�1d .



Now let us prove that the sequence is balanced. Suppose that the addedvertex x is joined to some vertex xti of St along dimension i, that is x = sixti.Then !j(x) = si+j!j(xti). As St is invariant under !, the element !j(xti) is inSt. Let us call it xti+j . Then Sj=0;:::;d�1 !j(x) = Sj=0;:::;d�1 si+jxti+j. Thereforethe sequence is balanced.Corollary 15. If a Cayley symmetric digraph G admits a complete rotation !such that F! = ;, then gF� (1; G) = N�1d .Proof. As F! = ;, � �GnF! (e) = V and so by lemma 14, ST = V with T = N�1d .The result follows from proposition 11.Proposition16. For the k-dimensional torus TM (2p+ 1)k, we havegF� (1; TM (2p+ 1)k) = N � 1k (5)Proof. That follows from (4) and corollary 15.Example 7. Lemma 14 enables us also to conclude in many other cases. Forexample, consider the hypercube H(k) with k prime. F! is reduced to the vertex111 � � �1.By lemma 14, we can construct a balanced sequences of sets fStgt=0;:::;T�1 withST = V � f111 � � �1g and T = 2k�2k . We can easily extend this sequence byadding f111 � � �1g in ST+1 to obtain ST+1 = V . So we have a gossiping protocolin 2k�2k + 1 rounds. This result is optimal as, k being a prime, 2k � 2 � 0 mod kso dN�1k e = 2k�2k + 1 and therefore gF�(1;H(k)) = dN�1k e for k prime.Example 8. Similarly let us consider the 2-dimensional torus TM (2p)2. By lemma14, we have a balanced sequence of sets fStgt=0;:::;T�1, with ST = V n F! withT = 4p2�44 = p2 � 1 as jV j = 4p2 and jF!j = 3 (see example 5). But again onecan easily extend this sequence by adding the 3 vertices of F!, which have alltheir 4 neighbors in ST = V nF!. We can for example join one of them say (p; p)via generator s0 = (1; 0); another say (p; 0) via generator s1 = (0; 1) and thelast one (0; p) via generator s2 = (�1; 0). So we obtain ST+1 = V and have anoptimal gossip protocol in p2 = dN�14 e rounds (see �gure 6 where the elementsof F! are in light grey and the corrections as above).In fact, these results are particular cases of a more general proposition.Let us recall that a subset A of vertices is said to be independent (or stable)if there is no arc between any couple of vertices of A. A is said to be separating(or a vertex cut set) if the deletion of vertices of A disconnects G.Lemma17. If a Cayley symmetric digraph G admits a complete rotation suchthat F! is an independent and not separating set of G, then gF�(1; G) = dN�1d e.



Proof. As F! is not a separating set, � �GnF! (e) = V n F!. So we can constructfrom lemma14 a sequence with S0 = feg, St0 = V nF!, and jSt0j = 1+t0d. Afterthis step any vertex in V nSt0+t � F! will be adjacent to V nF! � St0+t�1 alongany direction as F! is an independent set. So we can continue the constructionby including d vertices in St0+t, as long as there exist d vertices in V n St0+t�1.If there are less than d vertices in V nSt0+t�1, we add in St0+t all the remainingvertices. Let T be the value such that ST = V . Therefore for t < T , St = 1+ tdand so T = dN�1d e.We have reduced the problem to check if F! is an independent, not separatingset. Clearly in the digraph of examples 7 and 8, the set F! was independent andnot separating set.
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e) Therefore !2q(x) = x and !2p(y) = y. By b), !2p(x) = x and !2q(y) = y.So by a), 2p and 2q are multiple of d. As p and q are proper dividers of d,the only possibility is that d is even and p = q = d2 contradicting p 6= q.Corollary 19. For any complete rotation ! of TM (p)k, H(k) and S(k), F! isan independent set.Proof. For TM (p)k and H(k), that follows from the fact that there is a uniqueC4 containing any pair of vertices at distance 2.For S(k), that follows from the fact that there is no C4 as the girth of S(k)is 6.Proposition20. For the hypercube H(k),gF�(1;H(k)) = d2k � 1k e (6)Proof. By lemma 17 and lemma 18, it remains to prove that F! is not a sepa-rating set of H(k).a) First let us prove that if x =2 F!, x has at most two neighbors in F!. Forthat, let f be the application which associates to a vertex x of H(k) thecomplex f(x) = Pk�1i=o xi�i where � is a primitive root of 1 of order k. Ifx 2 F!, then f(x) = 0. Indeed x is of the form uu � � �u where u is repeatedr times with r dividing k and u being a word of length q = kr . Then f(x) =Pr�1i=0 �iq'(u) = 0 where '(u) =Pq�1i=0 ui�i. Note also that f is nearly linearas f(six) = "�i + f(x) where " 2 f�1; 1g depending on xi.Now let x =2 F! and six and sjx be two neighbors of x in F!. Then f(six) =f(sjx) = 0 which implies "�i+f(x) = "�j+f(x), that is �i = ��j . So eitheri = j or �i�j = �1 which implies k even and i = j + k2 . In summary eitherk is odd and x has at most one neighbor in F!, or k is even and x has atmost two neighbors in F!.b) We prove now that V n F! is connected. For this we show inductively on jthat from e one can reach all the vertices in V n F! at distance at most j.We start from vertex e, then as the vertices at distance 1 are not in F! wecan reach these vertices. Vertices at distance 2 which are not in F! can bereached as they have one neighbor at distance 1, vertices at distance j > 2have at least three neighbors at distance j � 1; so by a) one of them is notin F! and can be reached from e.Lemma21. For the k-dimensional torus TM (p)k,gF� (1; TM (p)k) = dpk � 12k e (7)Proof. By lemma17 and lemma18, it remains to prove that F! is not separating.That is clear if p is odd as F! = ;. If p is even, we found only a tediousand technical proof and so we skip it. In some cases (k even), we can do a



proof identical to that of the hypercube. The di�culty comes from the fact thatthe �xed points are not \fully periodic". Indeed if !q(x) = x, then we havexi = xi+q = � � � = xi+rq for 0 � i � q � i and r such that i + rq < k plusxi = �xi+(r0+1)q where i + r0q < k � i + (r0 + 1)q. So the �xed points are ofthe form u1u2u1u2 � � �u1u2u1 with (�u2)(�u1) = u1u2. For example, for k = 5,x = a(�a)a(�a)a is a �xed point as !2(x) = x (here u1 = a and u2 = �a).Proposition22. For the star-graph S(k),gF�(1; S(k)) = dN � 1k e (8)Proof. a) First let us prove that the star-graph admits a complete rotation.Recall that we denote a permutation � by the word �(1)�(2) � � ��(k). Let� be the permutation (1; 3; 4; : : : ; k; 2) ; � �xes 1 and acts cyclically on theelements 2; : : : ; n. Let de�ne ! as the automorphism which associates to apermutation � the permutation ��1��. We have !(e) = e and !(��0) =!(�)!(�0).Now let the generator si, 0 � i � k� 2 denote the transposition exchanging1 and i+ 2. Then !(si) = ��1si�.si� = (i+ 3; 3; 4; : : :; i+ 2; 1; i+ 4; : : : ; k; 2) for i � k � 3si� = (2; 3; 4; : : : ; k; 1) for i = k � 2Then ��1si� = si+1.b) By corollary 19, F! is an independent set. Now let us note that if a permu-tation � 2 F!, then necesarily �(1) = 1. But one can check that the set Uof permutations such that �(1) = 1 is itself not a separating set. Indeed letx be any vertex such that �(1) 6= 1 and let j be such that �(j) 6= 1. We �rstdo the sj�2 (exchanging of 1 and j) and then do other generators di�erentfrom sj�2 so we will never use a vertex in U .3 ConclusionIn this paper, we have exhibited a way how to achieve optimal gossiping withpacket size limited to 1 in Cayley symmetric digraphs having a complete rota-tion. It will be nice to characterize this class of digraphs; it does not include allthe Cayley symmetric digraphs as they should be arc-transitive, but it containsmany interesting networks like hypercubes, star-graphs, k-dimensional tori. Thetechnics developped in this paper can be easily extend to the case where we allowp packets to be send (and receive) during each round and it can be shown that inthe networks considered in the article, one can optimally gossip in dN�1pd e rounds.We have also been able to construct balanced sequences of sets for any 2-dimensional torus TM (p; q), so we can optimally gossip in them. We conjec-ture that optimal gossip exists in any k-dimensional torus TM (p1; p2; : : : ; pk)although the construction of balanced sequence of sets can be tedious. We havealso considered the case of 2-dimensional meshes, which are not Cayley graphs



and on which we have obtained partial results.Finally let us note that many interesting questions remain open. For example,it would be interesting to determine the computational complexity of computinggF� (1; G) or gF�(p;G) for a �xed p; it is very likely that it is NP-hard. It willbe also interesting to study the same problem with the model H� (half-duplex)although in that case, the case p = 1 is already di�cult.Another direction will be to use the technics of this paper for other communica-tion problems.References1. A. Bagchi, E.F. Schmeichel and S.L. Hakimi.: Parallel Information Disseminationby Packets. SIAM J.on Computing, 23 (1994) 355{3722. J.-C. Bermond, L.Gargano, A. Rescigno and U. Vaccaro.: Fast Gossiping by ShortMessages. in ICALP 95, Hungary, (1995)3. D. P. Bertsekas and J. N. Tsitsiklis.: Parallel and Distributed Computation: Nu-merical Methods. Prentice{Hall, Englewood Cli�s, NJ, (1989)4. J. de RUMEUR.: Communications dans les r�eseaux de processeurs. Masson Paris,(1994)5. P. Fraigniaud and E. Lazard.: Methods and Problems of Communication in UsualNetworks. Disc.Appl.Math 53 (1994) 79{1346. S.M. Hedetniemi, S.T. Hedetniemi and A.L. Liestman.: A Survey of Gossiping andBroadcasting in Communication Networks. NETWORKS, 18 (1988) 319{3497. A. Hily and D. Sotteau.: Communications in Bus Networks. Parallel and Dis-tributed Computing, Lectures Notes in Computer Science, Springer{Verlag, 805(1994) 197{2068. J. Hromkovi�c, R. Klasing, B. Monien and R. Peine.: Dissemination of Informationin Interconnection Networks (Broadcasting and Gossiping). To appear in: F. Hsu,D.-Z. Du (Eds.) Combinatorial Network Theory, Science Press & AMS9. J.-C. K�onig, P.S. Rao, and D. Trystram.: Analysis of Gossiping Algorithms inTorus with Restricted Bu�erization Capabilities. Technical Report IMAG Greno-ble, (1994)10. M. Mah�eo and J.-F. Sacl�e.: Note on the Problem of Gossiping in MultidimensionalGrids. Disc.Apple.Math 53 (1994) 287{290
This article was processed using the LaTEX macro package with LLNCS style


