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A B S T R A C T
Computed tomography (CT) is the primary diagnostic tool for brain diseases. To determine the
appropriate treatment plan, it is necessary to ascertain the patient’s bleeding volume. Automatic
segmentation algorithms for hemorrhagic lesions can significantly improve efficiency and avoid
treatment delays. However, for deep supervised learning algorithms, a large amount of labeled training
data is usually required, making them difficult to apply clinically. In this study, we propose an
unsupervised domain adaptation method that is an unsupervised domain adaptation segmentation
model that can be trained across modalities and diseases. We call it AMD-DAS for brain CT
hemorrhage segmentation tasks. This circumvents the heavy data labeling task by converting the
source domain data (MRI with glioma) to our task’s required data (CT with Intraparenchymal
hemorrhage (IPH)). Our model implements a two-stage domain adaptation process to achieve this
objective. In the first stage, we train a pseudo-CT image synthesis network using the CycleGAN
architecture through a matching mechanism and domain adaptation approach. In the second stage,
we use the model trained in the first stage to synthesize the pseudo-CT images. We use the pseudo-CT
with source domain labels and real CT images to train a domain-adaptation segmentation model.
Our method exhibits a better performance than the basic one-stage domain adaptation segmentation
method (+11.55 Dice score) and achieves an 86.93 Dice score in the IPH unsupervised segmentation
task. Our model can be trained without using a ground-truth label, therefore increasing its application
potential. Our implementation is publicly available at https://github.com/GuanghuiFU/AMD-DAS-
Brain-CT-Segmentation

1. Introduction
Stroke is the second leading cause of death among adults

worldwide, and one in four people will be affected through-
out their lives (GBD 2016 Lifetime Risk of Stroke Col-
laborators, 2018). Intraparenchymal haemorrhage (IPH) ac-
counts for 6.5% − 19.6% stroke cases (Feigin et al., 2003;
O’donnell et al., 2010), but is associated with the highest
rate of mortality (Gross et al., 2019). IPH is more likely
to result in death or major disability than ischaemic stroke
or subarachnoid hemorrhage and therefore constitutes an
immediate medical emergency.

Computed tomography (CT) is typically used for the
diagnosis, treatment planning, and prognosis monitoring
of patients with IPH. Traditionally, radiologists visualize
hemorrhage by artificially delineating CT scans and esti-
mating its initial volume through the tada (ABC/2) formula
(Kothari et al., 1996). This is the primary measurement for
determining a follow-up treatment plan. Due to the urgency
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of the onset of IPH, we hope to obtain the contour of
the hemorrhage as quickly as possible. Therefore, accurate
automated segmentation is essential to first aid.

Recently, deep-learning-based methods have achieved
significant results in the domain of image segmentation. In
particular, the models represented by U-net (Ronneberger
et al., 2015) and its variants (Çiçek et al., 2016; Zhou et al.,
2018; Xiao et al., 2018; Oktay et al., 2018; Ibtehaz and Rah-
man, 2020) have achieved excellent performance in medical
imaging segmentation tasks. However, these methods are
using supervised learning, which requires a large amount
of pixel-level labeled data. Due to many reasons, e.g., pri-
vacy protection and expensive and professional labels, the
medical data are difficult to obtain to train the learning
model. Efficient transfer of available knowledge is a feasible
approach to address these challenges. Specifically, domain
adaptation methods can adapt to various data distributions in
an unsupervised or semi-supervised manner and effectively
use source domain data (Tzeng et al., 2017).

We consider the aforementioned unsupervised auto-
mated segmentation challenge as a domain adaptation prob-
lem. In this way, we can make use of the knowledge in
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Figure 1: The difference between the source domain and target
domain (MRI vs. CT): the manifestations of different diseases
(glioma vs. cerebral hemorrhage) and the presence of the skull.
We can see a noticeable difference from the enlarged part
in this figure. The bright circular stripes in CT are CT head
holders.

labeled data in similar domains. Specifically, we consid-
ered transferring knowledge from an open segmentation
dataset of MRI with glioma through our proposed domain
adaptation method to solve the problem of unsupervised
IPH segmentation. In the defined problem, the images of
the source domain (MRI with brain glioma) and the target
domain (CT with IPH) are similar. IPH may mimic tumors
on neuroimaging, both of which have irregular mass effects
(Huisman and AGM, 2009), making the knowledge transfer-
able intuitively. Domain adaptation methods in the medical
domain focus on solving the variations between datasets.
These include variations in imaging protocols (Kamnitsas
et al., 2017), variations in various modalities (Chen et al.,
2019), or diverse appearances of the same lesion in diverse
datasets (Dong et al., 2020).

In our task, knowledge transfer spans not only modali-
ties, but also type of diseases. So we need to build a model
that crosses data modalities and disease types, and it is not
ideal to use domain adaptation segmentation (DAS) alone.
Because of the various types of diseases, not all source-
domain images are conducive to our target tasks, e.g., lesions
of different locations or distinct sizes. For this task, we
propose a model called AMD-DAS. It is an unsupervised
Domain Adaptation Segmentation model that can be trained
Across Modalities and Diseases. To bridge the gap be-
tween data modalities and diseases, our model (AMD-DAS)
comprises two stages to implement. In the first stage, we
train a pseudo-CT image synthesis network to minimize
the difference between the two modalities. In the second
stage, we use labeled pseudo-CT images (obtained from the
first-stage network) and unlabelled CT images to train the
domain-adaptation segmentation network.

Our main contributions to this study are as follows.
1) We propose a domain adaptation image synthesis net-

work that narrows the gap in the image appearance of
modalities and retains the shape of lesions well.

2) We propose a domain adaptation segmentation net-
work to successfully improve the cross-modality and
cross-disease segmentation performance.

3) An efficient matching mechanism was proposed. The
experiments show that it can reduce the negative ef-
fects of noisy data and improve performance in both
the synthesis and segmentation stages.

Following this introduction section, we make a brief
review in section 2 to introduce some works in segmentation
fields. Our proposed AMD-DAS model is explained in detail
in section 3. We present the two stages of implementation of
this model. In section 4, we design experiments to evaluate
our model and conduct a comparison with other models. The
results and discussions are presented in section 5 and section
6, respectively. Finally, we conclude the whole work and give
some open topics and remaining works for this study in the
future in section 7.

2. Related Works
Our proposed method uses an image synthesis method to

reduce the gap between the different modality appearances
in the first stage. We use the domain adaptation method in
the second stage to improve the segmentation performance
of the target domain data. In this section, we analyze the
semantic segmentation, image synthesis, and domain adap-
tation methods, which are related to our proposal.
2.1. Semantic Segmentation in Medical Domains

In recent years, many deep neural networks (DNN)-
based methods have been attempted to solve automatic med-
ical image segmentation problems, for example, (Pereira
et al., 2016) and (Havaei et al., 2017) for brain tumour seg-
mentation and (Chen et al., 2017) and (Karthik et al., 2019)
for ischaemic lesion segmentation. Because of expensive
data, supervised learning-based methods are not sufficiently
flexible, and some unsupervised and semi-supervised learn-
ing methods have attracted many attentions.

Reference (Baur et al., 2020) considered the segmen-
tation problem in brain MRI as an unsupervised anomaly
detection problem, and they reconstructed an image through
an auto-encoder to segment the lesion. (Bai et al., 2017)
proposed a semi-supervised learning approach. This model
is trained using both labeled and unlabelled data, and it
improves the performance compared to the same amount
of labeled data. Reference (Zhou et al., 2019) proposed a
collaborative learning method to jointly improve the perfor-
mance of disease grading and lesion segmentation by using
semi-supervised learning with an attention mechanism. Ref-
erence (Xie et al., 2021) proposed an end-to-end scale-aware
graph neural network (SAGNN) by reasoning the cross-
scale relations among the support-query images for few-shot
semantic segmentation.

The above methods contribute to the efficient usage of
the target domain data. However, if the knowledge contained
in the cross-domain data can be transferred, the application
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potential of the model will be further enhanced. For example,
although brain CT and brain MRI are cross-domains, they
both represent brain structures. Relevant knowledge can be
retained and transferred.
2.2. Style Transfer and Image Synthesis in

Medical Domains
In the medical domain, many image synthesis methods

are based on style transfers. Photographic style transfer
methods transfer the style of a reference style photo onto
another input photo. For instance, by appropriately choos-
ing a reference style photo, one can make the input photo
look like it was taken under different illumination, different
times, different weather, or with another intention for artistic
retouching (Luan et al., 2017).

Reference (Gatys et al., 2015) proposed a deep neu-
ral network that created artistic images of high perceptual
quality. Subsequently, they proposed a neural algorithm of
artistic style in (Gatys et al., 2016) that can separate and
recombine the image content and transfer style. Reference
(Zhu et al., 2017) proposed an unpaired image conversion
network based on a generative adversarial network, called
CycleGAN. This method has become the standard in this
domain.

In the medical domain, (Lei et al., 2019) proposed dense
cycle consistent generative adversarial networks using Cy-
cleGAN to generate CT images from MRI images. Subse-
quently, they utilized this method to synthesize an MRI and
tried to assist in the diagnosis and treatment of the prostate
in (Lei et al., 2020). (Jiang et al., 2018) introduced a method
based on CycleGAN and adversarial domain adaptation to
segment lung cancers. They presented tumor loss based
on the additional supervision of masks to retain the tumor
area of the synthetic images. For our task, as shown in
Figure 1, transferring only the overall style between the
source and target domain data is not enough. Because of the
various types of diseases, we also need to consider retaining
the semantic information of the source-domain data while
transferring its modality characteristics.
2.3. Domain Adaptation

Domain adaptation methods are dedicated to solving
the problem of domain shift between the source and the
target domains. Reference (Ganin and Lempitsky, 2015) and
(Ganin et al., 2016) proposed a domain-adversarial neural
network (DANN) to narrow the distribution of feature repre-
sentations. Reference (Hoffman et al., 2016) introduced the
task of domain adaptation to semantic segmentation by ap-
plying adversarial learning in a fully convolutional manner
to feature representations. In addition, to adapt feature rep-
resentations, some methods have been used to adapt through
segmentation masks, such as (Tsai et al., 2018). Reference
(Hoffman et al., 2018) proposed a model that adapts between
synthetic and real-world driving street-view domains using
both generative image space alignment and latent represen-
tation space alignment. Reference (Xie et al., 2015) pro-
posed a method for combining CNN with dictionary-based

models for scene recognition and visual domain adaptation.
Reference (Chen et al., 2020) addressed the problems of
adversarial training and feature distortion in unsupervised
domain-adaptation semantic segmentation.

In the medical domain, reference (Zhang et al., 2020)
proposed a novel collaborative unsupervised domain adap-
tation algorithm to conduct transfer ability-aware domain
adaptation and cooperatively conquer label noise. Inspired
by this work, we consider the transferability of the source
domain images and integrated matching mechanism in our
methods. Reference (Kamnitsas et al., 2017) presented a
feature-adapted method for unsupervised domain adaptation
in brain-lesion segmentation. They utilized knowledge from
MRI of the same disease (traumatic brain injuries) but dif-
ferent modalities (gradient-echo to susceptibility-weighted
images) for segmentation, which is limited in application
scenarios.

3. Proposed Method: AMD-DAS
As shown in Figure 2, the proposed model comprises

two stages in its framework. In the first stage, we train a
pseudo-CT image synthesis network. We use a semantic
retention mechanism to enable the model to achieve the best
conversion for the target segmentation task. In the second
stage, we use the pseudo-CT images generated by the first-
stage model and its label and real CT images to train the
domain-adaptation segmentation network. In both stages,
we utilize a matching mechanism to selectively match the
image pairs to effectively transfer the domain knowledge.
Our implementation is publicly available at 1

3.1. Stage 1: Training of Image Synthesis Network
As mentioned above, we try to produce MR images

similar to CT images in overall style and form special le-
sion characteristics (e.g., representative IPH hematoma zone
around the mass effect), while retaining the contour of the
original lesion. To achieve the above objectives, we design
an image synthesis network, as shown in Figure 3. The
network makes several improvements using the CycleGAN
architecture. The basic architecture of CycleGAN ensures
cycle consistency, and it completes the transformation of
image style while maintaining the contour. In addition, we
introduce lesion consistency and feature space consistency
to ensure that the generated image meets our expectations.
We also introduce a matching mechanism to improve the
synthesized images.

Specifically, we train the image synthesis network by
optimizing the loss function in Eq. (1).

1https://github.com/GuanghuiFU/AMD-DAS-Brain-CT-
Segmentation.
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Figure 2: The overall architecture of our proposed method (for brevity, the skip connection in the segmented network is omitted)

 = GAN(𝐺MRI, 𝐷CT)
+ GAN(𝐺CT, 𝐷MRI)
+ 𝜆cyccyc(𝐺MRI, 𝐺CT)
+ 𝜆lesles(𝐺MRI, 𝐺CT, 𝑆ori, 𝑆rec)
+ 𝜆fdafda.

(1)

In Eq. (1), GAN(𝐺MRI, 𝐷CT) and GAN(𝐺CT, 𝐷MRI) are
the adversarial losses proposed by CycleGAN (Zhu et al.,
2017). The generator 𝐺MRI attempts to confuse the discrim-
inator 𝐷CT by optimising the following adversarial loss, as
shown in Eq. (2).

GAN(𝐺MRI, 𝐷CT)
= 𝔼𝑥MRI∼𝑝𝑑 (𝑥MRI)[𝑙𝑜𝑔(1 −𝐷CT(𝐺MRI(𝑥MRI)))]

+ 𝔼𝑥CT∼𝑝𝑑 (𝑥CT)[𝑙𝑜𝑔(𝐷CT(𝑥CT))].
(2)

We update the discriminator by maximizing GAN with
a fixed 𝐺MRI in Eq. (3).

𝐷CT = 𝑎𝑟𝑔𝑚𝑎𝑥
𝐷CT

GAN(𝐺MRI, 𝐷CT). (3)

The GAN(𝐺CT, 𝐷MRI) has nearly the same principle as
GAN(𝐺MRI, 𝐷CT). We only write it once for brevity. The
other three terms involve in the equation are described in
detail in the following sections.

3.1.1. Cycle Consistency
This section briefly describes the basic principles of

cycle consistency. To convert the basic style from MRI to
CT, we first train the 𝐺MRI module using an MRI 𝑥MRI as
input to generate a synthetic CT image. We train the 𝐺CTmodule that uses the synthetic CT produced by the 𝐺MRIas input to reconstruct the MRI. We minimize the cycle
consistency loss to make the output image (reconstructed
MRI) more similar to that of the original MRI. Referring
to block a in Figure 3, the cycle consistency loss is defined
as in Eq. (4).

cyc(𝐺MRI, 𝐺CT)
= 𝔼𝑥MRI∼𝑝𝑑 (𝑥MRI)[

‖

‖

𝐺CT(𝐺MRI(𝑥MRI)) − 𝑥MRI
‖

‖1]

+ 𝔼𝑥CT∼𝑝𝑑 (𝑥CT)[‖‖𝐺MRI(𝐺CT(𝑥CT)) − 𝑥CT
‖

‖1].
(4)

Cycle consistency loss retains the basic semantic infor-
mation between the original and reconstructed images by
calculating their 𝐿1 distance.
3.1.2. Lesion Consistency

As shown in Figure 11, when we use CycleGAN for
image synthesis, the output pseudo-CT can retain only the
outline style. However, the key semantic information (lesion
contour and texture) is lost, for example, through blurring
and deformation of lesions. The cycle consistency loss is far
from sufficiency to ensure that critical lesions are preserved.

We propose a lesion consistency loss for our problem,
similar to the work in (Jiang et al., 2018). To transfer the le-
sion style from the glioma to IPH, we build two segmentation
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Figure 3: The architecture of the image synthesis network. Through the cycle consistency obtained from the reconstructed image,
the lesion loss obtained by the auxiliary segmentation network, the image matching mechanism, and the feature fusion module
with shared weights, we improve the performance of the synthetic image in the target task. The training process of the reverse
loop is omitted. The four dashed blocks (a to d) correspond to the description in Section 3.1.

networks to predict the binary lesion mask of synthetic CT
(𝐺MRI(𝑥MRI)) and reconstructed MRI (𝐺CT(𝐺MRI(𝑥MRI))).Block b in Figure 3 depicts the principle of lesion consis-
tency. We compare these two images with the true label 𝑦MRIand to minimise the lesion consistency loss, as defined in Eq.
(5):

les(𝐺MRI, 𝐺CT, 𝑆ori, 𝑆rec)
= 𝔼𝑥MRI∼𝑝𝑑 (𝑥MRI)[𝓁(𝑆ori(𝐺MRI(𝑥MRI)), 𝑦MRI)

+ 𝓁(𝑆rec(𝐺CT(𝐺MRI(𝑥MRI))), 𝑦MRI)].
(5)

𝓁 in Eq. (5) is the cross-entropy loss function, and 𝑆oriand 𝑆rec are segmentation networks that predict the mask of
the whole tumour. We optimize 𝓁 to update 𝑆ori and 𝑆rec.
3.1.3. Feature Space Domain Adaptation

Unlike CycleGAN, which uses two structurally identical
but independent generators, our proposed generators consist
of an encoder, a fusion module, and a decoder. The fusion
module is a weight-sharing feature extractor. We consider
the output of the 𝐺CT’s encoder together with the fusion
module as𝐹CT and the output of the𝐺MRI’s encoder together
with the fusion module as 𝐹MRI. Thus, the hidden layer
representations of the images of these two modalities are
mapped to the same subspace through the fusion module.
Domain discriminator 𝐷fusion is introduced in this module to

ensure the domain invariance of the extracted features, which
is achieved by an adversarial training approach. Block d in
Figure 3 depicts the above process. The adversarial and the
discriminate losses of the feature space domain adaptation
are represented as in Eq. (6):

fda(𝑥CT) = −
∑

ℎ𝑓 ,𝑤𝑓

𝑙𝑜𝑔(𝐷fusion(𝐹CT)
(ℎ𝑓 ,𝑤𝑓 )). (6)

ℎ𝑓 , 𝑤𝑓 is the size of the 𝐷fusion’s output. This loss trains
the fusion module and confuses the domain discriminator
𝐷fusion by maximizing the probability of the target output
being considered the source output.

𝐹CT and 𝐹MRI are the outputs of the fusion module from
the target and source domains, respectively, supervised by
the discriminator 𝐷fusion and are used to compute the cross-
entropy loss 𝑑𝑓 as shown in Eq. (7), where 𝑧 = 0 if the
sample is drawn from the target domain and 𝑧=1 for a sample
from the source domain. In other words, we forward the 𝐹CTand 𝐹MRI using a cross-entropy loss 𝑑𝑓 for the target and
source domains.

𝑑𝑓 = −
∑

ℎ𝑓 ,𝑤𝑓

(1 − 𝑧)𝑙𝑜𝑔(1 −𝐷fusion(𝐹CT)
(ℎ𝑓 ,𝑤𝑓 ))

+𝑧𝑙𝑜𝑔(𝐷fusion(𝐹MRI)
(ℎ𝑓 ,𝑤𝑓 )).

(7)
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Figure 4: As shown in the figure for an MRI-CT pair, we calculate its similarity based on perceptual hash and the image after
binarised.

3.1.4. Matching Mechanism
The original intention of the CycleGAN model transfers

styles from the perspective of two sets of data. Refer to block
c in Figure 3. Unlike CycleGAN, we use similar image pairs
into the model during the training.

The motivations of this matching mechanism lie in the
following two reasons.

1) Structural correlations between images from the target
and source domains are crucial for image synthesis (Roy
et al., 2014). The matching mechanism can select pairwise
data with a high cross-domain correlation.

2) Selected highly correlated images benefit the genera-
tor and the discriminator. The generator learns to generate
lesion areas instead of similar brain structures, and the
matched images have highly correlated brain structures with
the generated images, making it difficult to differentiate the
discriminator. Consequently, it can help construct a more
robust discriminator.

We call this process that inputs similar paired images
during training the matching mechanism, and we propose
a method to measure the similarity, as shown in Figure 4,
which is described below.

The similarity of source and target domain images is cal-
culated by two weighted distances: image Hamming distance
and lesion distance. In the first part, we use the perceptual
hash algorithm to calculate the image fingerprints of each
image. The image fingerprint algorithm extracts image fea-
tures and creates digital content as an identifier (Zou et al.,
2015); (Lamon et al., 2001). See below for specific steps to
calculate the similarity.

• First, we scale the original image (240×240) to𝑁×𝑁
(𝑁 = 32) and note it as 𝑓 , and perform a discrete
cosine transform (DCT) on it to obtain the matrix 𝐹
as shown in Eq. (8), Eq. (9) and Eq. (10). 𝐴 denotes
the DCT transform matrix.

𝐹 = 𝐴𝑓𝐴𝑇 , (8)

𝐴(𝑖, 𝑗) = 𝑐(𝑖)𝑐𝑜𝑠
[

(𝑗 + 0.5)𝜋
𝑁

𝑖
]

, (9)

𝑐 (𝑖) =

⎧

⎪

⎨

⎪

⎩

√

1
𝑁

, 𝑖 = 0,
√

2
𝑁

, 𝑖 ≠ 0.
(10)

• After that, we get the 8×8 sub-matrix𝑩′ in the top-left
corner of 𝐹 , as shown in Eq. (11) and Eq. (12)

𝐹 =

⎡

⎢

⎢

⎢

⎣

𝑎1,1 𝑎1,2 … 𝑎1,32
𝑎2,1 𝑎2,2 … 𝑎2,32
⋮ ⋮ ⋮

𝑎32,1 𝑎32,2 … 𝑎32,32

⎤

⎥

⎥

⎥

⎦

, (11)

𝐵′ = 𝐹 [1, 8; 1, 8]. (12)
• We calculated the mean value (𝑎) of the submatrix

𝐵′ as shown in Eq. (13) and used it as a threshold to
binarize 𝐵′ to obtain the fingerprint 𝒃 of the image as
shown in Eq. (14).

𝑎 = 𝑎𝑣𝑔(𝐵′), (13)

𝒃 = 𝑏𝑖𝑛𝑎𝑟𝑦(𝐵′, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 𝑎). (14)
• Finally, we calculate the Hamming distance between

the CT image’s image fingerprint 𝒃CT and the MRI’s
image fingerprint 𝒃MRI as shown in Eq. (15)

𝑑ham = 𝒃MRI ⊕ 𝒃CT. (15)
⊕ denotes XOR calculation.
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Then we calculate the lesion proportion of each image.
For an MR image, we calculate the proportion of the tumour
lesions as 𝑝tumour. For a CT image, we binarize it through
a threshold to roughly segment the lesion and calculate the
proportion of IPH lesions as 𝑝iph. The threshold is set to
120. We calculate the difference between 𝑝tumour and 𝑝iphas shown in Eq. (16).

𝑑les = |𝑝tumour − 𝑝iph|. (16)
We consider the weighted sum of the Hamming distance

𝑑ham and lesion distance 𝑑les as a measure of similarity, note
it as 𝑑sim, as shown in Eq. (17).

𝑑sim = 𝜆ham𝑑ham + 𝑑les. (17)
Note that the lesion distance 𝑑les is the pixel difference

between two images with the original resolution of 240×240
pixels, and in most cases, it is mainly contributed by the
variations in lesion shapes. The Hamming distance 𝑑ham ∈
[0, 64] measures the difference in the level of the brain struc-
tures. The weighted measure 𝑑sim balances them through
𝜆ham, a hyperparameter of our model chosen to be 100, with
which we obtain our promising results.

In the training process of our model, we input matched
image pairs, as shown in block c in Figure 3. For each MRI
image, we sort the CT images according to its 𝑑sim similarity
with the MRI images and then selected the top 𝑛 images
(𝑛 = 20 in our training process) to form a one-to-many
MRI and CT pair. This is to avoid the model learning a fixed
mapping during backpropagation. An example of the MRI-
CT pairs selected by our matching mechanism is shown in
Figure 5.
3.2. Stage 2: Domain Adaptation Segmentation

In the medical domain, many methods use synthetic im-
ages regarding image synthesis as a means of data augmen-
tation for weakly supervised learning (Jiang et al., 2018).
However, no labels are available for our target domain im-
ages. Similar to the feature space domain adaptation in the
synthesis network, we hope to project the features extracted
by the segmentation network into the same subspace so that
the hidden layer representations of the two domains are
similar. We use the concept of an adversarial network to
implement these goals. The overall definition is as in Eq.
(18) and Eq. (19):

𝑥̂CT = 𝐺MRI(𝑥MRI), (18)

DAS = seg(𝑥̂CT) + 𝜆advadv(𝑥CT). (19)
𝐺MRI in Eq. (18) is a trained generator 𝐺MRI in stage 1.
First, we utilize a segmentation model fully convolu-

tional network (FCN) (Long et al., 2015) 𝑆 with a domain
discriminator 𝐷seg (the same architecture as the discrim-
inator 𝐷fusion in Section 3.1, shown in Figure 6). This

Figure 5: As shown in the figure, each column is an MRI and
its corresponding similar CT images, which are matched by
our method. We only show the top three CT images with the
highest similarity in this figure. The bright circular stripes in
CT are CT head holders.

module outputs a pixel-level segmentation map and a hidden
layer representation. For the hidden layer output branch,
regarded as a generator, we pass the hidden representation
produced by this generator to the domain discriminator 𝐷segand optimize the GAN loss to fool 𝐷seg. To optimize the
performance of segmentation tasks in the source domain, we
use a cross-entropy loss function as in Eq. (20).

seg(𝑥̂CT) = −
∑

ℎ𝑜,𝑤𝑜

𝑦ℎ𝑜,𝑤𝑜
MRI 𝑙𝑜𝑔(𝑃 (ℎ𝑜,𝑤𝑜))

+(1 − 𝑦ℎ𝑜,𝑤𝑜
MRI )𝑙𝑜𝑔(1 − 𝑃 (ℎ𝑜,𝑤𝑜)).

(20)

In Eq. (20), ℎ𝑜 and 𝑤𝑜 represent the size of the predicted
segmentation mask, which is equal to the size of the input
image, 𝑦ℎ𝑜,𝑤𝑜

MRI is the pixel value of the true mask of the
lesion, and 𝑃 is the segmentation mask output branch of
the proposed FCN 𝑆. Through adversarial segmentation
training, the feature map generated by the segmentation
network fools the discriminator. The discriminator improves
its discrimination ability through discriminative loss 𝐷 as
in Eq. (21) and made their embedding similar.

𝐷 = −
∑

ℎ𝑓 ,𝑤𝑓

(1 − 𝑧)𝑙𝑜𝑔(1 −𝐷seg(𝐻CT)
(ℎ𝑓 ,𝑤𝑓 ))

+𝑧𝑙𝑜𝑔(𝐷seg( ̂𝐻CT)
(ℎ𝑓 ,𝑤𝑓 )).

(21)

Here, 𝑧 = 0 if the sample is drawn from the target
domain, and 𝑧 = 1 for the sample from the source domain.
𝐻 is the hidden-layer output branch of the proposed domain-
adaptation segmentation network.
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Figure 6: The domain adaptation segmentation part in our proposed model.

To narrow the distribution of the hidden layer represen-
tation to perform domain adaptation, we also use adversarial
loss, as in Eq. (22).

adv(𝑥CT) = −
∑

ℎ𝑓 ,𝑤𝑓

𝑙𝑜𝑔(𝐷seg(𝐻CT)
(ℎ𝑓 ,𝑤𝑓 )). (22)

We jointly optimize the adversarial and segmentation
losses. Although we improve the segmentation performance
of the model, the features extracted by embedding were
domain-invariant. Through this mechanism shows in Eq.
(23), the segmentation and cross-domain performances of
the model are balanced.

𝑚𝑎𝑥
𝐷seg

𝑚𝑖𝑛
𝑆

DAS(𝑆,𝐷seg). (23)

We apply the matching mechanism to the domain-
adaptation segmentation process, as described in Section
3.1.4. Not all source domain data are conducive to the
domain-adaptation process for the target task. In this method,
we select the corresponding MRI with the highest similarity
for each CT image. Experiments have shown that the match-
ing mechanism can help us use fewer source domain images
to obtain better segmentation performance on target-domain
tasks.

4. Evaluations
4.1. Dataset

In our study, the data are divided into two categories,
i.e., source domain data and target domain data. The source
domain data are MRIs of a brain tumor, and the target
domain data are brain CT with IPH. Different slices from
the same patient do not appear in the training or test set at
the same time to avoid data leakage.

4.1.1. Source Domain Data
This dataset is used for the subtask of a decathlon med-

ical segmentation challenge 2 (Simpson et al., 2019). The
training set included 484 scans of 155 × 4 × 240 × 240
brain MR images. Each scan contained 155 images (a fixed
resolution of 240 × 240) with four modalities: FLAIR, T1,
T1c, and T2. In addition, three types of labels were provided
to describe the various glioma subregions: enhancing tumor
(ET), tumor core (TC), and whole tumor (WT). The four
MR modalities and three types of labels can be seen in
Figure 7. Among these, WT describes the full extent of
the disease: tumor core and peritumoral edema (ED). It is
typically depicted by a hyperintense signal on FLAIR. In CT
images diagnosed as IPH, the hemorrhage often presents as
a hyperintense signal (higher Hounsfield unit (HU) value).
Therefore, we select FLAIR MRI and its whole tumor label
as the source domain data pair. We select 387 sets of data as
the training set and only took the 60th to 99th slices of each
scan for a total of 15,480 slices. The lesion is easily visible
in this range.
4.1.2. Target Domain Data

Target domain data are selected from RSNA’s haemor-
rhage CT dataset 3 (Flanders et al., 2020). Each CT series in
this dataset has between 20 and 60 axial images that are 3 to
5 mm thick; the rows and columns are both 512. It contains
a very large and heterogeneous collection of brain CT stud-
ies from multiple scanner manufacturers, institutions, and
countries. A CT series starting from a reference line (Reid’s
baseline) is defined as continuous if the set contained all
slices and discontinuous otherwise. We select 15,480 slices
(discontinuous) in the training set without the pixel-level

2http://medicaldecathlon.com/
3https://www.kaggle.com/c/rsna-intracranial-haemorrhage-

detection/overview/
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Figure 7: These two datasets span different image modalities
(MRI and CT) and diseases (glioma and IPH), which is a tough
challenge. In our task, we choose FLAIR modal MRI and a
label covering the entire tumor as the source domain data pair
(marked with the red dashed boxes). The bright circular stripes
in CTs are CT head holders.

Table 1
Test dataset distribution

Disease Number of slices

IPH 500
EDH 5
IVH 125
SAH 176
SDH 123
None 805

labels to ensure that many IPH clinical scenes were covered.
An expert with 29 years of experience has labeled 1498
CT images for evaluation. In the unhealthy CT slices, we
annotate 500 slices containing IPH at the pixel level (these
slices may contain other diseases, we only annotate the pixel-
level lesions of IPH and ignored other diseases). To evaluate
the robustness of our method, we use 998 other slices as
negative samples, including epidural (EDH), intraventricu-
lar (IVH), subarachnoid (SAH), and subdural (SDH), and
healthy brain CT. The dataset distributions are listed in Table
1. Note that one CT scan may contain multiple diseases. All
CT images are preprocessed using the bone removal method
from (Muschelli et al., 2017) and re-sampled to a size of
240 × 240 pixels to match the source domain images.
4.2. Architecture and Training Details
4.2.1. Architecture
Generators: The generators consist of three parts: en-
coder, weight-shared fusion module, and decoder. The role

of the encoder is to downsample an image and obtain an
initial feature map. The encoder first performs reflection
padding, followed by a convolutional layer and instance
normalization (Ulyanov et al., 2016). Subsequently, the fol-
lowing operations are repeated twice for downsampling:
convolutional layers followed by instance normalization and
the ReLU activation function. Inspired by the works of
(Chen et al., 2018) and (Lei et al., 2019), the fusion module
utilizes the dense connection proposed by (Huang et al.,
2017) to perform the better feature extraction from previous
and deeper hidden layers. The output part contains a decon-
volution layer and 𝑡𝑎𝑛ℎ activation layer to convert the feature
representation into the prediction.

The decoder receives the encoder output and the fusion
module’s features as input and passes through the follow-
ing module twice: a transposed convolution layer and a
𝑅𝑒𝐿𝑈 activation layer. The output of the decoder contains
a transposed convolution layer and a 𝑡𝑎𝑛ℎ activation layer to
convert the feature representation into a prediction.
Discriminators: 𝐷CT and 𝐷MRI The two discriminators
𝐷CT and 𝐷MRI in stage1 adopt the design of PatchGAN
(Isola et al., 2017), which is a type of discriminator for
generative adversarial networks that only penalizes structure
at the scale of the local image patches. The discriminators
start with a convolutional layer, followed by a leaky ReLU
(0.2) (Maas et al., 2013). The following structure was re-
peated four times: a convolutional layer followed by a batch
normalization process with a leaky ReLU (0.2). Finally, a
convolutional layer is added to output the prediction.
Segmentation Network: For the segmentation network in
both stages, we use a fully convolutional network and VGG-
16 presented by (Simonyan and Zisserman, 2015) as the
backbone for feature extraction. We use a series of fully
convolutional layers and skipped connections (element-level
addition) to aggregate abstract and concrete features.
The Domain Discriminator: Inspired by (Tsai et al.,
2018), we utilize a domain discriminator used in the both
stages (𝐷fusion and 𝐷seg). It consists of fully convolutional
layers to retain spatial information. The network consist five
convolution layers. For the last layer, we use sigmoid as the
activation function, and for the other layers, we use leaky
ReLU (0.2).
4.2.2. Training Details

We achieve adversarial and domain adaptation by al-
ternately updating the network parameters in the following
stages.
Training of the Synthesis Network (Stage 1): Each train-
ing pair contain MRI from the source domain and its cor-
responding labels, together with the matched CT images
from the target domains. We set the batch size to two for
training. The learning rates for optimizing the generators and
discriminators are 2𝑒−4. All these are optimized using the
Adam optimiser(Kingma and Ba, 2014) (𝛽1=0.5, 𝛽2=0.99).
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Figure 8: A comparison between the predictions (red region) of several models and the ground truth. We can see that our model
surpasses other models in detail and achieves the best performance. The bright circular stripes in CTs are CT headholders.

The segmentation network was optimized with the SGD
optimizer (momentum=0.7), and the learning rate was 0.1.
Training of the DAS Network (Stage 2): Each training
sample contain a matched synthetic CT and its correspond-
ing label, together with matched CT images. In each training
batch, we first propagate the synthetic CT together with
its label to our DAS network. Then, we forward-propagate
the CT image to generate a feature map and optimize the
domain discriminator. We set the batch size to 12 for train-
ing. The domain discriminator is optimized using the Adam
optimizer (𝛽1 = 0.9,𝛽2 = 0.99), with a learning rate of
0.01, while the FCN is optimized using the SGD optimizer
(momentum=0.7) with a learning rate of 0.1.
Loss functions: Our model optimizes a combination of
five loss functions, as shown in Eq. (1). In our experiment,
we set 𝜆cyc as 5, 𝜆les as 50 and 𝜆fda as 15. These hyperpa-
rameters are adjusted according to different tasks, data, and
situations.
Evaluation metric: We use the Dice score as the evalua-
tion metric. Using the definitions of true positive (TP), false
positive (FP), and false-negative (FN), it is written as in Eq.
(24):

𝐷𝐼𝐶𝐸 = 2𝑇𝑃
2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁

. (24)

4.3. Ablation Experiments
4.3.1. Overview

We conduct ablation experiments from the following
aspects:

1. We use various methods to synthesize pseudo-CT
images from MRI and compare the results of training
on pseudo-CT and testing on real CT.

2. We compare the performance of the one-stage and
two-stage algorithms under the segmentation task.

3. The matching mechanism is evaluated in the afore-
mentioned experiments. Furthermore, we construct
five datasets to compare the performance of the net-
work under different data volumes and distributions
(whether matched) to evaluate the matching mecha-
nism comprehensively.

4.3.2. Evaluation of Our Synthesis Network
Baseline: To evaluate the performance of our method, we
define a baseline. We use the original MR images to train
a segmentation model and evaluate the performance of the
skull-stripped brain CT images.
CycleGAN: To evaluate the effect of using synthetic im-
ages, we use CycleGAN for image synthesis. We train the
segmentation model using synthetic images (pseudo-CT im-
ages) and evaluate its performance.
Mask Supervised CycleGAN: To evaluate the effect after
adding the lesion consistency loss, we add additional mask
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Table 2
Evaluation of synthesis network

Method Dice Score:%

Baseline 72.42
CycleGAN ((Zhu et al., 2017)) 65.15
Mask supervised CycleGAN 67.67
Matched Mask supervised CycleGAN 76.28
The proposed synthesis network 81.41

supervision based on the CycleGAN architecture. We use
this method to synthesize images and train the segmentation
model. This method reflects the basic performance of a
series of mask-based supervision methods, such as those
proposed by (Jiang et al., 2018).
Matched Mask Supervised CycleGAN: To evaluate the
effect of the proposed matching mechanism, we tested
the mask-supervised CycleGAN after integration with the
matching mechanism.
Our Synthesis Network: The overall architecture of our
synthesis network is explained in Section 3.1. Based on the
CycleGAN architecture and additional mask supervision,
our method also adds the mapping of the same subspace
at the feature level using a fusion module. By comparing
our synthesis network and matched mask-supervised Cycle-
GAN, the effect of the fusion module is verified.

The experiment results are listed in Table 2. The synthe-
sized images of the different networks are shown in Figure
11.
4.3.3. Evaluation of Two-stage Methods

To measure the performance of stages 2 and 1 after
integration and further verify the advantages of our synthesis
method, we conducted the following experiments. All ex-
periments performed data augmentation operations on the
source domain data: random LR and AP flip (horizontal
and vertical flip) with a probability of 50%, increasing or
decreasing the brightness by 0.2.
DAS Network: First, with all source domain data used,
after domain adaptation training, we obtained the segmen-
tation model to predict the IPH region on CT images (with
the skull).
Synthesis Network + DAS Network: We evaluated the
performance of various synthetic networks combined with
Stage 2. By comparing with the Dice score of stage 1 (shown
in Table 2), the robustness of the domain adaptation segmen-
tation network and superiority of the two-stage method were
demonstrated.

The experimental results are listed in Table 3. Figure 8
shows the segmentation results of the above experiments.

Table 3
Evaluation of the whole models

Model Stage Dice Score:%

DAS One 74.22
CycleGAN+DAS

Two

72.31
Mask CycleGAN+DAS 78.60
Matched Mask CycleGAN+DAS 80.14
The proposed model (AMD-DAS) 85.77

Figure 9: The figure shows the five datasets used to evaluate
the matching mechanism (all source domain dataset, one
matched dataset and three unmatched datasets).

4.3.4. Evaluation of the Matching Mechanism
The matching mechanism was applied in both stages. We

can verify its effect by measuring the segmentation effect,
which can be evaluated in Sections 4.3.2 and 4.3.3. To fur-
ther verify its effect, we constructed the following datasets.
Finally, we selected 5,184 images out of 15,480 source do-
main images (MRI) by the matching mechanism and called
it the matched dataset. As listed in Table 4, we built three
unmatched datasets. The relationship between these datasets
is shown in Figure 9. Unmatched dataset 1 includes all the
images in the source domain data except for the matched
dataset, which contains 10296 slices. Unmatched dataset
2 was randomly selected from all source domain data (it
may contain images from the matched dataset). Unmatched
dataset 3 was randomly selected from unmatched dataset 1
(which cannot contain the images in the matched dataset).
The above two datasets maintained the same amount of data
(5,184 slices) as the matched dataset.

We evaluated the segmentation performance of various
source domain data using the same domain adaption seg-
mentation model and the target domain data. The result can
be seen in Table 4.
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Table 4
Evaluation of the matching mechanism under different datasets

Dataset Size Dice score:%

All source domain data 15,480 85.77
Unmatched dataset 1 10,296 83.55
Unmatched dataset 2 5,184 83.24
Unmatched dataset 3 5,184 82.12
Matched dataset 5,184 86.93

Table 5
Comparison with Supervised Learning

Model Pretrained Dice score:%

FCN

None 93.82
Instance: MRI 94.50
Instance: Synthetic CT 95.01
Parameters: AMD-DAS 95.10

U-Net
None 95.49
Instance: MRI 95.73
Instance: Synthetic CT 95.96

4.3.5. Performance as Transfer Learning
To explore the effect of the proposed method in su-

pervised learning scenarios, we performed experiments to
verify the two methods in Stage 1 (image synthesis) and
Stage 2 (adaptation segmentation) as transfer learning strate-
gies for supervised learning segmentation tasks. We con-
structed a 5-fold cross-validation by using 1498 CT im-
ages (500 labeled disease slices and 998 control slices) as
the experimental dataset. Transfer learning methods can be
categorized into four groups: instance-based, feature-based,
parameter-based, and relational-based approaches (Pan and
Yang, 2009; Zhuang et al., 2020), and we tried instance-
based and parameter-based depending on our task and ex-
periment setting. The instance-based transfer learning is to
assume that certain parts of the data in the source domain can
be reused for learning in the target domain by reweighting.
We first trained FCN and U-Net as baseline models and
experimented with instance-based transfer learning using
MRI (Instance: MRI) or synthetic CT obtained from our
Stage 1 method (Instance: Synthetic CT) as pre-training
data. The parameter-based transfer learning assumes that the
source tasks and the target tasks share some parameters or
prior distributions of the hyperparameters of the models.
We treat the overall trained unsupervised model as pre-
training and fine-tune it with target CT to perform parameter-
based transfer learning (parameter: AMD-DAS). Since the
segmentation module of our model is based on FCN, we do
this experiment on the FCN model. The experiment results
can be seen in Table 5.

5. Results
Through the experimental results in Table 2, we found

that for our specific tasks (adaptation for different types
of diseases and different image modalities), the use of the

CycleGAN method resulted in a lower performance than the
baseline (-7.27 Dice score). The segmentation task is highly
dependent on the image context structure. The loss of lesion
detail caused by this method severely weakens performance.
Even with the addition of segmentation label supervision
as mask-supervised CycleGAN, the segmentation score was
slightly improved compared with CycleGAN (+2.52 Dice
score), which is still not as good as the baseline (-4.75
Dice score). As shown in Figure 11, for the lesion part,
the image synthesized by mask-supervised CycleGAN has a
clear edge but is blurred inside. However, internal occupancy
is crucial for the segmentation task. This is the reason for the
poor performance. Subsequent experiments demonstrated
that the introduction of the matching mechanism and domain
adaptation in the feature space significantly improved the
performance of the segmentation task and exceeded the
baseline (+8.99 Dice score).

As shown in Table 3, applying the DAS network alone
effectively improves the performance of the target task (be-
yond the baseline, +1.8 Dice score). A comparison with the
corresponding single-stage method in Table 2 demonstrates
the superiority of our two-stage method (shown in Figure
10). Figure 8 shows some of the segmentation results used
for comparison.

Furthermore, the results in Tables 2, 3, and 4 proved that
our matching mechanism is effective in both the synthesis
and the DAS network. As shown in Table 4, generally the
more source domain data we used, the better the perfor-
mance: we used all source domain data to achieve better
performance than using two-thirds (unmatched dataset 1) or
one-third (unmatched dataset 2 or unmatched dataset 3) of
the dataset. However, if we use the dataset selected by the
matching algorithm, the best performance can be achieved.
Under the same amount of data (unmatched datasets 2 and
3), the Dice score of 3.69 to 4.81 was increased. When the
amount of data was doubled (unmatched dataset 1), the Dice
score increased by 3.38; even in the case of three times the
amount of data (all source domain datasets), the Dice score
increased by 1.16.

The experimental results in Table 5 show that both the
methods from stages 1 and 2 have benefits for supervised
learning models by utilizing them as transfer learning. From
an instance-based transfer learning perspective, using syn-
thetic CT improves the Dice score by 0.51 for the FCN model
and 0.23 for the UNet model compare with using MRI. After
transfer learning, our method can improve the 1.19 dice score
compared to the baseline FCN model and the 0.47 dice score
compared to the UNet baseline. From the perspective of
parameter-based transfer learning, utilizing our method as
a pre-trained model can improve the Dice score by 1.28.

Efficiency is one of the most important indicators for
making medical models applicable to clinics. Each scan
in the RSNA dataset contains 60 CT slices. We run our
experiments with NVIDIA Geforce GTX 1660Ti, and it
cost 0.06 seconds on average for our model to obtain the
segmentation result for each scan.
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Figure 10: Dice scores of different methods.

6. Discussions and Analyses
6.1. Limitations on Different Subtypes of

Intracerebral Hemorrhage
For patients with intracerebral hemorrhage (ICH), var-

ious hemorrhages often occur together. Surgical manage-
ment needs to be determined in some clinical scenarios.
Hematoma volume and location are the two main predictors
of outcomes related to the hematoma itself (de Oliveira Ma-
noel, 2020). The leading cause of nontraumatic SAH is the
rupture of an intracranial aneurysm, which is not within
the scope of our research. The publicly available MRI data
with tumors have lesion shapes nearly similar to those of
CT scans with IPH but are significantly different from those
of subdural hemorrhage (SDH) and epidural hemorrhage
(EDH). Therefore, we did not consider these two situations
in the present study. Consequently, we have observed false
positives (with a reduction of Dice scores) provoked by
these lesions. From the perspective of clinical applicability
and existing data, our research used data across modalities
and disease types to design unsupervised IPH segmentation
algorithms, which is a precedent in this field. In future
studies, we will explore the application of this paradigm to
different diseases based on clinical needs.
6.2. Effect of Matching Mechanism

To demonstrate the effectiveness of the matching mech-
anisms, we conducted a two-stage analysis. The first stage
involved inputting paired images that were similar in terms
of the location and structure of the hemorrhage. We found
that this was effective in downstream segmentation, with
the results showing a high Dice coefficient results. In Stage
2, we used a matching mechanism to selectively use the
source domain data. The selected data included only the

higher-quality data in our dataset, which resulted in us using
only one-third of the source data. We obtained a better
performance by focusing on good-quality data rather than
quantity.

Normally, training with more data will leads to better
performance for a deep learning model. However, in this
research, training with fewer data points selected by our
matching mechanism leads to better performance. This is
because some of the originally sourced data are riddled with
noise and thus impact the performance. Note that complexity
is still the main concern of image matching algorithms (Ma
et al., 2021). Thus, we focused on a practical and efficient
algorithm, instead of more complex algorithms, such as deep
learning models, to design our matching mechanism. The
primary limitation of the matching mechanism is that it is
designed based on our dataset, which may lack generaliza-
tion and affect its performance when measured against an ex-
ternal dataset. However, our algorithm has demonstrated its
effectiveness based on various experiments. Such limitations
can be eliminated by introducing normalization to be more
easily adapted for other applications, which we will explore
in our future work.
6.3. Unreal Generated Images in Experiments

In our experiments, basic data augmentation techniques
are used, as in other related studies (Wang et al., 2017),
(Chen et al., 2017). Most data augmentation methods may
yield unrealistic images that violate anatomical structures.
E.g., flipping vertically would show an upside-down brain
scan; and our data synthesis methods also don’t always
produce perfect results.
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Figure 11: Example of synthetic images generated by various methods.

6.4. Consider the Correlation Between Slices
Model architectures that consider slice correlations can

be broadly classified into two categories: 2D architectures
with sequence-level encoder-decoder and 3D architectures
at voxels-level. It is intuitively better to consider slice cor-
relations, but we have to consider their high computational
resource consumption. For instance, the image size has to
be reduced to meet the resource requirements as (Korolev
et al., 2017) and (Han et al., 2019) did when using 3D
model. Therefore, 2D models that do not consider slice
correlations are still a dominant research direction today. Our

view is that considering slice correlation is a gain for the
model, and models without considering relations can also
be used, but with care to avoid data leakage or underlying
bias (Wallis and Buvat, 2022). Constructing a model that can
Consider slice correlation is one of our future works. The
basic idea is to describe the characteristics of the variation
between continuing slices. In multimodal medical imaging,
the anatomical information contained is common despite the
differences between contrast or resolution. Therefore, we
believe that optical flow is a good way to characterize the
anatomical information of the full sequence data. We will
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try to consider optical flow for domain adaptation based on
the proposed method in our future work.
6.5. One-stage versus the Two-stage Model

Our algorithm is divided into two stages and has better
performance than the single-stage method based on the
experimental results. Some studies have pointed out that the
one-stage method may be beneficial, as illustrated in studies
by (Ma et al., 2019) and (AlBadawi and Fraz, 2018). The au-
thors of these studies claimed that in the two-state paradigm,
the errors produced during the first stage accumulate in the
second stage, while the one-stage method avoids this dis-
advantage. However, to date, the two-stage method has been
the mainstream method in this field with stable performance,
for example, (Chartsias et al., 2017), (Zou et al., 2020) and
(Chen et al., 2019). As the two-stage method can obtain
the intermediate results more intuitively in the first stage,
so it is easier to train. According to our experiments, the
synthesized images in the first stage can also be used as
instance-based transfer learning to improve the performance
of the supervised algorithm, which also proves the value
of this module. In the CrossMoDa 2021 challenge, (Dorent
et al., 2022), image-to-image translation methods have the
highest proportion and are currently the top method of this
type. This proves that the type of model adopted in this study
is currently popular and stable. Cross-domain medical data
such as brain CT and brain MRI represent the same brain
structure. If the method of disentangled representation can
be used, it is believed that unnecessary generation can be
reduced, and the transformation can be performed directly,
making it more controllable. We will attempt to simplify our
model based on the idea of disentangled representation and
maintain performance improvement in future work.
6.6. In Supervised Learning Scenario
∙ Supervised Model for Our Task: Since tumors and intra-
parenchymal hemorrhage are both manifest as mass effects
on CT slices, we have a public dataset (Simpson et al., 2019)
of tumor segmentation annotations on MRI. Therefore, for
our task, the supervised method is to train on MRI with
tumor labels and directly verify the segmentation task of the
IPH CT data, represented as a baseline algorithm. Compared
with the baseline domain adaption segmentation algorithm
(DAS), our model has improved performance (+11.55 Dice
score).
∙ Supervised model from a traditional perspective: As de-
scribed in Section 4.3.5, we trained several supervised
learning models in five-fold cross-validation using the test
set. Undoubtedly supervised learning achieves better per-
formance than ours; however, our model has the critical
advantage that it can be trained without data annotation. We
found that the two-stage methods can be used as instance-
based and parameter-based transfer learning modules to
enhance the performance of supervised learning models.
This proves that our two-stage model has a wide range of
applications.

7. Conclusion
In this study, we proposed a two-stage brain CT seg-

mentation model based on a domain-adaptation method.
Our proposed model was trained using the source domain
data of different disease types and image modalities to
segment the target domain images. The synthesized images
generated by our synthesis network were more conducive to
the subsequent segmentation task than the other methods.
Domain adaptation was performed for the segmentation task
on the hidden layer in the feature space. Based on the char-
acteristics of the task, we defined a method for measuring
the similarity between the source and target images and
proposed an image-matching mechanism. Experiments have
shown that using only one-third of the matched data can
achieve better performance than using all the data. Our
model did not require true labels in the target domain, but
efficiently transferred source-domain knowledge, and had
good application potential.
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