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Abstract. Increasing memory bandwidth bottleneck, die cost, lower
yields at scaled nodes and need for more compact and power efficient
devices have led to sustained innovations in integration methodologies.
While the semiconductor market has already started witnessing some of
these in product forms, many other techniques are currently under in-
vestigation in both academia and industry. In this chapter, we explore
a 2.5D integrated system where the interconnects are modelled in the
form of coplanar microstrip lines. A model is developed to understand
the behavior of these wireline structures and is used to study their signal-
ing characteristics. Generally, the conventional NRZ signaling is used to
transmit data. As an alternative, we explore a higher order modulation
scheme, namely, PAM4.Through the simulation study, we demonstrate
that PAM4 can provide up to 63% better energy efficiency and 27%
higher bandwidth density than NRZ.

Keywords: Heterogeneous Integration, Coplanar Microstrip, NRZ, PAM4,
Channel Operating Margin

1 Introduction

The power, performance, area, and cost (PPAC) benefits of semiconductor-
based electronic systems have traditionally been addressed via conventional scal-
ing. With the slowing down of Moore’s Law- an empirical rule which predicted
that the number of transistor densities doubles every two years, both the com-
puting performance and the DRAM capacity have plateaued in the last couple
of years as depicted in Figure 1 [1]. The feature size which was once defined as
the gate length (but no longer is) has shrunk and in the past few years, a node
actually encompasses several consecutive technology generations and has been
enabled by process optimizations and circuit redesign. The unstated assumption
of Moore’s Law is that the die size remains unchanged so that doubling of the
number of transistors will lead to doubling of performance. However, at nodes
10nm and lower, this assumption fails to hold due to the yield issues and costs.
The cost of the dies continues to increase at lower technology nodes indicating
that increasing die size are not economically viable (Figure 2 [2]), Figure 3 [3].

Performance scaling can be achieved through solutions like heterogeneous
integration where instead of fabricating large single die, multiple smaller dies
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will be tessellated. These smaller dies will communicate in order to achieve same
functionality and achieve same performance as the single large die. This appears
to address the two main issues of lower yield and higher manufacturing cost.
But we need to make sure that the cost of “putting together” or integrating
the smaller dies is reasonable and the connections between these dies will be as
efficient as it were a single die in terms of speed and quality of the signals. We
henceforth call these smaller dies as chiplets and is defined as any die which is
integrated with such other dies (or chiplets).

Heterogeneous Integration can be defined as the assembly and packaging
of multiple separately manufactured components onto a single chip in order to
improve functionality and enhance operating characteristics. It allows for com-
ponents of different functionalities, different process technologies (that may be
incompatible otherwise), and many times separate manufacturers to operate as
a single entity. It also offers ways to continue the use of dies that are not perfor-
mance critical with high performance dies from newer generation.

The idea of assembling dies is well-known in the industry. Multiple chips like
power regulators, transceivers, processors, memories have been interconnected to
form a system using printed circuit boards (PCBs). Typically, several PCBs are
connected through a back plane. For the PCBs, we need to have a packaged chip
which even though has been the mainstay, has disadvantages like low structural
integrity due to chip-package-interactions [4] and low IO density. The large bump
pitches limit the number of IOs that emanate from the chip. The board level
latencies also become prominent in high performance systems. The dimensions
of the package features have scaled by 3-5x while silicon has scaled by 1000x
[5] over the last 50 years. Also, with an increasing need for high-performance
and high-efficiency computing, due to increasing cloud, mobile, and edge-based
devices, the PPAC targets are increasingly challenged by interconnect bandwidth
demands between the dies (mainly CPU and memory), which require low-power,
high bandwidth interconnects [6]. Thus, the PCB based SOC approach has been
replaced with many technologies like EMIB, CoWoS, HIST, Foveros etc., which
are discussed in next section.

1.1 Overview

A general prototype of a heterogeneous integrated system is shown in Figure
4. One of the constraints for such a system is that the chiplets must be able to
communicate as if they were a single entity. Hence, there is a huge demand for
the bandwidth (BW) of such systems. The BW depends directly on the num-
ber of interconnects that are connected between two chiplets. While the size of
the chiplets (the amount of surface area available for interconnect connections)
dictates the number of interconnects, it is a natural tendency to pack as many
interconnects as possible in the given area. However, this is not possible, as the
number of interconnects that can be drawn depends on (i) the technology which
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(a)

(b)

Fig. 1: (a) Uniprocessor Performance Scaling and (b) DRAM Capacity Scaling.

governs the interconnect pitch and (ii) cross-talk interference factors which in-
crease as more interconnects are crammed together in a smaller area. Thus, in a
heterogeneously integrated system, as pitch (distance of separation between two
interconnects) decreases, more physical IO get packed in a much smaller area
leading to higher shoreline -BW-density albeit with increased cross-talk and in-
terference. One way to increase the bandwidth is to explore alternative signaling
techniques which can transmit more information in a given clock period. This
is the key idea presented in this work where higher order signaling scheme like
PAM4 is systematically studied.
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Fig. 2: Die Cost per mm2 across technology nodes

First, a sample system is modelled to understand the channel characteristics
of inter-chiplet communication systems. After analysis of the system, we apply
two types of signals viz., conventional NRZ and PAM4 to determine the highest
operating frequency of the system. We vary the channel length and pitch to study
the behavior of fine pitch and long length interconnect systems and understand
how the frequency of operation varies. In order to quantify the performance, we
use two metrics namely shoreline-BW density and energy per bit transmitted.
Simple transceiver models are used to estimate energy efficiency of transmission.

2 Literature Survey

The need for high bandwidth and low energy chip-to-chip signal interconnec-
tions can be addressed with multi-die heterogeneous integration (HI) schemes,
such as 2.5D and 3D integration, to enable opportunities in low-power and high
performance mobile and server computing [7]. This approach involves partition-
ing large SoCs into smaller dice, improving yield, hence reducing cost, and sub-
sequently aggregating the partitioned known good dice (KGD). KGD from dif-
ferent nodes or technologies (e.g. silicon CMOS and emerging non-volatile mem-
ories) can be integrated together to enable HI, thus supporting flexible product
migration to advanced nodes further reducing cost. HI can also facilitate packing
more silicon than traditional approaches enable.

There are multiple types of die integration architectures that can be used to
enable HI of disparate active dice. While the objective of this work is to explore
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Fig. 3: IC Design Cost Breakdown

coplanar microstrip based channels as a model for die to die interconnects for
2.5D integration, and evaluate the use of higher order modulation schemes for
die-to-die signaling, in this section we provide a summary of different multi-
die integration techniques, their potential applications, and associated technical
tradeoffs.

2.1 2D and 2D Enhanced Architectures

The Heterogeneous Integration Roadmap (HIR) 2019 [8] describes a 2D ar-
chitecture as one where two or more active silicon dice are arranged laterally
on an underlying package and are interconnected on the package. An example
of a conventional 2D architecture where interconnection is accomplished using
an organic package, as shown in Figure 5b. However, any form of integration
with an enhancement in interconnect density over mainstream organic pack-
ages, and with interconnection achieved through an underlying substrate can be
termed as a 2D enhanced architecture. The choice of underlying substrates for
2D enhanced architectures can include silicon/ceramic/glass interposers, bridges
(both embedded and non-embedded), and organic material. As noted in [8], ar-
chitectures with significant interconnection enhancements over conventional 2D
architectures (such as two or more dice integrated with flip-chip technology on
an organic package substrate (Figure 5b)) are typically referred to as 2.x archi-
tectures.

Figure 6 illustrates four common types of 2D enhanced (or 2.5D) integration
architectures. The first approach (Figure 6a) represents a bridge-based integra-
tion where a silicon ”bridge chip” is embedded within an organic package sub-
strate. Dense interconnects on the Si-bridge along with fine-pitch µ-bumps are
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Fig. 4: Generic Prototype of Heterogeneous Integrated System

used for die-to-die interconnection. Figure 6b represents a traditional interposer-
based integration which uses through silicon vias (TSV) for signaling and power
delivery to the interconnected dice. The third approach (Figure 6c) de-embeds
the silicon bridge chip and places it between the active chips and the package.
The fourth approach, typically referred to as wafer-level packaging (WLP), is a
method of packaging dice while they are still on a silicon wafer or on a reconsti-
tuted wafer, post singulation. There are primarily two kinds of WLP: fan-in and
fan-out. In fan-in WLP the I/O density is limited to the die size, whereas with
a fan-out WLP the redistribution layer (RDL) is processed on the wafer, and
the interconnect area can be larger than the die area, thus, I/O distribution is
not limited by die size. An illustration example of a fan-out WLP cross-section
is shown in Figure 6d

Silicon interposer-based integration is capable of supporting higher intercon-
nect densities (0.5-1.0 um line/space) than organic substrates (2-5 um) along
with less thermal coupling and lower package power densities compared to 3D
integration [9]. However, Si-interposers are more expensive compared to or-
ganic substrates, highlighting a tradeoff between cost and density. Moreover,
interposer-based links can also have higher energy-per-bit (EPB) and latency
for die-to-die connections compared to 3D integration due to the potentially
longer interconnects leading to higher parasitics.

2.5D integration of field-programmable gate arrays (FPGA) based on sili-
con interposers can achieve an aggregate BW in excess of 400 Gb/s [10]. The
3D processor-on-memory integration using through silicon vias (TSVs) exhibits
a maximum memory BW of 510.4 Gb/s at 277 MHz [11]. Recent demonstra-
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(a)

(b)

Fig. 5: (a) Conventional flip-chip and (b) multi-chip module (MCM) integration
using controlled collapse chip connection (C4) and ball grid arrays (BGA).

tions using passive interposer technology include TSMC’s CoWoS used to inte-
grate two chiplets on a silicon interposer [12]. One of the first demonstrations
of 2.5D integration of chiplets on an active interposer include the work from
Vivet et. al [13]. There have also been multiple demonstrations of multi-die
packages using bridge-chip technology, including embedded multi-interconnect
bridge technology [14] and heterogeneous interconnection stitching technology
[15] to enable 2.5D microsystems. In its simplest form, bridge-chip technology
utilizes a silicon die with high-density interconnects for inter-die communication.
The performance metrics of these 2.5D integration technologies are comparable
to interposer-based 2.5D solutions, but many other benefits are offered, includ-
ing the elimination of TSVs. The Kaby Lake G from Intel [9] is an example of
a consumer-end product which integrates silicon from different process nodes
and providers: intel 8th Gen core CPUs, AMD Radeon discrete GPU, and high
bandwidth memory (HBM) using the EMIB bridge technology.

2.2 3D Architectures

An architecture where two or more active dice are vertically arranged and
interconnected without the means of a package is defined as a 3D architecture,
according to the HIR [8]. 3D integration can be broadly classified into two types.
First is monolithic 3D integration, where two or more active device layers and
interconnects are sequentially processed using standard lithography tools. The
other type is TSV-based 3D, which utilizes TSVs along with either solder capped
copper pillars (or µ-bumps) or wafer-level hybrid bonds to establish vertical in-
terconnections between stacked KGDs.
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(a)

(b)

(c)

(d)

Fig. 6: 2.5D chip stack using (a) bridge-chip technology, (b) interposer technol-
ogy, (c) Non-embedded bridge-chip using multi-height microbumps technology,
and (d) fan-out wafer level packaging.

Compared to single die system-on-chips (Figure 5a), 3D integration archi-
tectures such as TSV-based 3D 7a and Monolithic 3D 7b can provide certain
benefits. TSV-based 3D enables diverse heterogeneity in device integration from
different technology nodes and improves overall yield through splitting larger
monolithic dice into multiple smaller dice [16]. Monolithic 3D integration [17],
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(a)

(b)

Fig. 7: 3D chip stack. (a) TSV-based and (b) monolithic inter-layer via-based
integration.

enabled through fabrication of high-density fine-pitch inter layer vias (ILVs),
can enable higher inter-layer connectivity compared to both conventional 2D
and TSV-based 3D and higher interconnect density than TSV-based 3D [18],
[19]. Based on these studies, there exists a performance gap between TSV-based
3D and monolithic 3D ICs in terms of energy, bandwidth, and interconnect den-
sity.

With conventional air-cooling, 3D integration of logic-on-logic tiers can lead
to a worst case 73% higher maximum junction temperature (Tj,max) compared
to an equivalent 2.5D case [20]. This difference in Tj,max can be attributed
to increased volumetric power in 3D ICs, which can lead to higher inter-tier
steady state temperatures and transient thermal coupling. However, 3D integra-
tion technologies present significant electrical benefits including lower signaling
EPB, lower interconnect latency, and higher interconnect density compared to
2.5D integration schemes such as interposers and bridge-based integration [9],
[21], [22].

A few benefits of TSV-based 3D integration include lower signaling EPB,
lower link latency, and higher interconnect density compared to other enhanced-



10 Rakshith Saligram et al.

2D integration schemes such as interposers and bridge-based integration. How-
ever, relative to monolithic 3D ICs, conventional TSV-based 3D integration is
expected to have higher EPB, higher inter-chip link latency, and lower intercon-
nect density [21]. Monolithic 3D integration is a promising option for increased
BW, which achieves higher BW than TSV-based 3D integration resulting from
the utilization of shorter and denser nanoscale vertical vias [23]. Owing to this
performance gap, there is a significant interest in monolithic 3D fabrication.
However, limitations in devices, materials, and temperatures make monolithic
3D integration challenging and limiting.

A number of recent 3D integration demonstrations have been explored to
enable opportunities in high-performance computing [24], imaging [25], [26], and
gas sensing [27]. In these demonstrations, 3D integration of multiple active de-
vice layers is realized primarily through TSV-based 3D stacking [28], [29], [22]
or fabrication of multiple active layers within the same IC (monolithic 3D inte-
gration) [30], [31]. Sinha et. al [22] demonstrated a 3D stacking of 2 active dice
using high-density face-to-face wafer-bonding technology at 5.76 µm pitch and
TSVs. They demonstrated an order-of-magnitude better bandwidth (204-307
GB/s), BW (2276-3413 GB/s/mm2), and EPB (0.013-0.021 pJ/bit) compared
to existing 2.5D/3D bump-based techniques.

3 Channel Modelling

The prototype model shown in Figure 4 electrically resembles the coplanar mi-
crostrip lines. A close-up figure focusing on the interconnects is depicted in Fig-
ure 8]. In our case, we keep the structure symmetrical i.e., the spacing between
the microstrips (referred to as the pitch) is uniform and all the channels are of
equal width. In this system, we transmit signals on all channels textit(SSS) as
compared to others where it can be either an interleaving of signal and ground
signals (SG-SG-SG) or multiple grounds with a signal (GSG-GSG-GSG) which
can possibly use asymmetric signal-ground pitches and different widths for signal
and ground interconnects. Here, the ground signal will be a common plane be-
neath the channel and a dielectric material of height h. The microstrip lines have
the benefits as they are planar in nature, easily fabricable, have good heat sink-
ing and good mechanical support. It is a wire over a ground plane structure and
thus tends to radiate as the spacing between the channel and the ground plane
increases. The two-media nature or the substrate discontinuity of the coplanar
microstrip causes the dominant mode of transmission to be quasi-TEM (hybrid)
which means it has non-zero electric and magnetic fields in the direction of prop-
agation.

Due to the quasi-TEM mode of propagation, the phase velocity, character-
istic impedance, and the field variation across the channel become frequency
dependent. One of the guiding criteria for stipulating the physical dimension
of the coplanar microstrip lines is provided by [32] which are used mainly for
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Fig. 8: Coplanar Microstrip Channel Model

Table 1: Coplanar Microstrip Channel Model Dimensions

Dimension Symbol Value

Channel Width w 5µm
Channel Thickness t 2µm
Substrate Height h 10µm
Channel Pitch s 5µm - 50µm (5µm steps)
Channel Length l 100µm - 1000µm (100µm steps)

developing closed form equations for effective dielectric constants, characteristic
impedance etc., The physical dimensions should satisfy:

0.1 ≤ w/h ≤ 10 (1)

0.1 ≤ s/h ≤ 10 (2)

1 ≤ εr ≤ 18 (3)

Where s is the spacing between the conductors (channels) or the pitch, h is
the thickness of the dielectric, w is the width of the channel, t is the thickness
of the channel and the ground plane. s/h = g denotes the normalized gap factor
and w/h = u denotes the normalized channel width. Table 1 shows the various
parameters used in the model building. The concept of effective dielectric con-
stant was introduced to account to the fact that most of the electric fields are
constrained within the dielectric substrate but, a fraction of the total energy
exists within the air above. The variation of effective dielectric constant with
the pitch is depicted in Figure 9 and that for intrinsic impedance with pitch is
shown in Figure 10 [33]-[37].

The analytic expressions for the same are given by [38]

εeff =
1 + εr · K(k′)

K(k) ·
K(k3)
K(k′

3)

1 + K(k′)
K(k) ·

K(k3)
K(k′

3)

(4)
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Z0 =
60π
√
εeff

· 1
K(k)
K(k′) + K(k3)

K(k′
3)

(5)

where

k =
w

2s+ w
(6)

k′ =
√

1− k2 (7)

k3 =
tanh(πs/4h)

tanh(π(2s+ w)/4h)
(8)

k′3 =
√

1− k23 (9)

and K(x) denotes Complete Elliptic Integral of First Kind

K(x) =

∫ π
2

0

dθ√
1− x2sin2θ

(10)

Fig. 9: Variation of Effective Dielectric Constant with Channel Pitch

A coplanar microstrip model has been designed in HFSS. Each terminal of the
channel acting as a port yielding frequency dependent 6 port scattering param-
eters in the form of touchstone files. The microstrip lines show higher radiation
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Fig. 10: Variation of Intrinsic Impedance with Channel Pitch

due to lower isolation and thus more cross-talk. The cross-talk experienced by
a channel due to the adjacent channels depends on the pitch while the amount
of signal attenuation depends on how far the signal has to travel which is the
length of the channel. Thus, pitch and length are the two factors that dictate
the quality of the received signal. In order to study their effects on the system
performance, we parametrically vary them: the pitch is changed from 5um to
50um in steps of 5u and the length is varied from 100um to 1mm in increments
of 100u. The effect of E-field coupling can be observed in Figure 8 with three
cases that show the variation of magnitude of electric field on the victim channel
with (a) no aggressors, (b) one aggressor and (c) two aggressors. Noting this, we
use the generated touchstone files for performing the channel simulation. But,
before applying signals to the channel, it is recommended that the models be
checked for passivity.

The Passivity theorem states that the Scattering matrix S(s) represents a
passive linear system iff

1. S(s*) = S*(s) where * denotes complex conjugate operator.

2. Each element of S(s) is analytic in Re{s} > 0

3. [1 - SH(s)S(s)] ≥ 0 for all ω

The S parameters have been verified in ADS to be passive.
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Fig. 11: E field coupling for different Scenario (a) No Aggressor Active, (b) One
Aggressor Active (c) Both Aggressor Active

4 Transceiver System Architecture

4.1 Bundle Data Clock Forwarded Channels

Each of the coplanar microstrip lines act as a channel transmitting data from the
transmitter to the receiver in the form of voltage signals. As mentioned earlier,
the BW of the interconnects is critical. Thus, in order to improve the useful BW,
and to enhance the area utilization, we propose single ended transmission as op-
posed to differential mode which uses two links to transmit one signal, though
differential signaling offers lesser crosstalk and higher signal swings. Meanwhile,
the negative effects of single ended data transmission like simultaneous switch-
ing and reference offset can be mitigated by adjusting the voltage amplitude
of the signal. In order to minimize the energy per bit, we propose not to use
any equalization at both transmitter and receiver side. We also try to eliminate
other sources of link power consumption like clock data recovery circuits at the
receiver side by using clock forwarding.

This essentially allows a fully parallel IO design. This is a distinguishing fac-
tor in the design of current parallel chiplet to chiplet communication technologies
and is simpler to design than traditional SERDES. This is effective because in
the target designs the channel lengths are short. Thus, there can be one addi-
tional clock signal for a bundle of few data signals (8 or 16) which can be used
to forward the reference clock generated on the transmitter to the receiver as
shown in Figure 12.

4.2 Signaling

Here we evaluate two types of signaling schemes.
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Non-Return to Zero (NRZ) Here the data is represented in the form of single
0’s and 1’s. When signaling a “0” bit, a voltage of 0V is sent on the channel and
for transmitting a “1” bit, a voltage of Vdd is sent. A sample waveform for a
given stream of bits is shown in the Figure 13.

4 level Pulse Amplitude Modulated (PAM4) In this scheme, two bits of
data are grouped to signal a voltage value. Since 4 combinations of 2-bit se-
quence are possible, we have 4 voltage levels. 00−→ 0V, 01 −→ Vdd/3, 10−→
2Vdd/3 and 11−→ Vdd. The sample waveform of PAM4 for the same bit stream
is shown in Figure 13. The symbol rate in PAM4 is half that of the NRZ or the
data rate is twice that of the NRZ.

With two different signaling schemes, we have the corresponding transmitter
and receivers.

4.3 Transmitter

NRZ Since we do not use pre-emphasis or equalization, the transmitter can
be a simple buffer which transmits voltages on to the channel. The only design
constraint for these buffers is that they must be suitably sized to be able to drive
the pad capacitance of the receiver along with that of the channel.

PAM4 Here, two bits need to be transmitted as one value of voltage. The input
data is passed through a serializer which is then input to a simple 2-bit Digital
to Analog Converter (DAC). The DAC will convert it to a mapped voltage and
is transmitted on to the channel by a current mode driver.

4.4 Receiver

NRZ Similar to the transmitter, the receiver is a simple buffer which will detect
the voltage on the channel and decode it as a 0 or a 1. Thus, the buffer acts

Fig. 12: Bundle Data Clock Forwarded Channel
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Fig. 13: NRZ and PAM4 waveforms for an arbitrary bit stream

as a high gain voltage comparator which will compare the signal value to the
trip-point voltage of the buffer in order to make the decision.

PAM4 The four voltage levels on the channel need to decoded back to two
bits. Here, we use a simple 2-bit Analog to Digital Converter (ADC) to do the
conversion. Due to its high speed of operation, a flash-ADC is best suitable for
the purpose. The Flash-ADC in-turn comprises of three high gain comparators
which compare the signal value against the external reference voltage. The ADC
output is then encoded to binary.

The NRZ and PAM4 systems are shown in Figure 14.

5 Channel Simulation

5.1 Setup

The simulation is performed in Keysight Advanced Digital System (ADS) plat-
form for a 28nm technology node and the simulation setup is as shown in Figure
15. The transmitter is a Pseudo-Random Bit Sequence (PRBS) generator with
the bits being electrically encoded to voltage signals. In this study, a PRBS-7
system is used for which the sequence generating monic polynomial is given by
x7+x6+1. The transmitter has a transmit resistance denoted by R-TX which is
typically around 50Ω in parallel with the pad capacitance (Cpad) which for a
typical 28nm node is around 5pF.

The transmitter and receiver for the NRZ is a buffer as explained in the
previous section. For PAM4, we use IBIS-AMI model along with the executables
generated from MATLAB SERDES toolkit which can be used in conjunction
with the ADS setup. The supply voltage is chosen to be 1V for both NRZ and
PAM4.
The channel is modelled in the form of a 6 port S-parameter network. We use
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(a)

(b)

Fig. 14: Circuits of (a) NRZ and (b) PAM4 Systems.

the touchstone files generated from the HFSS models. The six ports represent
the three transmitter and three receiver ports which constitute the three chan-
nels. The middle channel is the victim channel that needs to carry the required
data signal under the influence of the two aggressor channels on the side which
contribute to the crosstalk. To emulate the worst-case crosstalk scenario, we have
the crosstalk generators (“XTalk” Transmitter) which are configured to operate
at the same data rate as the main transmitter but generate out of phase signals.

On the receiver side, we have the pad capacitance. The termination resis-
tance used in most of communication channels will impact power as it causes
the received signals to attenuate. Thus, in order to reduce the power consump-
tion, short links typically eliminate the legacy termination resistance. This will
make the load on the receiver side to be purely capacitive which will cause the
received signal to be reflected back to the transmitter affecting the quality of
the transmitted signal and increasing inter-symbol interference (ISI). With the
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Fig. 15: Channel Simulation Setup in ADS Platform

channel length being considerably small, the lack of termination resistance does
not affect the bit error rate (BER) significantly.

5.2 Simulation

The channel simulation controller performs statistical convolution of channel im-
pulse response with that of the data transmitted and the eye-diagram is gener-
ated at the receiver side. The channel simulation is performed for different pitch
and channel length configurations. The following is the trend that is desirable
to be observed:

1. At a constant data rate, as the channel pitch decreases, the opening of the
eye diagram decreases. This is due to the fact that the channels will get
closer and the crosstalk increases.

2. At a constant data rate, as the channel length increases, the opening of eye
diagram decreases because the signals suffer more attenuation when it travels
longer distance on the dissipative media.

3. With constant dimensions, the eye-opening decreases with the increase in
data rate due to higher inter-symbol interference.

Figures 16 and 17 show the eye diagrams for a sample of four pitch-length
configurations at a constant data rate. In an ideal case, the eye-opening must be
minimum for 1000µm length- 5µm pitch channel due to highest attenuation and
crosstalk and maximum for 100µm length - 50µm pitch channel due to lowest
attenuation and crosstalk. However, we note that the electromagnetics of the
coplanar microstrip line is much more complex than simple linear relationships
between frequency of operation and channel dimensions.

5.3 Role of Termination Resistance

As mentioned earlier, the termination resistance at the receiver side is the major
cause of signal attenuation and power dissipation. But, the main role of using a
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Fig. 16: NRZ Eye for (a) L=100µm, P=5µm (b) L=100µm, P=50µm (c)
L=1000µm, P=5µm, (d) L=1000µm, P=50µm

Fig. 17: PAM4 Eye for (a) L=100µm, P=5µm (b) L=100µm, P=50µm (c)
L=1000µm, P=5µm, (d) L=1000µm, P=50µm
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termination resistance is to avoid signal reflection back to the transmitter caus-
ing more ISI. The effect of termination resistance can be seen when trying to
push the design operating frequency to a higher value. The Figure 22a shows
the eye diagram for a relatively smaller length and very high pitch coplanar
microstrip design at 10GS/s for PAM4. There is no clear eye opening and the
diagram looks completely distorted. Figure 22b shows the eye diagram for the
same design but with a 50Ω termination resistance. We see that the eye has
clear and well-defined openings making the received signal easily detectable.

Notice that amplitude of the eye diagram before the addition of the termi-
nation resistance is 1V while that after addition is approximately 0.4V. This is
the signal attenuation mentioned above. Thus, adding a termination resistance
will be a design choice to either embrace lower energy per bit at lower data rate

(a)

(b)

Fig. 18: 10GS/s PAM4 receiver eye diagram (a) without and (b) with 50Ω ter-
mination resistance.
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Fig. 19: Channel Operating Margin Definition based on Eye Diagram for (a)
NRZ and (b) PAM4

or higher energy per bit at higher data rate. In this article, we chose to forgo
the slight improvement in data rate for lower energy per bit transmitted.

5.4 Channel Operating Margin and Highest Signaling Rate

The channel operating margin (COM) is a measure of channel performance which
was originally developed for IEEE 802.3bj and IEEE 802.3bs Gigabit Ethernet
(GbE) standards. The concept of COM has been applied for the channels under
consideration. The COM is defined w.r.t the eye-diagram in Figure 16 as

COM = 20log10
ASignal

Anoise
(11)

The standard requirement for a communication channel transmitting NRZ
data is that COM ≥ 3dB. For PAM4 signaling, since the amplitude of the ideal
signal is 1/3rd that of NRZ, the target COM ≥ 9.5dB. In the limiting case, it
will be 3dB for NRZ and 9.5dB for PAM4. For PAM4, the average of COM for
all the three eyes is taken. Here in the simulation, we determine the highest data
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rate that can be achieved while meeting the COM requirement for every config-
uration of channel length and pitch. This is done by setting an optimization goal
to meet the COM requirement and sweeping over a suitable frequency range. All
the measurements are made for a BER of 1e-15.

The intensity plot versus the channel dimensions are depicted in Figure 20
for NRZ system and Figure 21 for PAM4 system [39]. The channel pitch is along
the X axis and the channel length is along the Y axis. The highest data rate
that can be achieved for the given pitch and length while meeting the Channel
Operating Margin requirement is indicated by intensity of the color in each box.

The ideal scenario of data rate increasing with increasing channel pitch can
be seen for channel length of 600µm in case of NRZ. At 40µm pitch in PAM4,
the ideal trend of data rate decreasing with increasing channel length can be
observed. That being said, we need to look at the general trend of the data
rate as the channel dimensions are varied while considering that the maximum
frequency of operation is controlled by the electromagnetics of the channel, ef-
fective dielectric constant of the substrate, characteristic impedance, resonant
frequencies and so on. Traditionally channels are designed by fixing most of the
physical channel parameters, but here we perform a design space exploration to
identify the limits of parallel IO links.

Figure 22 show the shoreline BW density vs channel length for a sample of
four pitch configurations for NRZ and PAM4 systems. The direct implication of
the finer pitch is increased shoreline density.

Fig. 20: Maximum Frequency of Operation for NRZ for iso-BER of 1e-15
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Fig. 21: Maximum Frequency of Operation for PAM4 for iso-BER of 1e-15

(a) (b)

Fig. 22: Shoreline BW density versus Channel Length for (a) NRZ and (b) PAM4.

6 Power Estimations

6.1 Transmitter

NRZ: In our assumptions of single ended voltage mode transmission, the driver
is a buffer circuit that needs to drive the wire and the pad capacitance. The
magnitude of the wire capacitance is much smaller compared to that of the pad
capacitance. If Cpad is the pad capacitance, fclk is the frequency of operation at
which the data bits are transmitted, Vdd is the supply voltage, then the power
dissipation can be written as
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PTX = CpadfclkV
2
dd (12)

PAM4: The transmitter for PAM4 is a 2-bit DAC. We consider a simple capac-
itive binary-weighted array DAC structure as show in Figure 23. The capacitive
switching will be the key component of power consumption in this structure. [40]
provides a power estimation of such structures; when applied to a 2-bit DAC with
equal probability of 0’s and 1’s gives equation (13). fclk is the frequency of op-
eration, C0 is the capacitance of the unit capacitor, Vref is the reference voltage
for the conversion.

PDAC =
9

32
fclkC0V

2
dd (13)

A simple current mode driver comprising of two binary weighted current
sources with tail currents IT and 2IT can be utilized to drive the signal as shown
in Figure 24. The power is given be (14)

PCMD = 3VddIT (14)

6.2 Receiver

NRZ: The single ended receiver is a buffer that decodes the signal to a 0 or 1
level and has the same power expression as that of the transmit buffer given by
(5) but with load capacitance just another buffer.

PAM4: The receiver for PAM4 is a 2-bit ADC. With the inherent advantages
of high speed of operation and the low-resolution requirements for case under
discussion, a flash ADC is the best candidate. A flash ADC consists of 2N-1
comparators and an encoder. For a N=2 bit flash ADC, we will need three
comparators (Figure 25). The power of a matching limited comparator [41] is
given by (15), where Cox is the oxide capacitance, AVT is the threshold voltage
mismatch coefficient, Vin p-p is the peak to peak input voltage, CCmin is the
minimum required capacitance.

Fig. 23: Binary Weighted 2 bit Capacitive DAC
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Fig. 24: 2 bit Current Mode Driver

PComp = (144 · 22NCoxA
2
V T

V 2
dd

V 2
inp−p

+ CCminV
2
dd) · (2N − 1)fclk (15)

The power of a Wallace Encoder [42] in terms of number of bits N, typical
gate energy Egate and operating frequency fclk is given by

Penc = 5 · (2N −N) · Egate · fclk (16)

Fig. 25: Two bit Flash ADC with three comparators and Wallace Encoder
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Fig. 26: Generic Structure of Phase Locked Loop

6.3 Phase Locked Loop (PLL)

A generic block diagram of a PLL is shown in Figure 26. Here, we consider a
non-differential 5 stage VCO along with the phase-frequency detector (PFD)
from [43]. [44] provides with elaborate power estimations treating PLL as a
second order continuous time system. Given the damping factor of 0.707 and a
natural frequency of 9.375MHz with a multiplier of N=32, the power of the PLL
can be written as (17), where CPFD, CDIV, CVCO are the total capacitances of
Phase-Frequency Detector, Frequency Divider and Voltage Controlled Oscillator
respectively. The frequency divider circuit under consideration is a series of True
Single Phase Clocked (TSPC) Flops [45] along with Transmission Gate (TG)
multiplexers and inverters and PBIAS is the power of the bias circuitry.

PPLL = (CPFD + CDIV + CV CO) · V 2
dd · fclk + PBIAS (17)

Fig. 27: Power consumption of various components of NRZ and PAM4 system
for their highest frequency of Operation
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Table 2: Parameters and Values used in Power Estimation

Process
Parameters

Typical 28nm
Node Value

Cox 45fF/µm2

AVT 1.2mV-µm
Egate 1.2fJ
CCmin 5fF
C0 1pF

Other
Parameters

Value

IT 0.5mA
Vdd 1V

Vin p-p 1V
PBIAS 0.5mW

The total power for a 2.345Gb/s NRZ is 31.2mW leading to an energy-
efficiency of 13.323pJ/b. For the 1.49GS/s PAM system, the power is 14.53mW
producing an energy-efficiency of 4.876pJ/bit.

Figure 27 show the breakdown of power consumption. As expected, the PLL
is the major consumer with up to 62.4% in NRZ and 86.5% in PAM. The receiver
in both cases is negligible, as we do not use any equalizer or CDR.

7 Conclusion and Future Scope

In this paper we develop a tool chain from channel modelling to channel simu-
lation and power estimation. The different industry standard tools used in the
process include HFSS, ADS and MATLAB. We explore the coplanar microstrip
based channels as a model for die to die interconnects for 2.5D integration. We
show that higher order modulation like PAM can be applied with more than
63% energy efficiency per bit. This is enabled by the simple transceiver struc-
tures for short channel lengths. At high channel densities of up to 5µm pitch, we
note that we can achieve 445Gb/s/mm of shoreline-BW-density with NRZ and
565Gb/s/mm with PAM4.

As an extension to the current work, we are also tuning the design to match
the industry trends. Currently we propose to explore ultra-fine pitches of up to
1µm and characterize the same. The choice of the substrate material is another
important factor. We also need to quantify the energy per bit at various termi-
nation resistance and choose the one that yields the best results. The circuits
discussed need to be simulated for more accurate power numbers. Thus, we think
there is sufficient opportunity to enhance this design simulation framework.
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