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Bayesian optimization is an advanced tool to perform efficient global optimization. It con-
sists on enriching iteratively surrogate Kriging models of the objective and the constraints (both
supposed to be computationally expensive) of the targeted optimization problem. Nowadays,
efficient extensions of Bayesian optimization to solve expensive multi-objective problems are of
high interest. The proposed method, in this paper, extends the super efficient global optimiza-
tion with mixture of experts (SEGOMOE) to solve constrained multi-objective problems. To
cope with the ill-posedness of the multi-objective infill criteria, different enrichment procedures
using regularization techniques are proposed. The merit of the proposed approaches are shown
on known multi-objective benchmark problems with and without constraints. The proposed
methods are then used to solve a bi-objective application related to conceptual aircraft design
with five unknown design variables and three nonlinear inequality constraints. The prelimi-
nary results show a reduction of the total cost in terms of function evaluations by a factor of 20
compared to the evolutionary algorithm NSGA-IIL.

I. Introduction
IN this work, we are interested in the following continuous constrained multi-objective problem:

inelg {£(x) = [fi(x), 2(x),.... fn(x)]" subjectto g(x) > 0and h(x) = 0} 1)

where f : R? — R™ is a vector objective function, g : RY — RP returns the inequality constraints and h : R? — R™ the
equality constraints. The design space Q c R is a bounded domain.

Many practical optimization problems are of the type (1) with usually several conflicting objectives and no solution
optimizing all objective functions simultaneously exists in general. Therefore, one needs to select a final solution among
Pareto optimal solutions taking into account the balance among objective functions, which is called “trade-off analysis”.
Given by the set of nondominated solutions, being chosen as optimal such that no component of the f can be improved
without sacrificing at least one other component. On the other hand a solution x* is referred to as Pareto-dominated by
another solution x if and only if x is equally good or better than x* with respect to all the components of f.
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Motivated by aircraft design problems, we consider in this work that the objective f and the constraint functions (g
and h) are expensive-to-evaluate and given in black box form. Typical examples can be found in Multidisciplinary
Design Optimization (MDO) problems [1, 2] where the objective and the constraints are formulated by several different
disciplines involved (e.g., structure, aerodynamic and propulsion in aircraft design) and their interconnections. In this
context, Bayesian optimization (BO) [3] is a powerful strategy for solving problem (1).

In the context of mono-objective optimization, BO consists on modeling the objective and constraint functions with
surrogate models, cheap to evaluate, built using an initial set of evaluations, called Design of Experiments (DoE) [3, 4].
These models are then minimized and updated iteratively with new evaluations of the problem at wisely chosen points.
In fact, by maximizing an acquisition function over the approximate feasible domain [4], one is able to improve
the knowledge of the objective function over the feasible domain. The maximizer is then used to enrich the model
around the assumed optima. The same process is repeated until we reach a maximum number of iterations. The super
efficient global optimization with mixture of experts (SEGOMOE) framework [5-8] is an extension of the well-known
unconstrained efficient global optimization framework [4] to handle constrained single-objective optimization problems.

For multi-objective Bayesian optimization problems, scalarization techniques have been widely used in the
literature [9, 10]. These techniques transform the multi-objective problem into a single-objective one and thus the
related acquisition functions for the transformed mono-objective problem turn to be sub-optimal. By using such
approach, obtaining few optimal points may be easy, but constructing the whole Pareto front (particularly, in the case of
expensive-to-evaluate functions) may be out of reach. Natural extensions of mono-objective acquisition functions to
the multi-objective case have been an active research area [11-17]. For example, the expected improvement (ET) [4]
has been extended to the expected hyper-volume improvement (EHVI) [11, 14], the probability of improvement
(PI) [18] to the minimum of probability of improvement (M PI) [15], the upper confidence bound (UCB) to the Pareto
Active Learning (PAL) [16, 17], the stepwise uncertainty reduction (SUR) [19] method has been also extended to
multi-objective optimization [20].

In this work, we propose to adapt the SEGOMOE approach to solve constrained multi-objective optimization
problems. To cope with the ill-posedness of the multi-objective infill criteria, different enrichment procedures using
regularization techniques are proposed within SEGOMOE. The proposed regularization technique can be seen as a
natural extension of the Watson and Barnes infill criteria (WB2 [21] and the scaled WB2 [5]) to the multi-objective
setting, Inspired by the existing literature, different acquisition functions will be tested. The potential of the proposed
method will be shown on a set of unconstrained and constrained multi-objective problems. Finally, we present a
bi-objective application related to conceptual aircraft configuration related to the CEntral Reference Aircraft System
(“CERAS”) and based on the Airbus A320 aircraft data. Upon this test case, we will show the superiority of our
proposed approach.

This paper is organized as follows. In Section II, the single-objective Bayesian optimization and the SEGOMOE
framework are presented. The adaptation of SEGOMOE to the constrained multi-objective context is detailed in
Section III. The proposed method is then validated in Section IV on several well known benchmark problems (with and
without constraints). The aircraft design test case is commented in Section V. Conclusions and perspectives are finally
drawn in Section VI.

II. Single-objective Bayesian Optimization & SEGOMOE

This section introduces the constrained Bayesian optimization framework [3, 4] that aims to solve the mono-objective
optimization problem (1) (here n = 1) with a minimal number of calls. To do so, Gaussian Process (GP) (also known
as Kriging) [22, 23] are trained from a design of experiments (DoE) (i.e. set of designs evaluated on the objective
and constraint functions) of / points. GPs are then used to provide, with a cheap computational cost, a prediction
#8? : R9 - R and an associated uncertainty o\ : R? - R for each point of x € Q where s : R? - R can be either
f, gi for a given inequality constraint component i (Vi € [1, p]) or &; for a given equality constraint component j
(Vj € [1,m]).
Concerning the objective function, these information are combined in an acquisition function a? RIS R [24-26]
coding the trade-off between exploration of the highly uncertain domain that can hide a minimum and exploitation of
the minimum of the GP prediction. For the constraints, these information are joined to produce two feasibility criteria
czé” : R > R? and a,(:) : R - R™ [7, 24, 27] which are generally explicit. The point x *+1), solving the constrained
maximization trade-off sub-problem:

(I41) = { (03] t € g(l} n Q(”} )
x argmax ja; (x) st. x e Hig 2)



where Qg) (resp. Qf)) is the approximate feasible domain defined by the feasibility criterion ag) (resp. a',(:)), is thus
iteratively added to the DoE until a maximum number of iterations max_nb_it is reached. The solution provided to the
problem (1) is eventually the best point in the DoE (i.e with the minimal feasible value of fi).

In order to handle constrained optimization problems with a large number of design variables, a general framework
called SEGOMOE for Super Efficient Global Optimization coupled with Mixture Of Experts has been proposed by
ONERA & ISAE-SUPAERQO. The initial algorithm Super Efficient Global Optimization (SEGO) algorithm [28] has
been enhanced by the use of Mixture of Experts (MOE) [6], the Kriging with Partial Least Squares (KPLS) [29] for high
dimensional problems, different acquisition function criteria for highly non linear objective functions [5] or constraint
functions [8]. The kriging based models and the mixture of experts are built using the opensource toolbox SMT* [30].
Finally, the search of the optimum is done using different optimizers capable of considering non linear constraints based
either on derivative free optimizer (such as COBYLA -Constrained Optimization BY Linear Approximation [31]) or
based on gradient method as SLSQP (for Sequential Least Squares Programming [32]) or SNOPT (Sparse Nonlinear
OPTimizer [33]) both using the Jacobian calculation of the mixture of experts (for the objective and the constraint
function GP analytic derivatives are used).

The resulting toolbox named the super efficient global optimization with mixture of experts (SEGOMOE) has been
validated on different analytical and industrial test cases [2, 25, 34-36]. Finally, the summary of SEGOMOE algorithm
steps is given in Fig. 1.

Constructing the initial
design of experiments

Re/building
metamodels
based on GPs

reached?

Solving problem Ugg:itn:]got;lc
(2) to find x*+D 5
experiments
Computing the enrich-
ment point: evaluate the
objective and constraint
functions at x (1)
Stop and return the bcst} (Stopp ing cn’te.rion:
{ max_nb_it No

point found in the DoEJ Yes

Fig.1 The summary of SEGOMOE algorithm steps.

ITI. Regularized infill criteria for multi-objective Bayesian optimization within SEGOMOE

A. Extension of SEGOMOE to solve constrained multi-objective problems

In this section we present how the SEGOMOE solver can be extended to solve constrained multi-objective problems
of the form (1). The SEGOMOE is modified such that one can get an approximation of the optimal Pareto front related
to problem (1). For that sake, iteratively, we will apply the same procedure as SEGOMOE (see Fig. 1) except three
changes.

*https://github.com/SMTorg/smt



The first change consists in the construction of a GP surrogate of each component of the objective function f. We note
that this step can be executed in parallel for all the components of f, h and g.

The second change introduced in SEGOMOE is related to the construction of a new scalar acquisition function that takes
into account the multi-objective nature of the problem. At the stage, we work with existing multi-objective functions
(such as EHVI, MPI, FI, ...), noted ¢g. The maximization of such acquisition function within the approximate feasible
domain £, N Qy, will allow the user to enrich the DoE adequately. The same procedure is applied iteratively until a
maximum number of iterations is reached.

The third change comes at the end of the iterative process. In fact, using the updated GP surrogates of the objectives
and the constraints, we will build an approximate Pareto front using a classical constrained multi-objective solver. For
instance, in our experiments, we used the well-known genetic algorithm NSGA-II solver [37]. The latter optimization is
computationally inexpensive as it applies only to GP surrogates.

The complete description of our proposed extension of SEGOMOE to handle constrained multi-objective problems is
given in Algorithm 1.

Algorithm 1: SEGOMOE for constrained multi-objective Bayesian optimization.

Data: Objectives f and constraint functions (h and g), Q the design space, the initial DoE for objectives and
constraints, a maximum number of iterations (max_nb_it) ;

for =0 to max_nb_it do

Re/Building the GP surrogates for the objectives and the constraints;

w b -

Using the GP surrogates, build Qg) and Q_i” the approximate feasible domains related to g and h;
4 Selecting a scalar acquisition function a:f(n (e.g., EHVI, PI, MPI, PAL, SUR, ...);
5 Solving the enrichment problem x *") = arg max {aif” (x) st. x € Qg') n Q}l‘r) };

X €

6 Evaluating the objectives and the constraints at the new point x (*!) and updating the DoE;

7 Building an approximate Pareto front by apply a constrained multi-objective solver (e.g., a genetic algorithm) on
the GP surrogates of the objectives and the constraints;
Result: An approximation of the optimal Pareto front.

B. Regularized infill criteria for SEGOMOE

During the enrichment process, the maximization of the infill criterion might not be an easy task. In fact, the large
number of objectives, the dimension of the design space, the presence of noisy on the computation make enrichment
process very ill-posed (i.e., badly conditionned, many local maxima, sensitive to noisy, ...). In this context, using
regularization techniques to include additional information can be very useful for an efficient enrichment step. In
mono-objective optimization, regularization techniques are known to lead a significant improvement within BO. The
Watson and Barnes (WB2) [21] and the scaled WB2 [5] criteria are among existing regularization techniques in the
literature. In this paper, inspired by the scaled WB2 [5], we proposed to extend the use of regularization techniques of
the acquisition functions to cover the multi-objective setting as well. For a given multi-objective infill criterion af, we
set the regularized infill criterion within SEGOMOE as follows

re,
o Bx) = v arlx) - g (), ©)
where 7 is a constant parameter and y¢ : R? — R" is the GP prediction associated with f. The function i : R* — R is
a scalarization operator. Different choices exist for the function i, in the context of this paper, we will investigate two

options. Namely, for a given y € R”, we consider

(reg =max) : y(y) = maxy,

(reg=sum) : () =)y
i=1



The constant parameter y in (3) is estimated in the spirit of what is done for the scaled W B2 infill criterion [5], i.e.,

a(x] af

{ px LEEED it p(xm) > 0,
y= o

1 otherwise,

with f is an additional hyperparameter (set to 100 in [5]), the vector x;** is an approximate maximizer of the acquisition
function over the feasible domain, i.e.,

X0 ~ arg max ag(x) subjectto x € Qg N QY.
xeR

ar

IV. Numerical Results
In this section, the potential of the proposed method is evaluated using 12 analytical and challenging multi-objective
problems with and without constraints.

A. Benchmark problems

The chosen test suite is constituted of three unconstrained and three constrained problems. The first group of
unconstrained problems is composed of the three problems known as ZDT problems [38]. Those problems are
bi-objective with d design variables, d > 2.. A detailed description of the three problems is given in Appendix VILA.
In this paper, we have tested d = 2, d = 5 and d = 10, which lead to a total of 9 unconstrained problems. The second
group of test cases is composed of three constrained multi-objective problems. The first one is the Binh and Korn
problem (BNH) [39] with 2 objectives, 2 variables and 2 inequality constraints. The second problem is the Tanaka one
(TNK) [40] with 2 objectives, 2 design variables and 2 inequality constraints. The third constrained problem is the
Osyczka and Kundu problem (OSY) [41] with 2 objectives, 6 design variables and 6 inequality constraints. The three
test problems, detailed in Appendix VIL.B, are well known in genetic algorithm community.

B. Implementation details

The GP surrogate models of the objectives and constraints are done using the SMT opensource toolbox  [30]. If no

initial known points of the problem are provided, the Latin Hypercube Sampling (LHS) [42] sampling method is called
to fill equally the whole design space.
To obtain the optimal points once the model is enough refined (step 7 in Algo. 1), the multi-objective framework
Pymoo [43] has been chosen. It allows mixed-integer variables and constraints management. The GP mean predictions
from the objective and the constraint functions are used to define the problem on which the genetic algorithm is run.
These GP surrogate models of the benchmark test cases are optimized using NSGA-II [37] from Pymoo [43] with 50
generations of 100 individuals.

Once the experiment parameters and benchmark problems are set, the comparison of optimization of multi-objective
black-box problems can scale the gain in efficiency between the use of different infill criteria. To compare the
implemented methods, we fix the budget in function of the design space’s dimension. Naming 4 the dimension of the
design space and ¢ the number of constraints, the sampling will be made of 2d + 2¢ + 1 points and 204 evaluations of
the problem will be computed in total, i.e 20d — (2d + 2¢ + 1) iterations lead to the presented results.

C. Performance indicator

In the context of multi-objective optimization, the efficiency of the tested methods will be evaluated based on the
following two criteria:

e the proximity between the obtained not dominated points and the associated explicit Pareto front ones;

» the distribution of the obtained points in the objective space to cover as largely as possible the Pareto-optimal

possibilities.

Different performance indicators exist in the literature. In this context, the property of Pareto compliance is of high
interest. Namely, a weakly Pareto compliant indicator 7 is defined such that for two sets of points A and B, if the
elements of A dominates those of B then I(A) < I(B). One efficient way to estimate the compliance indicator is given

Thttps://github.com/SHTorg/smt



by inverted generational distance plus (/GD™*) [44]. The IG D* indicator is defined as follows, for a given set of points
A= {al, a,..., aw} and a reference set Z = {z;, oty P, Z|z|} with true values from the optimal Pareto front, the
inverted generational distance is given by

|Z] 1/2
IGD*(A) = % (Z d,-*(z,-)z) with df (z;) = max{‘llni{l‘l a; — z;, 0} 4)
=1 #e

where the notation |Z| defines the cardinal of the set of points Z. In our comparison tests, the smaller is the value of
IGD™ the better is the tested method. We note that evaluating the /GD* indicator requires the knowledge of the true
optimal Pareto front to build the reference set Z. For that reason, we tested analytical multi-objective problems, for
which we know explicitly the optimal Pareto fronts.

Due to stochastic effects caused by the starting point at each enrichment step and by the genetic algorithm, the /G D*
convergence plots are averaged over 10 runs.

D. Obtained results

1. Comparison of existing infill criteria within SEGOMOE

Figure 2 illustrates the convergence of the /GD™ indicator through the iterations for the tested problems. For each
problem, different acquisition criteria are compared: EHVI, PI and M PI whose mean value and associated dispersion
are displayed. The associated Pareto fronts obtained at the final iteration are given in Fig. 3. The true Pareto front
(which is known for those test cases) is also included in the Figure.

For unconstrained problems, see Fig. 2a, one can see that SEGOMOE performs well for all the three tested acquisition
functions, with comparable convergence plot for IGD*. EHVI is slightly better compared to PI and MPI for the
unconstrained test-cases. For the three constrained problems (BNH, TNK and OSY), convergence plots are given in
Fig. 2b. One can see that the problems TNK ans OSY are turn to be very challenging for SEGOMOE compare to
the BNH problem. Similarly to the unconstrained test cases, we obtain comparable performance for the acquisition
functions EHVI, PI and MPI.

Last, we note that for all the tested problems for each infill criterion, SEGOMOE converged to a good approximation
of the explicit Pareto front. The dispersion over the JGD™ scores becomes lower over the iterations, showing the
consistency of each method. Even if the dimension curse is a phenomenon leading to an exponential increase of the
research space, the methods do not lose that much in efficiency, although the number of points calculated is chosen
linearly with the problems’ dimensions. We can mention than PJ and EHVT infill criteria are most of the time the ones
giving the best results. The estimation of the EHV I acquisition function is computationally expensive compared to P
which is the easiest to compute among the tested infill criteria.
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Fig. 2 Obtained convergence plots (i.e., /GD"* values across iterations): a comparison of the acquisition
functions EHVI, PI and MPI within SEGOMOE using /IGD*.
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Fig.3 A comparison of the obtained Pareto fronts obtained using 204 points on the

2. Regularized infill criteria comparison within SEGOMOE

The obtained convergence /G D™ plots for the regularized infill criteria are given in Fig. 4, 5 and 6, respectively, for
the acquisition functions PI, MPI and EHV 1. The obtained results on our test cases using the regularized infill criteria
are in average better all along the optimization steps and converge to smaller values of IGD* after the given budget of
iterations. To measure both the quality of the obtained fronts after 20d iterations (our maximal evaluation budget), we
compared the average of the /G D™ scores across iterations in Table 1. The gains are even more visible when the design
space is high dimensional, thanks to the exploration improvement provided by the method. Nevertheless, even if EHVI
is the slowest infill criterion, it is the one giving the best results when regularized, especially with the transformation
(reg = sum) given by Eq. (4).

As a conclusion from our numerical tests, in particular if the targeted problem is high dimensional (d > 10), we



recommend to use the combination of PI and the regularization based on the maximum of the mean prediction (i.e., reg
= max).
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Fig. 4 Obtained convergence plots (i.e., /GD* values across iterations): regularization effect on the PI acqui-
sition function within SEGOMOE.
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Fig. 5 Obtained convergence plots (i.e., /GD" values across iterations): Regularization effect on the MPI
acquisition function within SEGOMOE.
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Fig. 6 Obtained convergence plots (i.e., /GD" values across iterations): regularization effect on the EHVI
acquisition function within SEGOMOE.
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Table 1

best values are given in bold.

IG D" scores (average of 10 runs) at the end of the optimization process, i.e., after 204 iterations. The

Acquisition func,

Unconstrained problems

Constrained problems

dimension 2

dimension 5

dimension 10

BNH TNK osy
ZDTI ZDT2 ZDT3 ZDTI ZDT2 ZDT3 ZDTI ZDT2 ZDT3

PI 2501072 37103 1.79107! [ 223102 85102 6.191072 | 3.42102 6.051072 9171072 | 1.8210" 271102  1I.1
PI (reg = max) 681073 38107% 641102 | 9.01073 73107 642102 | 246102 6381072 1.22107! | 1.91107" 264107  9.89
PI (reg = sum) 59107 35107 245107' | 82102 75107 7221072 | 2.04102 4.681072 1.38107! | 1.83107! 2231077  11.2
MPI 127102 38103 247107' [ 285102 1.09102 1.07107! | 4121072 609102 1.70107! | 1.8310°1 2231072  11.2

MPI (reg=max) | 1.0610°2 521073 1,14107! | 126102 81103 9611072 | 221102 462102 1.82107! | 1.9710°' 1.87107% 1.1110!
MPI (eg=sum) | 511073 37107 1.64107!' | 73103 9410 874102 | 234102 454102 132107 | 1.87107" 2411072 116
EHVI 2471072 40102 170107' [ 1761072 84103 581102 | 255102 5781072 113107 | 1.82101 271102  11.1
EHVI (reg =max) | 3210% 35107 9761072 | 139102 90102 7.13102 | 239102 914102 1.3510°! | 1.8210° 2.541072 10.7
EHVI (reg=sum) | 34102 3.8107% 992102 | 125102 94102 705102 | 373102 549102 15310°! | 1.8310°' 1.751072  10.2

Table 2 Definition of the “CERAS” bi-objective optimization problem.

V. Overall aircraft design bi-objective optimization
The proposed approach is then applied to a MDO application from the FAST-OAD framework [45]. FAST-OAD? is
an open-source Python framework that provides a flexible way to build and solve the Overall Aircraft Design problems
by assembling discipline models from various sources: FAST-OAD currently comes with some bundled, quick and
simple, models dedicated to commercial aircraft. In this paper, FAST-OAD will resolve an MDA problem that mainly:
(a) sizes the geometry of main aircraft components, (b) computes mass and centers of gravity of aircraft parts, (c)
estimates the aerodynamics and propulsion along the computed mission, and (d) returns some quantities of interest
related to the mission. These estimated quantities are used to define the two objectives and the constraints of our
optimization problem. In this case, the fuel burn and the operating weight empty are considered as the two objectives.
The data from the CEntral Reference Aircraft System (“CERAS”) based on an Airbus A320 aircraft are used here. The
problem to solve is a constrained optimization problem with 2 objective functions, 5 continuous design variables with
associated bound constraints and 3 nonlinear inequality constraints. The optimization problem is described in Tab. 2.

Function/variable Quantity Range
Minimize Fuel mass 1
Operating Weight Empty 1
Total objective functions 2
with respect to  x position of Mean Aerodynamic Chord 1 [16.,18.] (m)
Wing aspect ratio 1 [5411.]
Horizontal tail aspect ratio 1 [1.5,6.]
Wing taper aspect ratio 1 [0.,1.]
Angle for swept wing 1 [20.,30.] ®)
Total design variables 5
subject to 0.05 < Static margin < 0.1 2
Wing span < 36 1
Total constraints 3

The proposed method SEGOMOE for Multi-Objective Bayesian Optimization, is applied on the “CERAS” problem

thttps://github.com/fast-aircraft-design/FAST-0AD
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with an initial DoE of 15 points and 100 iterations are performed. For these preliminary results, two different acquisition
functions with regularization, PI (reg = max) and M P/ (reg = sum) are compared and a population size of 120 points
is chosen for the approximate Pareto front. The resulting Pareto fronts are presented in Fig. 7a and Fig. 7b with the
initial DoE and the 100 added BO points. The approximate Pareto front is composed of 120 points obtained with the
GP surrogate models (black or blue points depending on the used criterion). If more iterations are performed, the
Pareto fronts are quite similar: Fig. 8a compares the optimal fronts for PI (reg=max) criterion considering 100 or 200
iterations. In order to validate the SEGOMOE Pareto front obtained, we compare the 120 GP values (approximate
Pareto front with blue points) to the real ones (grey points) computed directly with FAST-OAD in Fig 8b. All of the 120
points respect the constraints and the two Pareto fronts are closed to each other which confirms the accuracy of the GP
models. The last comparison is done by applying directly the NSGA-II algorithm on the FAST-OAD framework without
using any surrogate model on Fig. 9. To run the algorithm, 50 generations are used with a population size equals to 50.
Fig. 9a shows the 2500 obtained points where the green ones represent the feasible configurations and the red ones the
non dominated solutions. The SEGOMOE (approximate with P/ (reg = max) or M P/ (reg = sum)) and the NSGA-II
Pareto fronts are finally compared on Fig. 9b. In terms of number of function evaluations, the SEGOMOE front is
obtained with 115 evaluations of FAST-OAD compared to 2500 evaluations with NSGA-IL.

SEGOMOE - cniterion Pl (reg = max): 115 calls SEGOMOE - criterion MPI (reg = sum): 115 calls
[ =&~ Final GP based Parelo front =#= Final GP based Pareto front
Initial DOE 15LHS = u Initial DOE 15LHS
B SEGOMOE points [ ] B SEGOMOE points

43000 43000
42000 42000
* 41000 41000
40000

40000

30000

30000

18000 19000 20000 21000 22000 73600 18000 19000 20000 21000 22000 uduu
[ f

(a) Approximate Pareto front obtained with SEGOMOE - PI(b) Approximate Pareto front obtained with SEGOMOE -
(reg = max) criterion M PI (reg = sum) criterion

Fig. 7 “CERAS” bi-objective optimization results with SEGOMOE considering an initial DoE of 15 points and
100 iterations. Two regularized acquisition criteria, P/ (reg = max) and M P/ (reg = max) are compared.



Approaches Number of calls | Time

NSGA-II 2500 85h
SEGOMOE - PI (reg = max) 115 3h10
SEGOMOE - MPI (reg = sum) 115 4h04

Table 3 CPU time to compare the different approaches.

SEGOMOE - criterion PI (reg = max) SEGOMOE - critenion PI (reg = max): 115 calls
" —— Final GP based Pareto front: 115 calls @ Final GP based Paroto Front
® —— Final GP based Pareto front: 215 calls : 4 Final Pareto Front
Initial DOE 15LHS 2000
43000 ¢ ° W 100 SEGOMOE points
%. ] ® 200 SEGOMOE points

11500

42000
12000 41000

- W 40500
41000

10000

29000 “N

18000 19000 20000 21000 22000 23000 18000 19000 20000 21000 22000 23000
fi f

40000

30000

(a) Approximate Pareto fronts obtained with SEGOMOE - PI (b) Approximate Pareto front (SEGOMOE - P/ (reg = max),
(reg = max) criterion: 115 and 215 calls 115 calls) and the recomputed one with FAST-OAD.

Fig. 8 ‘“CERAS” bi-objective optimization results with SEGOMOE considering an initial DoE of 15 points and
100 or 200 iterations.

NSGA2: 2500 calls NSGA2 and SEGOMOE
4000
. all . SEGOMOE-MPI (reg = sum}): 115 calls
o feasible 3 4+ SEGOMOE-FI {reg = max}: 115 calls
. 42000 »
e fr  optimal % NSGAZ: 2500 calls
H
43000
41500
42000 41000
" o 40500
41000
40000
10000
30500
il
19000 000 M‘
18000 19000 20000 21000 22000 23000 18000 19000 20000 21000 126DG 23500

f fy

(a) Admissible points, dominated points and Pareto front using (b) Comparison of Pareto fronts obtained with SEGOMOE
NSGA-II. A total of 2500 points is represented. (115 calls) and NSGA-II (2500 calls)

Fig.9 “CERAS” bi-objective optimization results with SEGOMOE and NSGA-II.

Concerning the computational time of this test case, Table 3 compares the CPU time required to obtain the different
final Pareto fronts of Fig 9. The SEGOMOE algorithm with both selecting criteria (P/ (reg = max) or MPI (reg =
sum)) allows to reduce drastically the cost: less than 5 hours instead of 85 hours with NSGA-II. The CPU time for the
PI criterion (reg = max) is divided by a factor of 1.3 compared to the M PI criterion (reg = sum).

For illustration, four points have been selected on the Pareto front and their associated “CERAS™ geometries are
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represented in Fig. 10: the first point is given by the minimum of fuel burn (min f;), two points are located along the
front, and the forth one is associated to the minimum of Operating Weight Empty (OWE) (min /) as shown in Fig. 10a.
The differences between the four resulting configurations are illustrated in Fig. 10b. The minimum of fuel burn (min f;)
configuration exhibits the highest aspect ratio which is beneficial for (induced) drag reduction but leads to a higher
structural weight. Fig. 10a shows that this configuration has an increased OWE (including wing structural weight) but
also a reduced fuel burn. On the opposite, the minimum OWE (min f>) has a more compact wing geometry close to a
delta wing. Such a geometry has a lower structural weight associated with a lower aerodynamic performance. The
impact on OWE and fuel burn is confirmed by Fig. 11: although the simplified aerodynamic and wing mass models are
at the limit of their validity for such a geometry, their ability to capture the expected tendencies is satisfactory for this
study.

SEGOMOE - criterion Pl (reg = max): 115 calls

. Min f1 paint 49
42000 . Middle point 1
e Middle paint 2 55
% Min £2 point )
%
41500 '\° "
41000 \ & .
i
%
o 40500 b 5 o~
L ~
T 5
40000
o —
..
"
500 "y,
8
~n,
’ | L]
e
0000
h@| o
18000 19000 20000 21000 22000 3000 9 5 % S5 j i 5 % "

1
(a) 4 selected points on the Pareto front. (b) “CERAS” geometry for four specific points

Fig. 10 “‘CERAS” geometry configurations for four selected points on the Pareto front.
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Fig. 11 Mass breakdown: Maximum TakeOff Weight and Overall Weight Empty for the four selected “CERAS”

different configurations.
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VI. Conclusion and perspectives

In this paper, we extended the BO optimizer SEGOMOE to solve constrained multi-objective problems. The use
of different acquisition functions within SEGOMOE was also investigated. A class of regularized infill criteria for
the acquisition functions have been proposed in order to ease the optimization process in a multi-objective context.
The merit of our approach was first shown on known analytical multi-objective problems with and without constraints.
Then, the proposed method was used to solve a bi-objective application related to conceptual aircraft design based on
the Airbus A320 aircraft data. Including categorical design variables will allow to solve more realistic conceptual
aircraft design problems [46]. In this context, inspired by the recent software developments [47, 48], an extension of
SEGOMOE to solve mixed-categorical multi-objective optimization problems shall be investigated in a near future.

VII. Appendix

In this appendix, we describe mathematically the benchmark problems we used to test our implementations.

A. Unconstrained problems
The unconstrained test cases are the three first ZDT functions [38]. All of them can take at least d = 2 variables.

Their domain is then Q = [0, 1]¢. Their respective expressions are:

ZDT1:xeR? > [x,1 - =]
=_1l

2
ZDTZ:xERdH[xl,l—( X1 )]

d
Il Xi

ZDT3 :xeR¥ = [x,1 - S — —d sin(10mxy)).
14+252 1x' 14+22 ]x'

These functions are commonly used in the literature thanks to the variety of Pareto fronts they provide. ZDT1 has a
convex Pareto front, ZDT2 has a concave one and ZDT3 a discontinuous front as shown in Fig. 12. As the coordinate x;
has opposite effects in both objectives, the Pareto optimal points are obtained by minimizing g, such that the Pareto set
is{xeQ; Vi>1x; =0}

ZDT1 Pareto Front ZDT2 Pareto Front

.
08 a8 075
o050
06 06
025
-0.25
0z 0z
-0.50 \
00 00 -0.75

o0 02 04 06 oa 10 oo 02 04 06 0B 10 0o e2 04 06 [ 2:]
fl fl n

ZDT3 Pareto Front

Fig. 12 The optimal Pareto fronts of the tested unconstrained multi-objective problems: ZDT1, ZDT2 and
ZDT3.

B. Constrained problems
» The first one is the Binh and Korn problem [39].

R? — R?

f: .
X [41:% +4x§ s (_xl - 5)2 3 (x2 _ 5)2] ( )
[ V)
such that { &' ® = - 52) X+ 22 >0 ©
gZ(X) = (.X] - 8) + (xZ + 3) —-7.7 > 0

The design space is given by © = [0, 5] x [0, 3]. Its Pareto set is the following union {x ; x; =x; and x; €
[0,3]} U{x; x1 € [3,5] and x; = 3}.
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* The second problem is the Tanaka problem [40] with 2 variables and 2 constraints:

RZ R RZ
f: )]
X —  [x1,x2]

g1(x) x2+x2-1-0.1cos (16arctan i—;) >0
g2(x) —(x1 = 0.5)2 = (x2 -0.5)2+05> 0

The design space is given by Q = [0, 7] x [0, x]. If there is no constraint, the solution would be x = (0, 0). As
this point is not reachable, the solution lies on the boundary of the first constraint for the points that also satisfy

the second constraint, making of the Pareto optima a discontinuous set as shown on Fig. 13.
* The third constrained problem is from Osyczka and Kundu paper [41]:

such that { (8)

£ R¢® — R?
X [—(25(x1—2)2+(x2—2)2+(x3—1)2+(x4—4)2+(x5—1)2),x%+x§+x§+xi+x§+xé]
9
g1(x) = x1+x-220
g2(x) = 6-x1-x20
= 2- >0
such that 5 &(® il = (10)
ga(x) = 2-x1+3x,20
gs(x) = 4-(x3-3)2-x420
g6(X) = (x5-3)2+x-420

The design space is given by Q = [0, 10] x [0, 10] x [0, 5] x [0, 6] X [0,5] x [0, 10]. This problem has the
following explicit optimal Pareto front set

X1 X3 X3 X4 X5 Xg

5 1 [1,5] 0 5 0

5 1 [1,5] 0O 1 0
[4.065,5] (x1-2)/3 1 0 1 0
0 2 [1,1.3732] 0 1 O
[0,1] %y 1 0 1 0

The problems NH, TNK and OSY have different Pareto front structures are shown in Fig. 13.

BNH Pareto Front TNK Pareto Frant OSY Pareto Front
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» 08 \.
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1] 2 @ &0 L] 100 120 140 g 02 04 (13 o8 10 =215 -250 -225 -200 -175 -150 -125 -l00 -75
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Fig. 13 The optimal Pareto fronts of the tested constrained multi-objective problems: BNH, TNK and OSY.
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