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Abstract. The humans have the natural ability of following objects with the head 

and eyes and identify the relationship between those objects. This daily activity 

represents a challenge for computer vision systems. The procedure to identify the 

relationship between human eye gaze and the trackable objects is complex and 

demands several details. In this current paper we proposed a review of the main 

gazing following methods, identified the respective performance of them and also 

proposed an AI based method to estimate the gaze from 2D images based on head 

pose estimation. The main important details to be recovered from images are 

scene depth, head position and alignment and ocular rotation. In this approach 

we perform a track estimation of the gaze direction without the use of the eye 

position, and also, the face partial occlusion is considered in the analysis. The 

proposed approach allows low cost in processing with considerable accuracy at 

low complexity sceneries, because we don't need to extract the facial features. 

Gaze tracking is important to evaluate employees’ attention to specific tasks in 

order to prevent accidents and improve work quality. The presented method 

improves the current knowing workflow by applying the head pose estimation 

instead face detection for training and inference. The promisors results are 

presented and open points are also discussed.  

Keywords: gaze following, computer vision, artificial intelligence, gaze 

direction, artificial neural network 

1 Introduction 

Following the direction of gaze is an important task to understand the behavior in 

human-human and human-object interaction. The marketing and sales sectors of retail 

companies seek to understand the consumer behavior in relationship to the acquisition 

of goods, taking into account cognitive aspects such as visual and behavioral 

information of the consumer. In factories production lines, for example, the level of 

attention on different items or parts can be inferred based on human-object eye contact 

in real time, seeking to understand human interaction in the production process, 

measure the time spent on tasks and analyze productivity. For safety, in remote 

lifeproof systems (liveness detection), in education and training approaches to 

determine the level of attention of students on the teacher. 
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An analysis of where they direct their gaze is an example of this. In this article we 

propose an analysis of the datasets and previous approaches to propose an end-to-end 

solution and we apply a study case with the objective of estimating where people are 

looking. 

In order to avoid any misunderstanding, in this work we use the term "focus of 

attention" to refer to the direction in which the person is looking (the object of gaze 

fixation), called gaze following [1]. 

Shared attention is present in every part in our daily life and it can be observed in 

almost all social interactions. Human beings have the ability to follow another person's 

gaze naturally. Although this ability is of vital importance and natural to humans, for 

computer vision it is extremely challenging for three reasons [2]: 

 

1. Deducting the point of view requires information on the depth of the scene, 

the pose of the head and the movement of the eyeball. However, inferring the 

depth of the scene with a monocular image is complex and can have a high 

computational cost. In addition, estimating the position of the head and the 

movement of the eyeball is often not possible due to occlusion. 

 

2. There may be ambiguity in the focus of gaze estimates, as in fig. 2 (a). 

 

3. Gaze following involves understanding the geometric relationship between 

the target person and the other objects in the scene, as well as understanding 

the content of the scene, which is a difficult task. 

2 Related works 

Although important, a few works in the field of computer vision have explored the 

subject by limiting the scope of the problem and restricting situations to scenes of 

people looking at each other [3], in controlled environments or using multiple image 

sources to determine the target [4]. The literature review was based on the methodology 

of [5] where the main identified works works that use eye-tracking techniques and can 

be applied to controlled scenarios such as human-computer interaction [6, 7]. 

Recent works have explored the problem of estimating gaze direction in different 

ways. Some previously explored approaches are highlighted: 

 

● In [3] it was sought to determine whether or not people are looking at each 

other on television videos. 

● An eye-tracking technique that consists of tracking the movements of the 

eyeball was applied by [8], which predicts the next object of attention in order 

to improve the recognition of actions. 

● Through tracking the eye by monitoring the position of the iris, a set of 

annotations of facial points is made to perform eye tracking [1]. 

● Estimating the direction of gaze with only the position of the head, but without 

the specific target point [9]. 
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● Given an image containing several people, gaze direction is estimated without 

environmental restrictions, and the target point of the gaze is determined by 

detecting salient points [4]. 

● Other works propose approaches for videos in [10, 11]. 

● 3D images contain information about the depth of the scene and some 

highlighting contributions are presented in [12, 13, 14]. 

 

The problem of gaze following was explored by [15] to infer the attention shared among 

two or more individuals over another object or human. 

The current state of the art for monocular images consists of the use of deep neural 

networks (deep learning). It is a two-stage neural network to predict the gaze direction 

of the person selected in the scene, where in the first stage, only the image of the head 

(crop) and its position in the scene are necessary to perform the gaze direction 

prediction. Then, possible vectors are generated which are used to characterize the 

distribution of the points of gaze without considering the content of the scene [2]. 

Shared attention is present in daily life and can be observed in social interactions 

[15]. Through videos extracted from public television programs with scenes of social 

interaction, it was possible to automatically determine shared attention. It is a 

phenomenon where two or more people simultaneously look at a target in the scene that 

must be analyzed as a third person (outside the scene). The solution was a proposal for 

a space-time neural network to detect shared attention in videos. 

Different approaches have used eye tracking to successfully determine gaze 

direction [6, 7, 16, 17]. However, [4] observed that these techniques are severely 

affected by self-occlusion generated by the individual's positioning in the scene. In this 

way, they propose a neural network architecture divided into two paths with the 

objective of determining the focus of people's eyes on everyday images without the 

restriction of the environment. The detection pipeline is divided into two independent 

neural networks. The image follows a path that discovers the salient points (Saliency 

Pathway), assuming that they are targets of attention in order to highlight and 

emphasize certain objects that people tend to look at. The other path (Gaze Pathway) 

uses an image of the detected face and its position in a neural network model to 

determine the direction of gaze from the position of the head [4]. 

The limitation of the proposal by [4] is that the object in the region of eye focus may 

not always be salient, revealing a difficulty in finding the end point of the gaze directly 

through salience algorithms. According to [18], the detection of salient points consists 

of highlighting regions of an image, and can be applied in the segmentation of images 

and videos, image compression, action recognition, and video summarization, among 

others. 

Given that the works proposed to use the position of the head and the movement of 

the eyeball separately to determine gaze direction, [12] proposed an approach with 

multiple cameras using two separate deep neural networks, one for the prediction of the 

position of the head and another for the movements of the eyeball without using facial 

points. To connect the two layers, the “gaze transformation” layer was created. The 

output presents a vector composed of the starting point (eye coordinates) and the 

direction of the gaze to the target point in 3D space. 

The current state of the art for monocular images [2] consists in the use of deep 

learning. Advances were made by [4] since 2015 with a new approach to determine the 
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focus of gaze suggesting a two-step method inspired by the human behavior of gaze 

following. Especially when a person outside the scene (third person) analyzes it with 

the objective of estimating the person's gaze direction, the estimation of the target of 

the gaze is made based on the image of the head. Thus, the authors propose to use the 

image of the head and its position in the image to determine the gaze direction in the 

first stage, and then the gaze direction field is "coded" in three different scales. In the 

second stage, the gaze direction vectors generated in the previous step are linked with 

the image to generate a heat map where the point with the highest value represents the 

target of the gaze. 

Heatmap regression is a technique used in many applications such as pose estimation 

[8] that uses regression models to propose a cloud of possible points to determine the 

pose of people in videos. In the same way, the point of gaze is predicted based on a 

heatmap of the content of the scene over the multiple estimated gaze direction vectors. 

2.1 Gaze following and Head Pose Estimation 

Estimating the position of a person's head is a problem that has a wide range of 

applications, such as assisting in gaze following, defining attention, adjusting 3D 

models (animations or characterization of characters) to the video, performing face 

alignment, monitoring driver behavior, or associating with other techniques in view of 

the fact that it is closely related to everyday problems such as gaze following. 

Previous approaches have generally used facial point estimation to make a 

correspondence from 2D to 3D. However [19, 20] argue that relying entirely on the 

performance of detecting facial points to estimate the position of the head is a fragile 

method, which involves some steps constructed in the form of a cascade, so if the first 

stage fails, consequently the rest will be affected. From the face detection, the markings 

of the reference points in the 2D image are estimated and adapted in an average 3D 

model of the human face, and with the camera parameters it is possible to calculate 

corrections to then make the correspondence between the 2D points and the 3D model. 

Large face datasets [21, 22] and efficient methods with different approaches have 

previously been proposed to solve problems related to facial analysis, such as face 

detection [23, 24, 25, 26], face recognition [27], age estimation, detection of facial 

points and estimation of head position [19, 20]. 

The head pose estimation problem from a simple 2D image is resolved with the 

ResNet-50 multi-loss neural network architecture [19], where each loss has a 

classification and a regression corresponding individually to the three angles of yaw, 

pitch and roll. Given the position of the head, the product of the proposed method is a 

3D vector that contains the yaw, pitch and roll angles. Estimating the pose of the head 

from an image basically requires learning to map between 2D and 3D spaces. Some 

methods use 3D images that contain depth information not present in 2D images that 

are the objective of these approaches. 

3 Methodology 

In this section it is presented the proposed methodology to determine the direction of 

gaze. This methodology is based on facial detection and head position estimation, 
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without using the points of the face (markers) in an end-to-end flow. The product of the 

method consists of a vector connecting the head and the focal point of gaze. 

The proposal analyzes the union of face detection techniques and head pose 

estimation [19] with the gaze following technique proposed by [2]. We joined these 

methods as presented in fig. 1. 

A close relationship was observed between the two techniques, even if for different 

purposes. Determining gaze direction necessarily goes through the facial detection 

process, as it does the head pose estimation that uses a cut-out image of the face to 

determine the position of the head (yaw, pitch, and roll angles). 

 

 
Fig. 1. Proposed detection pipeline. 

 

3.1 Hardware Scheme Configuration 

For prototyping, development and training, a computer equipped with Intel Core i5 

3.0 Ghz with 4 threads, 16 GB of RAM and 1 NVIDIA 1660 GTX GPU with 6 GB of 

RAM was used. The operating system used was Ubuntu 16.04 LTS. This setup was 

powerful enough to run the inference tests and training. 

4 Training and Testing Dataset 

In order to progress in the problem of predicting the gaze direction of one or more 

people in images, specific datasets must be used. Proposed in 2015, the GazeFollow 

dataset [4] contains 122,143 images and 130,339 people, with the annotation from the 

center of the eyes to where the “annotator” believes that the person under analysis is 

looking, with up to 10 different possible targets of gaze. For this dataset the authors 

used only images with the aim of looking within the image. 

The dataset consists of a selection of images from different sources, such as SUN 

[28], MS COCO [29], Actions 40 [30], PASCAL [31], ImageNet [32] and Places [33]. 

This composition of different sources resulted in a large and challenging dataset of 

images of people in day-to-day activities with diverse scenarios. In figure 2, three 

examples of people engaged in activities and their respective annotations can be seen. 
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Fig. 2. Examples of images from the GazeFollow dataset [4]. 

 

In figure 2, examples with one or multiple people can be seen from the GazeFollow 

dataset, where only one or some but not all have annotations of the direction of gaze 

(c), even with the target of the gaze within the image or multiple annotations in the 

same image (b). 

Another recent dataset proposal, the Daily GazeFollowing Dataset [2], which 

analyzes videos of people in everyday scenes interacting with objects and the 

environment, such as offices and work environments, shared spaces in buildings, 

interaction between people, etc. The annotations were made by the people in the scene, 

so they are more reliable according to the authors. 

Regarding the dataset, GazeFollowing will be used because it is broader. It is 

concluded that examples of gaze following in which it is not possible to detect the face 

are not useful for this study because they are outside the proposed pipeline. In this way, 

a solution is proposed to repopulate the dataset. 

4.1 Repopulation of the GazeFollow Dataset 

Divided between training and validation, the dataset proposed by [4] has a large number 

of images. The annotations maintained the same format, although among the 

annotations only the gaze vectors originating inside one of the detected face bounding 

boxes were maintained. 

The proposed flow presented in fig. 3 implies the complete re-processing of the 

GazeFollow dataset. For each image, the faces are detected with the Dual Shot Face 

Detector [34] and for each face detected it checks if there is any annotation (ground 

truth) for this image with the point of origin of the gaze inside the bounding box of the 

face. If the point of origin of the gaze is related to the detected face, the estimation of 

the head position is made and the result with the pitch, yaw and roll angles is included 

in the original annotation of the dataset. 

Among the images in which it was possible to detect the face and the origin of gaze 

direction vector annotations, the head pose estimation was processed. Some examples 

can be seen in figure 8. The result of the head pose estimation has been linked to the 

dataset as new parameters. These are numbers referring to pitch, yaw and roll angles 

and table 1 shows the number of modified images in dataset. 
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Fig. 3. Flow to repopulate the dataset with head pose estimation. Image elaborated by the 

author (2020). 

 

Some examples where one or more faces were detected but there are no annotations 

of the direction of gaze. As presented in Fig. 4, the cyan colored bounding box represent 

the face annotation and magenta is the not annotated ones.    

 

 
Fig. 4. Example of face detection without annotation of the gaze directions. Adapted from the 

GazeFollow Dataset [4]. 

 

 

Table 1. Number of images in the datasets. 

Dataset Original Repopulated 

Training 119.125 98.508 

Test 4.782 3.883 
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As presented in table 1, from 119,125 images for training, 17.3% were discarded 

because they did not meet the requirements in the repopulation process, whereas in the 

test dataset after processing, 18.79% of the images were discarded. The images that met 

the requirements shown in figure 3 were included in the new dataset with the head 

position estimation. 

5 Training strategy with head pose estimation 

The network input parameters are originally divided into three parts: head image, head 

position and the original image. The head and the original image are scaled to 224 x 

224 pixels. After the repopulation of the dataset, there is a new parameter with three 

positions: pitch, yaw and roll. 

Used in training, the new parameter "head_pose" has the three angles and is the 

product of the process of estimating the head position for each face annotated in the 

dataset.  

Our approach does not use head image to determine the direction of the gaze. We 

changed the input of the neural network, removing the head image from the training 

process, and fusion layer. The fusion layer combine the eye position and head pose 

estimation into a sequential linear operation with ReLU activation function. 

The outputs of the network remain with the original implementation and consist of 

two parts: direction of gaze and visual attention. The direction of gaze is the normalized 

vector from the head position to the point of gaze and the visual attention is a 56 × 56 

pixel heatmap whose values indicate the probability of being the point of gaze. 

The function that represents the loss is: 

𝜄𝒅 =  𝟏 − 
{ 𝒅, 𝒅 ̂}

| 𝒅, 𝒅 ̂|
 

(1) 

Where d represents the ground truth and �̂� is the result of the prediction of the 

direction of gaze. 

To calculate the loss in the heatmap regression, the originally implemented function 

BCE Loss (Binary Cross Entropy loss) is used, which creates a criterion that measures 

the binary cross entropy between the ground truth and the output. 

Loss functions such as BCE Loss are typically used within the gradient drop, which 

is an iterative structure for moving parameters (or coefficients) to optimal values. Cross 

entropy describes the loss between two probability distributions [37]. 

The implementation is based on the PyTorch framework. To extract the features of 

the head image, the pre-trained ResNet-50 neural network was used by [2] with the 

Imagenet dataset [32]. The heatmap is introduced in the training after converging the 

first training layer, and is generated from the target point of the gaze annotated in the 

ground truth positioned in the center of the kernel of a Gaussian convolution operation. 

A sigmoid function was implemented in the output for activation of the heatmap. 

Keeping in mind that we are working with the orientation of the head in space, data 

augmentation functions can be detrimental. Randomly transforming the head pose 

estimation data (head angles) can cause these to be lost and can confuse the model 
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during training. Therefore, no techniques were used to expand the dataset during 

training. 

6 Metrics and validation 

The classification task can be considered binary when the data input must be 

classified in only one class [38]. Our assessment compares the annotations (ground 

truth) of the dataset with the distribution of predictions. Evaluating the performance of 

different approaches and algorithms to determine gaze direction requires specific 

metrics for the problem. The following metrics are presented [2]: 

 

● Area Under Curve (AUC) refers to the area under the ROC curve. The higher 

the value, the better the result. 

 

● L2 or Dist is the Euclidean distance between the focus point of the gaze 

predicted by the network and the average of the annotation (ground truth). 

 

● Angular error, to be calculated, requires tracing the annotated vectors and the 

result of the prediction to then calculate the error between them, corresponding 

to the average between the points of gaze. 

 

Even though the processing cost and time for inference are not the focus of the 

research, the average time to perform an inference must be taken into consideration 

when there is a need to embed the solution on IoT devices, or in scenarios with hardware 

limitation. 

7 Results 

Hereinafter the results obtained from the implementation of the model to determine 

gaze direction [2] are presented, as well as the results of the method HopeNet [19] to 

estimate the position and the angle of the head. Both implementations are available in 

the Github project repositories [35, 36]. 

For validation, a 32-second video was recorded at a rate of 30 frames per second 

(Logitech 12mp webcam, 1080 x 720 resolution) to enable comparison and analyze the 

performance of the application of [2] without annotating the origin of gaze to validate 

the efficiency of the proposed change. The video has a total of 960 frames, all with the 

face exposed, without occlusion. 

The objective of this experiment is to understand the importance of the face detector 

in the first stage of the inference pipeline.  

Figure 6 on the left shows a positive result of facial detection and heatmap regression 

to determine gaze direction. On the right side of Fig.6, the heatmap can be seen linked 

with the original image to monitor the output of the proposed model. When it is not 

possible to detect the face (false negative) with the face detector model proposed in this 

approach, gaze direction cannot be inferred, as in the example in Fig.7. As shown in 

figure 7 (b), the face detection problem directly affects the next stages of the pipeline 
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to determine the gaze direction like as in figure 7(a), and exposes the importance of a 

good face detector to estimate the point of attention in real time. 

 

 

 
Fig. 6. Example of success in the process of facial detection and gaze following. 

 

 

 
Fig. 7. Example of unsuccessful in face detection and breaking the gaze following frames 

sequence of the pipeline. (a) expected detection (b) no-detection in consecutive frames. 

 

 

 
Fig. 8. Application of head pose estimation in the testing video. 
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Gaze following and head pose estimation are not the same techniques and no studies 

were found using both techniques directly coupled. The HopeNet head pose estimation 

[19] partial tests were performed based on the pre-trained model made available by the 

authors in the Github repository [36]. 

As presented by [19] and verified in figure 8, HopeNet stood out for its high capacity 

to determine the head angulation in a wide range of positions and partial occlusion of 

the face considering the fact that the proposed architecture does not use face points to 

determine the angulation of the head. 

7.1 Results from proposed method 

The results of the experiments are listed in table 2. Due to changes in the dataset to 

include the head position estimate as presented in section 4. The neural network model 

proposed by [2] was also changed as presented in session 5. 

 
Table 2. Resultados de treinamento com método proposto. 

Methods AUC Distance L2 Angular Error 

Recases et al. [4] 0.881 0.175 22.5 

Lian et al. [2] 0.903 0.156 17.6 

Our method 0.911 0.179 20.71 

 

Table 2, shows that our model outperforms [2] and [4] on AUC evaluation metric, and 

approximates the average of the Euclidean distance between the direction of the gaze 

direction and ground truth annotation, and average angular error of the direction. 

The file with the saved model has an average size 47% smaller (116.5 Mb) than the 

model made available by [2] (223.4 Mb) for download. 

So far, our model does not completely surpass the results obtained by [2], but it 

presents the model's viability and discusses the use of the gaze direction estimation 

technique with the head position estimation. Potentially applied in factories 

environments for production measurement [39], ergonomics systems, classrooms or 

online teaching softwares, online meetings, or in parallel with other computer vision 

systems in everyday interactions, web applications and embedded systems. 

8 Conclusion 

Systems to determine the direction of gaze will be fundamental to improve the human 

experience when interacting with machines and robots, especially those that seek to 

imitate human behavior. Based on the results, it is observed that the proposed 

architecture has the potential to surpass the current state of the art results to determine 

gaze direction. The proposed method presented in this article has its own characteristics 

and consists of the connection between the techniques of face detection, head pose 

estimation and gaze following in a pipeline for inference and training from end to end. 

Following the proposed flow does not necessarily imply obtaining the same results, 

given that there is variation in the results of the head position estimate when 
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repopulating the dataset. This work seeks to determine the gaze direction in 2D images, 

through a new methodology for training directly with the head pose estimation. 

Also, we built a new data structure to the dataset. Changes in the neural network for 

training will in future be published on github project repository, along with the new 

dataset. New discussions and experiments, such as training parameters and 

transformation functions between layers are necessary to evolve the presented 

methodology to make it more robust. 
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