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Abstract. Complex systems (such as automation systems), from here on referred 

as “products” are usually difficult for customers to specify since there are a lot of 

parameters to be defined and the customer should perfectly know what is really 

needed and important for the supplier in order to provide for a proper system. As 

a result, creating forms and templates for the customer request specification entry 

helps only for relatively simple tasks and the completely digital request acquisi-

tion and processing is still a matter of future work. Currently, the original request 

specification comes from the customer in various ways (texts, images, diagrams, 

a phone or a direct talk to the company’s sales representative) and the results of 

the analysis of this specification are often forwarded further to the back-office in 

a form of free or semi-structured text written in natural language. Since this text 

is the main source of information about the customer request, it is very important 

to extract as much information from it as possible. The paper reports the research 

and development work on semantic text analysis for information extraction from 

customer requests written in natural language. The core of the work is develop-

ment of methods for finding a pre-defined list of terms (product parameters that 

are important for the order specification) in a fuzzy (similarity-based) manner 

with the help of synonym dictionaries. The results are illustrated on a case study 

from the automation equipment producer Festo SE & Co KG.  
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1 Introduction 

Today, product lifecycle management (PLM) automation is devoted a significant atten-

tion [1–4]. In previous publications we considered intelligent IT support for the entire 

PLM cycle [5] and the PLM stage of marketing [6, 7]. One of the possible results of 

this process is “Digital Customer Journey” [8] standing for complete IT support of the 

customer at all PLM stages from finding the supplier through product configuration and 

sales to product usage and disposal (fig. 1). 
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In this paper we would like to concentrate at the early PLM stage of product config-

uration. Complex automation systems as a rule are sold on the assemble-to-order basis, 

i.e. the bill of material and is collected out of built to stock (or sometimes built-to-order) 

[9] components based on the customer’s specification. The problem is that such com-

plex systems are usually difficult for customers to specify since there are a lot of pa-

rameters to be defined and the customer should perfectly know what is really needed 

and important for the supplier in order to provide for a proper system. As a result the 

complete “digital customer journey” from submitting a request and getting the product 

to its usage and utilisation is currently possible for relatively simple products and sys-

tems. For the considered type of products (automation systems) the “journey” starts 

from submitting a quotation request by the customer in a format that is from the cus-

tomer’s point of view the most convenient and easiest for understanding, including (but 

not limited to) texts, images, diagrams, or a phone calls.  

The request is addressed to a sales representative or application engineer who spec-

ifies the customer requirements that are forwarded further to the back-office in a form 

of free or semi-structured text written in natural language (fig. 2). For successful cus-

tomer request fulfilment it is very important to extract as much information from this 

text as possible. The difficulty of this task is caused by the fact that the texts are filled 

out manually (sometimes not in native language of the writer), they are very short (e.g., 

see the text in the tables of fig. 2), mostly contain specific technical terms, and the 

training set is relatively small (about 800 samples). 

The contribution of this paper is the result of the research and development work on 

semantic text analysis for information extraction from customer requests written in nat-

ural language. The work is split into two parts: development of a method for finding a 

pre-defined list of terms (parameters of the product, parameters of the automation pro-

cess the product takes part in, characteristics of objects it has to work with, e.g, work-

piece characteristics, and other) from the tables in a fuzzy (similarity-based) manner; 

and development of a method for extracting information from the longer texts of the 

requests. While the former task is solved, the latter is still the matter of future research. 

The report does not discuss typical operations for preparing strings for comparison (de-

leting special characters, converting all characters to lower case and others), since they 

Fig. 1. Digital customer journey [8]. 



are standard. The results are illustrated on a case study from the automation equipment 

producer Festo SE & Co KG. 

The paper is structured as follows. Sec. 2 discusses the state of the art in the area of 

semantic analysis of short texts. It is followed by the description of the developed 

method for extraction of information from very short texts (table cells). Sec. 4 applies 

this method to extraction of information from longer texts. The results are summarized 

in the conclusion section. 

2 State of the Art Review 

The authors of [10] deal with a similar task, namely understanding of short texts 

(search requests). The authors analyse different approaches to text analysis taking into 

account the specifics of short (several words long) texts. Though, this approach seems 

to be applicable, the authors use the Probase dictionary [11] for reasoning on text se-

mantics. However, this work deals with various technical terms and we could not find 

any sufficient dictionaries covering the required terminology. As a result it was decided 

not to continue with approaches relying on dictionaries for their operation. 

In [12] the authors have identified and analysed three major directions of text anal-

ysis with regard to analysis of short texts, namely:  

 Text segmentation – dividing text into a sequence of meaningful compo-

nents. 

 Part of Speech (POS) tagging – identification of the lexical types (parts of 

speech) of the words in the text. 

 Labelling – definition of the most appropriate concepts meant by a word or 

a phrase within specific context. 

 

Text segmentation approaches [13] can be split into two groups: approaches treating 

input text as a set of words and approaches considering phrases (e.g., longest matching 

methods trying to find the longest known (available in a dictionary) phrase in the text). 

Working with separate words will not be efficient in the considered domain, since they 

might have different meaning based on the context. For example, “max payload” would 

Fig. 2. Examples of customer request specification in a form of semi-structured text. 



usually mean the weight of the workpiece only, and “max payload for EXCT” would 

mean the weight of the workpiece together with the weight of the corresponding gripper 

or other holding device attached to the 2-dimensional linear gantry EXCT. At the same 

time, the longest matching methods (e.g., [14]) might be of interest since the longer text 

in this case can be considered as text template (text construction block) with a concrete 

meaning. Thus, the principles of these methods are partially used in the proposed ap-

proach. 

POS tagging algorithms can also be split into two groups: rule-based algorithms 

(based on linguistic rules) and statistical algorithms (based on accumulated statistics 

including neural networks) [15]. The authors of [12] note that algorithms of both groups 

assume that the analysed text is properly structured. However, this is not the case for 

short texts. For example, the following fragments have the same meaning: “max. work-

piece weight”, “max. weight of workpiece”, “max. weight workpiece”, “max. 

weight/workpiece”. As a result, POS tagging was not considered as a possible solution 

for the task set. 

Labelling or concept labelling is aimed at identification of certain terms (concepts) 

in the text. Usually, such methods are built around statistical models [16, 17] or ma-

chine learning techniques [18, 19]. The problem with these methods is in extensive 

usage of available dictionaries and large training sets. However, as it was mentioned, 

the current research deals with short texts using specific technical terms. Besides, the 

available training sets were not large enough for training sophisticated AI models. The 

work by E. Brill [20] is slightly different. Though also based on statistical data, the 

result of training is a set of rules. An example of such a rule is: if a word is tagged as 

the infinitive “to” and the following word is tagged as an article, than the infinitive 

“to” is replaced with the preposition “to”. This can be illustrated as follows: 

… to load the system – “to load” remains an infinitive; 

… to a load of 1 kg – “to” becomes a proposition and “load” becomes a noun. 

Similar rules can be defined for the considered problem in order to better understand 

the semantic meaning of the words in the short texts analysed. 

3 Extraction of Product Parameters from Short Texts 

The goal of this task is to set semantic correspondence between texts represented in 

tables (fig. 2) with known parameters of the product. The reference parameters were 

extracted from product datasheets (a fragment is shown in fig. 3). Such datasheets are 

used within the company for product description and can be considered as target models 

for information extraction. As it can be seen in fig. 2, the text in tables is extremely 

short and its processing purely by methods described in sec. 2 would not produce any 

sufficient results. Experimentation with different algorithms showed that that best re-

sults could be achieved via combination of fuzzy (similarity-based) string matching 

with usage of synonyms supported by pre-defined rules.  

There are a number of algorithms for evaluating string similarity measures [21]. One 

of the most popular is the Levenshtein coefficient. It is based on counting the number 

of character edits (deleting, inserting or replacing one character) that have to be done 



to make the compared strings identical. For example, for the strings “max weight of 

payload” and “max payload weight” (both refer to the weight of the workpiece) the 

Levenshtein's distance is 16, and for the strings “max weight of payload” and “max 

payload for EXCT” (the second string refers to the working load of the 2-dimensional 

linear gantry EXCT) the Levenshtein's distance is also 16. The calculation time for 

1000 comparisons of strings “max weight of payload” and “max payload weight” on a 

computer with Intel Pentium i7 processor is 2.61 ms). The first drawback of this algo-

rithm (difficulty of evaluating / comparing result for strings of different lengths) can be 

easily overcome, for example, by dividing the result by the length of the larger of the 

two compared strings (the calculation time increases insignificantly – 3.82 ms under 

the same conditions). However, the significant drawback demonstrated in the above 

example is poor results for strings obtained via rearranging words (“max weight of 

payload” and “max payload weight”), which is a common situation for example for the 

English language. 

As a result of the analysis of existing algorithms for evaluating string similarity, an 

algorithm was selected based on the calculation of the Sørensen–Dice coefficient for 

sets [22], which is calculated by the following formula: 

𝐾 =
2|𝐴 ∩ 𝐵|

|𝐴| + |𝐵|
 

where A and B are sets consisting of all possible substrings of the strings being com-

pared. 

Implementation if this comparison produces the following results: 

“max weight of payload” and “max payload weight”:  0.37 

“max weight of payload” and “max payload for EXCT”:  0.23 

 

Obviously, this algorithm handles situations related to word rearrangement better 

than the Levenshtein algorithm. However, the calculation time is significantly higher 

than that of the Levenshtein algorithm (106.88 ms for 1000 comparisons). To improve 

the algorithm, experiments were carried out with a change in the length of the substrings 

Fig. 3. Examples of customer request specification in a form of semi-structured text. 



being compared, and as a result, an option was chosen with a comparison of only two-

letter substrings as having minimal computational complexity but providing sufficient 

precision and recall for the test set. The result of the operation of this algorithm on the 

examples above is:  

“max weight of payload” and “max payload weight”:  0.94 

“max weight of payload” and “max payload for EXCT”:  0.53 

 

Such result obviously meets the expectations and the calculation time for 1000 com-

parisons with the improved algorithm is 11.67 ms. 

Tests on the available training set showed good results and indicated that spell check 

was not required (the algorithm processes misspellings by itself). To improve the 

matching some synonyms had to be added for the situations when the reference param-

eter text was significantly different from the text in the training set. For example, for 

the reference parameter name “working load (front unit + workpiece, effective load for 

Z-axis)” the following synonyms were added: “total load”, “moved mass including 

gripper”, “max weight for”, “max payload for”, “max weight of loading”, etc. With 10 

synonyms, the rate of 100% hits was achieved for the complete training set with the 

threshold value of 0.5. 

Analysis of the second column (fig. 2), i.e. extraction of numeric values from texts 

was done based on pre-defined rules and regular expressions. Since the variety of pos-

sible combinations was much smaller, this task did not cause any significant problems, 

though such cases as “number”, “range” (e.g., “3 - 4”), “box” (e.g., “400 x 250 x 200”) 

and “cylinder” (e.g., “d20 x 100”) had to be taken care of. Similar solution was imple-

mented for the column with measurement units. 

However, though tables are the easiest parts of the requests for processing, still some 

significant information is contained within the free text accompanying the tables. The 

next section describes the approach used to extract information from these. 

4 Finding Short Text Fragments in Long Text 

Extracting semantic from the longer free text describing the customer request is cur-

rently an ongoing work. At the beginning of research, a method for discovering key-

words corresponding to the mentioned above reference terms from the product 

datasheets (fig. 3) was developed. The aim of the method was finding the reference 

terms within the text taking into account possible misspellings, different wordings and 

usage of synonyms. For this purpose the direct search was chosen assuming similarity 

measurement between the reference term or its synonym and all possible substrings of 

the considered text. The similarity measurement is done via the same method as used 

for short text matching (sec. 3) with the same threshold value of 0.5.  

Further in this section we consider an example with the text consisting of 426 sym-

bols. The original text is the following: 

All axis could move at the same time up/down. No sidewise movement when Z-axis 

is in advanced position. Clamping unit required (Pneumatic locking not desired). Sens-

ing required for open clamp. Absolute linear encoder with DRIVE Cliq technology. 



Color of steel profile: RAL 7035. Manual greasing of roller bearing cassettes needed. 

Not allowed fall down the grease of any component. No welded parts (or US certificate 

if welded parts exist). 

The cleaned text is as follows: 

all axis could move at the same time up down no sidewise movement when z axis is 

in advanced position clamping unit required pneumatic locking not desired sensing 

required for open clamp absolute linear encoder with drive cliq technology color of 

steel profile ral 7035 manual greasing of roller bearing cassettes needed not allowed 

fall down the grease of any component no welded parts or us certificate if welded parts 

exist 

The method produced expectable results (all keywords were found successfully, and 

some additional substrings similar to the keywords were found as well), however, the 

total calculation time for this text on the Intel Pentium i7 computer took 169.383 s. 

Obviously, this time is too long for daily usage and a search for optimization of the 

method has been carried out. One can guess that comparing a short reference term with 

a long text will not result in high similarity. This has led to an effort to study the de-

pendence of the similarity level on the length of the compared strings. The relative 

length of the compared substring was measured as  

𝑟𝑙 =
𝑙𝑒𝑛𝑔𝑡ℎ(𝑠𝑢𝑏𝑠𝑡𝑟𝑖𝑛𝑔)

𝑙𝑒𝑛𝑔𝑡ℎ(𝑟𝑒𝑓_𝑡𝑒𝑟𝑚)
 

where ref_term is reference term being compared, and substring is the substring be-

ing compared.  

The result of experiments with reference terms having different lengths is shown in 

fig. 4. The magnified fragment for the relative length between 0 and 10 is shown in fig. 

5. It can be seen that for substrings with relative length more than 3.5 the similarity 

does not exceed the threshold. This means that limiting the length of the matched sub-

string as 3.5 times the length of the reference term will not cause any loss of possibly 

matching substrings if the matching threshold is 0.5. On the other hand the calculation 

time with this limit is 1.469 and the produced result is the same. 

As it can be seen, at the moment proposed method is oriented only to one task (find-

ing reference terms in the text) and does not take into account semantics. Planned future 

work will include using of different semantic-based free text analysis methods includ-

ing word / phrase labelling. 

5 Conclusion and Future Work 

The paper considers the problem of customer support at the product configuration PLM 

stage for assemble-to-order inventory method. Efforts towards achieving a complete 

support of the digital customer journey (when the customer is supported by IT services 

at all stages of PLM) have set new problems to be solved. In this paper we consider the 

problem of semantic text analysis for information extraction from customer requests 

written in natural language. The work is split into two parts: development of a method 

for finding matching very short texts (1-5 words) to a pre-defined list of terms (product 

parameters that are important for the order specification) in a fuzzy (similarity-based) 



manner; and development of a method for extracting information from the longer texts 

describing the customer requests.  

The first task has been solved through combination of fuzzy (similarity-based) string 

matching based on the Sørensen–Dice coefficient supported by usage of pre-defined 

rules and synonyms. The method gave 100% precise matching results on the training 

set. Achieving such result was possible due to exhaustive analysis of the customer re-

quests and collecting the list of synonyms. Obviously for new requests the matching 

result will be lower. For this purpose a tool for company experts to evaluate and extend 

this list of synonyms will be developed. 

Tackling the second task has been started with combining the above method with 

direct search and further optimisation to reduce the calculation time. Planned future 

work includes using of different semantic-based free text analysis methods including 

word / phrase labelling. 

Fig. 4. Dependence of the similarity level on the relative length of the compared text 

fragment. 

Fig. 5. Dependence of the similarity level on the relative length of the compared text 

fragment: magnified fragment for relative length between 0 and 10. 
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