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Disk-Graph Probabilistic Roadmap: Biased Distance Sampling for Path
Planning in a Partially Unknown Environment

T. Noël1,2, S. Kabbour2, A. Lehuger2, E. Marchand3, F. Chaumette1

Abstract— In this paper, we propose a new sampling-based
path planning approach, focusing on the challenges linked to
autonomous exploration. Our method relies on the definition
of a disk graph of free-space bubbles, from which we derive
a biased sampling function that expands the graph towards
known free space for maximal navigability and frontiers dis-
covery. The proposed method demonstrates an exploratory
behavior similar to Rapidly-exploring Random Trees, while
retaining the connectivity and flexibility of a graph-based
planner. We demonstrate the interest of our method by first
comparing its path planning capabilities against state-of-the-
art approaches, before discussing exploration-specific aspects,
namely replanning capabilities and incremental construction
of the graph. A simple frontiers-driven exploration controller
derived from our planning method is also demonstrated using
the Pioneer platform.

I. INTRODUCTION

The work presented in this paper is part of a project
aiming at the autonomous exploration of an unknown indoors
environment; we use a 2D planar LiDAR sensor, which
has become a standard for mapping applications due to its
high accuracy and decreasing price. Enabling autonomous
exploration of an unknown environment for a robotic agent
remains a challenging task, for which a generic control
architecture can be described as follows:
• SLAM: the incrementally-built map serves as a memory

for the agent;
• global planning: it provides high-level exploration tar-

gets and generates a feasible path towards them;
• local planning: it improves the feasible path provided

by the global planner and returns an optimized path to
be followed; and

• trajectory tracking: the robot tracks the trajectory gen-
erated from the local planner’s path.

Pure reactive control for exploration is practically unfeasible
due to the many local minima encountered when reaching
dead-ends in the environment; efficient path planning is thus
an essential component of exploration controllers, particu-
larly if the higher-level exploration strategy uses a lot of
replanning calls.
The classical path planning problem of finding the optimal

path between a start and a goal configuration in a well-
known environment is tackled by a variety of planning
algorithms, usually categorized as search-based or sampling-
based planners. However, they generally suffer significant
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2 Créative Ingénierie, Rennes, France.
3 Univ Rennes, Inria, CNRS, IRISA, Rennes, France.

Fig. 1: Planning a path in a bugtrap-like environment with varied room sizes: state of
the disk-graph roadmap after processing 𝑛 = {521, 910} samples, the effective roadmap
size being |V | = {71, 155} vertices.

drawbacks in autonomous exploration tasks, facing mapping
uncertainties and partial information, which makes the en-
vironment model effectively dynamic. Those can be dealt
with using a single-query approach, focusing on efficient
sampling to rapidly discard areas of the workspace with
a low probability of being part of the optimal path; other
methods prefer an anytime approach, where the planner keeps
updating to improve the path after an initial solution is found.

We first briefly discuss the choice of the map representa-
tion for the environment and how it can be updated along
exploration; we also give a brief overview of the necessity of
path planning for exploration strategies before focusing more
specifically on sampling-based path planning algorithms.

A. Related work

We first discuss the mapping aspect of autonomous ex-
ploration; we consider localization as a separate problem
here. A widely adopted method for mapping an unknown
environment is occupancy mapping, where each spatial
configuration is mapped to its probability of being occupied.
Occupancy maps can be implemented as Occupancy Grid
Maps (OGM) as described in [25]. OGMs have the advantage
of being very efficient to compute, but the cell independence
hypothesis produces maps with many discontinuities; they
also impose a trade-off between map size and resolution,
which is restrictive for exploration tasks where the exact size
of the environment to be mapped is not known in advance.
To address these issues, continuous occupancy mapping
methods have been proposed [15], [19], [22], as well as
Signed Distance Field (SDF) representations, where each
configuration is mapped to its minimal distance to an invalid
configuration [16].



To derive an exploration strategy from the environment
map, two main approaches exist in the literature: frontiers-
or information-driven. The hypothesis for frontiers-driven
methods, first proposed in [26], is that frontiers between the
free and the unknown space in an OGM are the areas where
most information about the environment can be retrieved.
Information-driven approaches take a different, information-
theoretic point of view: by computing the mutual information
between the current map and the sensor, they plan towards
areas that minimize expected map entropy [4], [7], [21].

Finally, we describe the main path-planning algorithms
used to navigate towards the goals provided by the explo-
ration strategy. We focus on sampling-based planners, which
do not require a complete model of the environment as
optimal search-based planners do. Sampling-based planners
can be further divided into tree-based planners, with many
methods deriving from the Rapidly-exploring Random Tree
(RRT) [14], and graph-based planners among which the
Probabilistic Roadmap (PRM) [11] is a base for many
planners. Tree-based approaches are generally used as fast
planning methods, called every time a path is needed but
without any memory of the previous planning calls. Although
effective in this regard, one of the main issues of the RRT
is the sub-optimality of the paths it returns. To solve this
issue, an anytime, asymptotically optimal version of the RRT
was proposed in [10], namely the RRT*: at the expense
of rewiring the tree when new samples improve the cost
between existing nodes and the root, the tree is guaranteed
to converge to optimal paths to all nodes. In [9], a Fast-
Marching Tree (FMT*) is expanded from a set of initial
samples in cost-to-arrive space, improving the computational
performance with respect to the RRT* while providing
better paths than the RRT. Informed sampling methods are
introduced in [5], [6], using an admissible ellipsoid heuristic
to avoid sampling the whole environment and improving the
convergence of a RRT*-derived planner. In an exploration
context, tree-based approaches have the advantage of being
expanded iteratively from a root configuration, ensuring
connectivity of the tree. However they suffer the drawback
of being easily disconnected if the map model is updated;
another issue is their lack of flexibility, only providing a
unique path for each pair of start and goal nodes in the tree.

On the other hand, graph-based methods such as the PRM
offer more choices for navigation in the sense that a given
vertex can be part of multiple paths. These planners generally
provide longer-term planning capabilities, in the form of a
roadmap computed only once and reused for graph-search
algorithms such as Dijkstra [2]. However, with the initial
version of the PRM, high sampling densities are needed
to ensure the connectivity of the roadmap. In [8], a free-
space dilatation approach is proposed to better discover
narrow passages in PRM by allowing initial sampling in-
side obstacles before reconstraining the obtained samples in
free space. As for the RRT, [10] proposes the PRM*, an
asymptotically optimal modification of the PRM, by allowing
all valid edges to be added to the graph, without any limit
on the number of neighbors. This makes the graph much

denser and allows the planner to provide near-optimal paths
for all start-goal pairs in the roadmap; however, the initial
construction step of the graph and the subsequent graph-
search calls can quickly become computationally intractable.
To avoid the computational burden of querying the PRM*,
non-uniform sampling and graph sparsification methods have
also been proposed to help obtain a sparser final roadmap [3],
[23], [24]. More recently, [20] proposes a learned graph-
based approach to specifically tackle the construction of a
roadmap in a probabilistic occupancy map, using a topology-
informed Growing Neural Gas (GNG) to sparsely cover
the environment while achieving similar performance to the
PRM* in terms of paths cost. However, sparse roadmaps
have the disadvantage of being easily disconnected when
new obstacles are discovered in the environment; this aspect
can represent an important additional cost in the context of
exploration depending on the roadmap construction method.

B. Contribution

This paper introduces the Disk-Graph PRM (DGPRM),
an anytime navigation roadmap which naturally expands to-
wards free-space to always provide paths towards unexplored
areas of the environment. We rely on a standard occupancy
grid-map and on the notion of free-space bubbles (initially
described in [18] as base for the Elastic-Bands path optimiza-
tion method) to construct a sparse roadmap, using the state of
the disk-graph to bias the sampling step of the roadmap con-
struction. We also describe how the roadmap can be updated
on map changes and propose a minimal frontiers-driven
exploration controller, demonstrated in a real-world scenario.
We show that our method is able to produce sparse roadmaps
while maintaining on-par path length performance and better
path safety performance when compared to state-of-the-art
planners. We also provide an open-source implementation
of the method1. Section II formalizes the definitions of the
environment and of the disk-graph of free-space bubbles
which constitutes the roadmap. The biased expansion step
and reconnection step are described in Section III. Our min-
imal frontiers-driven exploration controller is presented in
Section III-D. In Section IV, we present the results obtained
on a single-query path planning task against the PRM, PRM*
and FMT planners. We also present a comparison with the
topology-informed GNG on a roadmap construction task;
in particular, we demonstrate better results both in terms
of final roadmap size and environment coverage, without
decreasing performance. We finally describe the qualitative
results obtained in the real-world exploration scenario.

II. ENVIRONMENT DEFINITIONS

We consider the task of constructing a path-planning
roadmap in a partially unknown 2D space; we first define the
workspaceW ⊂ R2, also called ”environment” in this paper.
The same ideas could apply to higher-dimensional spaces.

1https://github.com/thibnoel/disk_graph_prm
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A. Occupancy Map and Free-space Bubbles

We rely on a standard OGM to represent the environment:
the map 𝑀𝑜𝑐𝑐 (𝑞0,Δ𝑙,𝑚,𝑛) associates an occupancy probabil-
ity 𝑝(𝑞𝑖 𝑗 ) to all discretized configurations {𝑞𝑖 𝑗 = 𝑞0+𝑖Δ𝑙 𝑒𝑥 +
𝑗Δ𝑙 𝑒𝑦 | (𝑖, 𝑗) ∈ [0,𝑚] × [0, 𝑛]} where 𝑞0 is the map origin, Δ𝑙
the map resolution, [𝑚,𝑛] the map dimensions, and 𝑒𝑥 , 𝑒𝑦
are base units vectors defining the orientation of the map. By
defining a discretization function 𝑞 ↦→ 𝑞𝑖 𝑗 mapping 𝑞 to the
closest discretized configuration in the map, we extend the
definition of the occupancy map to the whole workspace.
The occupancy probability is set to 0.5 for configurations
outside the bounds of the occupancy map.

We also use the thresholded occupancy map to extract the
obstacles space, denoted by C, for distance computations in
the following; this naive implementation has a significant
impact on the performance of the algorithm, nonetheless as
our focus is on demonstrating the interest of our approach,
more advanced distance checks remain out of the scope
of this paper. Note however that our method only requires
access to the distance function for sparse collision checks
and does not require a complete distance map. The signed
distance to the obstacles is classically defined as follows,
based on the underlying Euclidean distance in Cartesian
space:

𝑑C (𝑞) =
{

min𝑞𝑐 ∈C | |𝑞− 𝑞𝑐 | | if 𝑞 ∈W\C
−min𝑞 𝑓 𝑟𝑒𝑒 ∈W\C | |𝑞− 𝑞 𝑓 𝑟𝑒𝑒 | | otherwise

(1)

Using the distance function (1), we can define the free-
space bubble 𝐵(𝑞0) associated to a given free configuration
𝑞0 ∈W\C, similarly to [18]:

𝐵(𝑞0) = {𝑞 ∈W | 𝑑C (𝑞0) > | |𝑞0− 𝑞 | |} (2)

Note that with our definition of 𝑑C , the free-space bubbles
are actually 2D disks centered around free configurations and
tangent to the obstacles space C. Other distance definitions,
for example accounting for a robot’s specific geometry,
can lead to other shapes for the bubbles as demonstrated
in [17]. In our case, a minimal 𝑅0 radius is enforced for the
free-space disks (see Section II-B), which is equivalent to
modeling the robot as circular with a 𝑅0 radius.

B. Disk-Graph of Free Space

The main idea behind our approach is to extend the
definition of free-space bubbles to a roadmap graph, im-
posing additional validity conditions related to the free-
space bubbles associated with the graph vertices, which help
constructing a sparse but flexible roadmap. Indeed, for a 2D
area of a given shape, the number of free-space disks needed
to cover it above a certain coverage rate mostly depends
on the geometrical shape of the area rather than on its
scale, providing a natural way of achieving varying vertices
densities in environments with features of varied sizes; this
allows for a sparser roadmap far from obstacles, with more
densely packed vertices in cluttered areas.

We define the disk-graph as 𝐺 (V,E): the set of verticesV
is indexed by 𝑖 ∈ [1, 𝑁]; each vertex 𝑣𝑖 is defined as a pair

𝑣𝑖 := (𝑞𝑖 , 𝑑C (𝑞𝑖)) representing the free-space disk centered
around configuration 𝑞𝑖 . To achieve the desired connectivity
property and also take into account the physical size of the
robot, characterized by radius 𝑅0, we impose the following
validity conditions during the construction of the graph:
Vertex validity condition: a candidate vertex 𝑣𝑐𝑎𝑛𝑑 is
considered invalid if 𝑑C (𝑞𝑐𝑎𝑛𝑑) < 𝑅0 and can not be added
to the graph. This condition is also enforced on current graph
vertices on map updates to discard vertices becoming invalid
on new information.
Edge validity condition: an edge 𝑒𝑖 𝑗 = (𝑣𝑖 , 𝑣 𝑗 ) can only be
included in the edges set E if the free-space disks associated
to 𝑣𝑖 and 𝑣 𝑗 overlap, i.e., 𝐵(𝑞𝑖) ∩𝐵(𝑞 𝑗 ) ≠ ∅. This condition
can be equivalently rewritten as follows:

(𝑣𝑖 , 𝑣 𝑗 ) ∈ E =⇒ 𝑑C (𝑞𝑖) + 𝑑C (𝑞 𝑗 ) > | |𝑞𝑖 − 𝑞 𝑗 | | (3)

Similarly to the vertex validity condition, this edge validity
condition is also used to update the roadmap on new map
information (see Section III-E). The subsqequent section
describes in more details the construction process of the disk-
graph roadmap.

III. DISK-GRAPH ROADMAP

In this section, we start by describing the expansion step
of the disk-graph, relying on the vertex and edge validity
conditions defined just above to derive a more general update
rule for a given samples set; we then detail how the current
state of the disk-graph is used to inform the sampling
procedure, and propose a biased sampling map that ensures
the graph is drawn towards free uncovered space. Finally, we
propose a procedure to update the disk-graph and maintain
its desirable properties on map updates, making it suitable
for incrementally discovered environments.

A. Samples Processing: Expanding For Maximal Coverage

We first quickly describe the initialization of the disk-
graph: if it is used for roadmap construction in an exploration
context, it is initialized from the agent’s configuration 𝑞𝑠𝑡𝑎𝑟𝑡
knowing that 𝑑C (𝑞𝑠𝑡𝑎𝑟𝑡 ) > 𝑅0, and we have V𝑖𝑛𝑖𝑡 = {𝑣𝑠𝑡𝑎𝑟𝑡 },
E𝑖𝑛𝑖𝑡 = ∅. If used for path planning towards a specific
goal, the initialization can be improved by using a con-
nect approach [13], simultaneously expanding the roadmap
from the start and goal configurations by setting V𝑖𝑛𝑖𝑡 =

{𝑣𝑠𝑡𝑎𝑟𝑡 , 𝑣𝑔𝑜𝑎𝑙}. Let us now consider the case of checking
a unique candidate sample 𝑣𝑐𝑎𝑛𝑑 = (𝑞𝑐𝑎𝑛𝑑 , 𝑑C (𝑞𝑐𝑎𝑛𝑑)) and
expanding the graph towards it.

1) Per-sample Validity Rule: To determine if a candidate
sample should be added to the graph, we could check its
validity according to the vertex and edge conditions defined
in Section II-B: more specifically, it should have a valid disk
radius and a valid edge towards at least one of the vertices
currently inV. However, enforcing these conditions imposes
strict constraints on the admissible region of the sampling
space, especially in the near proximity of obstacles where
the small radius of candidate vertices prevent them from
reaching existing vertices in the disk-graph. To circumvent
this issue while maintaining the connectivity of the roadmap,



Fig. 2: Expanding the graph towards the open set, querying 𝑘 = 3 nearest neighbors for 6 successive candidate samples (excluding those with invalid radii): (a) and (d) - Relaxed
edge validity: a candidate is added with edges to its valid neighbors, and intermediary nodes are added, (b), (e) and (f) - Strict edge validity: the candidate sample has a valid
neighbor and gets added without intermediary nodes, (c) the candidate sample has no valid neighbors.

we introduce a relaxed edge validity condition for a pair of
vertices (𝑣𝐺 , 𝑣𝑐𝑎𝑛𝑑), which expresses the intuitive idea that if
the straight line between 𝑞𝐺 and 𝑞𝑐𝑎𝑛𝑑 can be covered with
free-space disks centered on the (𝑞𝑘 ), then 𝑣𝑐𝑎𝑛𝑑 is indeed
valid as well as the associated (𝑣𝑘 ). It can be expressed as :

∃𝑛𝑐 ∈ N, (𝑠𝑘 )𝑘∈[1,𝑛𝑐 ] ∈ [0,1], 0 = 𝑠1 < · · · < 𝑠𝑛𝑐 = 1,
𝑞𝑘 = 𝑞𝐺 + 𝑠𝑘 (𝑞𝑐𝑎𝑛𝑑 − 𝑞𝐺)

s.t. ∀𝑘 ∈ [1, 𝑛𝑐] 𝑑C (𝑞𝑘 ) > 𝑅0

and (𝑣𝑘 , 𝑣𝑘+1) verifies edge validity (3) (4)

In practice, the (𝑠𝑘 ) are constructed recursively by consider-
ing the radius-weighted barycenter between 𝑞𝐺 and 𝑞𝑐𝑎𝑛𝑑:
𝑠1 =

1
2 (1+

𝑅𝐺−𝑅𝑐𝑎𝑛𝑑

| |𝑞𝐺−𝑞𝑐𝑎𝑛𝑑 | | ), 𝑠2 =
1
2 (1+

𝑅𝐺−𝑅𝑠1
| |𝑞𝐺−𝑞𝑠1 | |

), etc. We simply
reorder them if they exist to satisfy 0 = 𝑠1 < · · · < 𝑠𝑛𝑐 = 1.

In the following, we define the method
TryAddToGraph(𝑀𝑜𝑐𝑐 , 𝑞𝑐𝑎𝑛𝑑) which checks the relaxed
edge validity condition for the 𝑘-nearest graph neighbors of
a given candidate vertex and adds the relevant vertices and
edges to the graph; an additional check is performed on
the intermediary candidates (𝑞𝑘 ) when they exist to check
if they are inside an existing free-space disk, in which
case they are not added to the graph. Fig. 2 illustrates the
possible outcomes of a candidate vertex check using the 6
first samples of a candidates set.

2) Generic Graph Update: We now describe a more
generic procedure to expand the graph towards a given set of
samples, denoted by S. Similarly to the FMT* [9], we use a
fast-marching inspired method to hierarchically expand the
graph towards most rewarding samples. However, rather than
considering cost-to-arrive, we choose to prioritize expansion
towards samples with maximal free-space disk radius. Intu-
itively, this helps quickly eliminating uninformative samples
in open areas, and ensures the graph first covers the ”easiest”
parts of the environment. Formally, we define an unvisited
(𝑈) and open (𝑂) sets of samples from the initial samples set
S. At initialization, we fix 𝑈 =S, 𝑂 =∅. Unvisited samples
and open samples are updated when a valid candidate sample
𝑞𝑣𝑎𝑙𝑖𝑑 is added to the graph, getting discarded if they are now
inside or close to the graph, or being added to the open set
if they are empirically ”in range” for expansion. To this end,
we define the opening range (resp. closing range) of 𝑞𝑣𝑎𝑙𝑖𝑑 ,
𝑅𝑜𝑝𝑒𝑛 (𝑞) = 𝜌𝑜𝑝𝑒𝑛 · 𝑑C (𝑞) and 𝑅𝑐𝑙𝑜𝑠𝑒 (𝑞) = 𝜌𝑐𝑙𝑜𝑠𝑒 · 𝑑C (𝑞)
where 𝜌𝑜𝑝𝑒𝑛 > 𝜌𝑐𝑙𝑜𝑠𝑒 are hyperparameters of the planner.
A sample 𝑞𝑠 ∈ 𝑈 is simply moved to the open set 𝑂 (resp.
discarded) if 𝑅𝑐𝑙𝑜𝑠𝑒 (𝑞𝑣𝑎𝑙𝑖𝑑) < | |𝑞𝑣𝑎𝑙𝑖𝑑−𝑞𝑠 | | < 𝑅𝑜𝑝𝑒𝑛 (𝑞𝑣𝑎𝑙𝑖𝑑)

Algorithm 1: ProcessSamples(𝑀𝑜𝑐𝑐 , S, 𝐺)
Input: occ. map 𝑀𝑜𝑐𝑐 , samples set S = (𝑞𝑖)𝑖∈[1,𝑛] ,

current graph 𝐺

Output: unvisited samples 𝑈, updated graph 𝐺

1 𝑈←S /* Unvisited set */

2 𝑂← {} /* Open set: priority queue (PQ) */

3 𝑞𝑐𝑢𝑟𝑟 ← FindValidInitSample(𝑈)
4 𝑂.AddToPQ(𝑞𝑐𝑢𝑟𝑟 , BubbleRadius(𝑀𝑜𝑐𝑐 ,𝑞𝑐𝑢𝑟𝑟 ))
5 while not 𝑂.IsEmpty() do
6 𝑞𝑐𝑢𝑟𝑟 = 𝑂.PopFromPQ()
7 added = 𝐺.TryAddToGraph(𝑀𝑜𝑐𝑐 ,𝑞𝑐𝑢𝑟𝑟 )

/* Handles collision and k-NN checks */

8 if added then
9 for 𝑞 ∈ SamplesInOpeningRange(𝑞𝑐𝑢𝑟𝑟 , 𝑈) do

10 𝑂.AddToPQ(𝑞, BubbleRadius(𝑞))
11 end
12 end
13 end
14 return 𝑈,𝐺

(resp. | |𝑞𝑣𝑎𝑙𝑖𝑑 −𝑞𝑠 | | < 𝑅𝑐𝑙𝑜𝑠𝑒 (𝑞𝑣𝑎𝑙𝑖𝑑)). The graph expansion
procedure is summed up in Algorithm 1.
Remark: the FindValidInitSample method used in Algo-
rithm 1 finds a first valid sample when the open set is still
empty; in our case, we implement it by considering 𝑈 as an
initial open set, returning the first valid sample in disk-radius
descending order; other search heuristics could be used, for
example the Euclidean distance to a specific goal.

B. Biased Sampling

Having defined how a given sample set is processed, we
now describe how the samples are chosen to heuristically
maximize the probability of expanding the current graph
towards free space. Most path planning methods use uniform
sampling over the workspace (or a bounded region of the
workspace for tasks such as navigation) to generate random
configurations; it has the advantage of being computationally
very cheap and for workspaces with a low density of invalid
configurations, few samples will be rejected. However for
navigation tasks specifically, where the workspace can gen-
erally be related to a Cartesian physical space, sampling the
workspace uniformly also has the disadvantage of favoring a
specific scale, depending on the chosen sampling density:
spatial features smaller than this typical scale will often



be missed while those bigger will be unnecessarily ”over-
covered” by many samples.

Following the idea of informed sampling, we use the state
of the current disk-graph to bias the sampling of candidate
configurations. To this end, we define a discrete sampling
map 𝑀𝑆 matching the resolution and dimensions of the
occupancy map 𝑀𝑜𝑐𝑐 , and a random variable 𝑋 ∈ W so
that, on a given sampling event:

𝑝(𝑋 = 𝑞𝑖 𝑗 ) ∝ 𝑀𝑆 [𝑖, 𝑗] (5)

To construct 𝑀𝑆 , we first define the inflated distance to the
graph surface, denoted by 𝑑𝐺 . The inflated distance to the
surface of the free-space disk of a given vertex 𝑣0 is defined
as 𝑑𝑣0 (𝑞, 𝜌) = | |𝑞 − 𝑞0 | | − 𝜌𝑑C (𝑞0), where 𝜌 is the inflation
factor. The inflated distance to the surface of the graph can
be obtained by taking the minimum on all vertices:

𝑑𝐺 (𝑞, 𝜌) = min
𝑣∈V

𝑑𝑣 (𝑞, 𝜌) (6)

The idea is then to bias the sampling map to be zero
for discrete configurations verifying 𝑑𝐺 (𝑞𝑖 𝑗 , 𝜌) < 0, with
the parameter 𝜌 controlling more precisely the admissible
sampling area around the graph free-space disks. However,
simply sampling the environment uniformly outside of the
graph-masked space still conducts to drawing a high rate
of invalid samples; to further bias the sampling map, we
propose to apply an exponential distribution depending on
the graph distance 𝑑𝐺 to the sampling map, so that

𝑀𝑆 [𝑖, 𝑗] ∝ 𝜆𝑒−𝜆𝑑𝐺 (𝑞𝑖 𝑗 ,𝜌) (7)

where the parameter 𝜆 (also referred to further as 𝑑𝑠𝑎𝑚𝑝 := 1
𝜆

)
controls the probability decay when considering configura-
tions further and further away from the disk-graph surface.
To finalize the construction of the sampling map, we also
exclude the invalid and unknown configurations extracted
from the OGM, i.e. 𝑀𝑜𝑐𝑐 [𝑖, 𝑗] ≥ 0.5 =⇒ 𝑀𝑆 [𝑖, 𝑗] = 0. In
Fig. 3, we demonstrate the combined effect of the tuning
parameters 𝜌 and 𝑑𝑠𝑎𝑚𝑝 on the final biased sampling map.

C. Path Planning

To actually plan paths in the environment, the disk-graph
roadmap is expanded using successive batches of 𝑛𝑆 new
samples, where 𝑛𝑆 depends linearly on the number of current
vertices in the graph up to a maximum value 𝑛𝑆𝑚𝑎𝑥 . At any
time, we can define the reachable space R as:

R = {𝑞 ∈W\C | 𝑑𝐺 (𝑞, 𝜌 = 1) < 0} (8)

For any pair of configurations (𝑞𝑠𝑡𝑎𝑟𝑡 , 𝑞𝑔𝑜𝑎𝑙) ∈ R ×R, as-
suming connectivity of the disk-graph roadmap, a path Γ :
[0,1] → R, verifying Γ(0) = 𝑞𝑠𝑡𝑎𝑟𝑡 , Γ(1) = 𝑞𝑔𝑜𝑎𝑙 , exists and
can be constructed as follows: we first define 𝑣𝑖𝑛𝑖𝑡 (resp.
𝑣 𝑓 𝑖𝑛𝑎𝑙) as the closest graph vertex to 𝑞𝑠𝑡𝑎𝑟𝑡 (resp. 𝑞𝑔𝑜𝑎𝑙).
The roadmap connectivity ensures the Dijkstra algorithm [2]
provides a graph path (𝑣𝑖)𝑖∈[0,𝑛Γ ] with 𝑣0 = 𝑣𝑖𝑛𝑖𝑡 , 𝑣𝑛Γ = 𝑣 𝑓 𝑖𝑛𝑎𝑙 .
The path Γ can finally be linearly interpolated from the list
of the (𝑣𝑖) configurations, extended with the start and goal

Fig. 3: Sampling hyperparameters influence : from the same initial graph, we draw 200
samples in the displayed probability maps. We can see how 𝜌 controls the minimal
distance between the new samples and the current graph, acting as an additional
inflation to ensure larger subsequent bubbles; 𝑑𝑠𝑎𝑚𝑝 controls the probability spread,
the distribution becoming more uniform when 𝑑𝑠𝑎𝑚𝑝 grows. With a fixed number of
samples, using relatively low values for 𝜌 and 𝑑𝑠𝑎𝑚𝑝 ensures good discovery of small
spatial features in the environment (light green and green), while higher values allow a
faster expansion towards uncovered space (dark blue and blue). A high 𝜌, low 𝑑𝑠𝑎𝑚𝑝

combination (red) generally leads to poor performance. In the experiments, we usually
choose 𝜌 close to 1 and 𝑑𝑠𝑎𝑚𝑝 ≈ 𝑛 · 𝑙 where 𝑛 ∈ [3, 8] and 𝑙 is the characteristic
size of the smallest spatial features.

positions: 𝑞Γ = {𝑞𝑠𝑡𝑎𝑟𝑡 , 𝑞∗0, 𝑞1, . . . , 𝑞𝑛Γ−1, 𝑞
∗
𝑛Γ
, 𝑞𝑔𝑜𝑎𝑙}. Here we

define 𝑞∗0 and 𝑞∗𝑛Γ as

𝑞∗0 = 𝑞0 + 𝑑C (𝑞0)
𝑞1− 𝑞0
| |𝑞1− 𝑞0 | |

(9)

𝑞∗𝑛Γ = 𝑞𝑛Γ + 𝑑C (𝑞𝑛Γ )
𝑞𝑛Γ−1− 𝑞𝑛Γ
| |𝑞𝑛Γ−1− 𝑞𝑛Γ | |

(10)

to link the start and goal configurations to the perimeter of
their neighboring disk-graph vertex rather than to its center,
avoiding sharp turns at the path ends.

A notable advantage of using a graph over a tree is the
ability to vary the weight of the graph edges to bias the
Dijkstra algorithm and select among multiple paths when
available; this allows to easily prioritize between shortest
and safest path, which is a common trade-off to consider
when planning in partially unknown environments.

D. Frontiers Characterization For Exploration

To also demonstrate the interest of the approach as the
base planner for a minimal exploration strategy, we introduce
a simple frontiers characterization. It relies on the standard
definition of frontier cells in an occupancy grid map, i.e. the
set of free space configurations with unknown neighbors.
We define the set of frontier vertices in the disk-graph as
vertices whose free-space disks overlap unknown cells of the
underlying occupancy map. From there, we derive a simple
strategy consisting in navigating towards the closest frontier
vertex in terms of arc-length cost. Additionally, to ensure a
choice always exists between multiple targets while limiting
sampling calls, the biased sampling procedure is periodically
called as long as the current frontiers set does not contain
a number of nodes comprised in a range [𝑛𝑚𝑖𝑛, 𝑛𝑚𝑎𝑥].



Fig. 4: The 2D environments used for the single-query path planning task: (a) Narrow
passage, (b) Bugtrap, (c) Successive bugtraps, (d) Intel Research Lab

We keep the strategy minimal by choice to demonstrate
the exploratory behavior of the planner without additional
high-level strategy considerations. Indeed, the planner is not
searching for a specific goal in this case, we only always
plan towards frontier nodes in reachable space. This therefore
shows the natural tendency of the planner to expand towards
uncovered space (similarly to the RRT).

E. Updating the Planning Graph with New Information

We finally describe how to update the disk-graph roadmap
to eventually reflect the latest state of the map while retaining
good planning abilities. The first step is to recompute all
the vertices free-space disks radii to check if they have
been impacted by new obstacles added to the occupancy
map; when modified, they are registered as modified vertices.
Among them, we then check for vertices for which we now
have 𝑑C (𝑞𝑣 ) < 𝑅0, registering them as invalid. The second
step is to delete invalid edges : we check those linked to
modified vertices for new collisions with obstacles and the
edge validity condition (Eq. 3). At this step, all invalid
nodes and edges are deleted from the graph, potentially
splitting the roadmap into multiple connected components; to
solve this issue, we first discard all connected components
with a size below a minimal number of vertices; second,
we identify the main component as the one containing
a reference configuration 𝑞𝑟𝑒 𝑓 . We finally reconnect the
other components, checking pair-wise with the relaxed edge
condition (Eq. 4), discarding those for which no reconnection
to the main component is possible.

This step is the most costly computationally, especially
with our naive distance implementation; however, it only
applies to the case of using the disk-graph in a context where
the map is dynamically updated, and has therefore no effect
when building a roadmap from a known environment.

IV. EXPERIMENTAL RESULTS

In this section, we first present the numerical results
obtained with our method for a single-query path-planning
task, demonstrating on-par performance with state-of-the-
art planners in terms of path cost while providing a much
sparser roadmap, improving subsequent query times. We
then consider a roadmap construction task, showing how our
method can construct a sparser roadmap than the baseline
methods without hindering path cost. We also describe
the qualitative results obtained with our proposed frontiers-
driven exploration controller.

Fig. 5: Average planning success rates for the single-query task; the (a) to (d) graphs
correspond with the environments of Fig. 4. Transparent outlines show standard
deviations.

Fig. 6: Extended single-query path-planning results: (a): Average path length normal-
ized by minimal path length; (b): Average path safety normalized by maximal path
safety; (c): Average final graph sizes. Transparent boxes show standard deviations.

A. Numerical Results in Static Environments

The following methods are considered for compari-
son: PRM, PRM*, FMT* (single-query task only) and
topology-informed (TI-)GNG (roadmap construction task
only). All the methods used here for comparison are adapted
from open-source implementations, except for the topology-
informed GNG for which we directly include the results
provided by the authors in [20].

1) Single-Query Path Planning Task: We first compare
the performance of our method on a single-query path
planning task, showing how biased sampling can lead to im-
proved performance for environments with features of varied
sizes. Three simple handcrafted 2D occupancy maps, high-
lighting path-planning difficulties (narrow passages, dead-
ends), and a more realistic occupancy map generated from
real 2D measurements2, are proposed for evaluation (see Fig.
4); a single start-goal pair is considered for each of them.
As a main comparison metric, we use the success rate of
the planners in relation to the number of processed samples:
for each method, the planning success (i.e., discovery of a
valid path by the planner) is averaged over 50 single-query
plans, each limited to 𝑛𝑚𝑎𝑥 environment samples. To provide
a more in-depth comparison, we also compare the average
path length and path safety achieved by each method on
successful planning attempts: the path safety cost is defined
as the average distance between the path and the obstacles,
and computed using a fine subdivision of the final path.
Similarly, we compare the average size of the final graphs
for successful planning attempts.

For the baseline planners, the hyperparameters were cho-
sen empirically to maximize performance; they however
share a maximal edge length constraint. This maximal length
is also used as the 𝑑𝑠𝑎𝑚𝑝 scale factor for the biased sampling
of the DGPRM (𝑑𝑠𝑎𝑚𝑝 = 50 for environments (a) and (b),
100 in (c) and (d)). The number of closest neighbors is set
to 8 for the standard PRM and 5 for the DGPRM, which

2http://www.ipb.uni-bonn.de/datasets/



Fig. 7: The 2D environments used for the roadmap construction task: (a) Intel Research
Lab, (b) Freiburg building, (c) FHW

Fig. 8: A visual comparison between the final roadmap obtained with our method and
the topology-informed GNG, in the Intel Research Lab environment: (a) Fig. 1 from
[20], GNG roadmap trained on a Hilbert occupancy map, providing a 1000 vertices-
roadmap (scale: meters), (b) Disk-graph roadmap expanded on an occupancy grid map,
with 478 final vertices (scale: pixels)

provided the best balance between average success rate and
graph sparsity in our test environments.

The average success rates for each environment are pre-
sented in Fig. 5: for the environments (a) and (b), our
method requires additional samples compared to the baseline
FMT* and PRM*. Note how the performance of the standard
PRM decreases in the bugtrap environment, due to the
small reachable area around the goal, making the uniform
sampling less efficient. In environments (c) and (d), the PRM
and PRM* performances strongly decrease due to narrow
passages and small-sized features which require many more
samples if sampling uniformly. The FMT* relies on uniform
sampling as well but remains more efficient by expanding
selectively towards cost-to-arrive space.

Fig. 6 presents the path costs and final graph sizes in
each environment, for all successful planning attempts of
every baseline planner. We see that the DGPRM provides
longer paths on average in all environments, sometimes
up to 50% longer than the shortest path found; however,
we also note that this is balanced by the improved path
safety, with the DGPRM always providing the safest path,
although being queried here with a shortest length cost;
this is the consequence of the expansion towards nodes of
maximal radius. In terms of final graph size, the PRM and
PRM* results are biased by their construction but provide a
”worst-case” baseline where all the samples are added to the
roadmap graph; however, the DGPRM achieves successful
planning with sparser map coverage than even the FMT.

2) Roadmap Construction Task: We now consider a
roadmap construction task: here, the objective is to mea-
sure how efficiently (i.e. sparsely) the disk-graph roadmap
can cover the environment while maintaining connectivity,

Fig. 9: Roadmap construction results - environment coverage vs final roadmap size

and how costly the obtained paths are. The environments
proposed for evaluation are shown in Fig. 7. We use two
evaluation metrics defined in [20] to allow for direct com-
parison:
• The success rate (SC) measures the connectivity of the

roadmap; in [20], it is defined as the proportion of start-
goal pairs connected in the roadmap. For our method,
the disk-graph is always connected by construction,
so we rather define the success rate on the number
of connected start-goal pairs in the map free space,
effectively measuring it as the relative surface of free
space overlapped by the disk-graph roadmap.

• Success-weighted path cost (SPC) is given by

𝑆𝑃𝐶 (𝐺) = 1
𝑁

𝑁∑︁
𝑖=1

𝑆𝑖
𝑐(Γ𝑖)
𝑐(Γ∗

𝑖
) (11)

where 𝑐 is the path cost, here the Euclidean arc-length,
𝑖 indexes the start-goal pairs in the roadmap, Γ∗

𝑖
is an

optimal path for start-goal pair 𝑖, Γ𝑖 the path provided
by the roadmap, and 𝑆𝑖 denotes boolean success.

The SPC is actually computed for 500 random start-goal
pairs in the environment, using a dense (4000 vertices) PRM*
to compute the reference path cost. The success rates of
the PRM*, TI-GNN and of our method for the proposed
environments are shown in Fig. 9, demonstrating the im-
proved sparsity in the roadmaps generated by our method;
this sparsity reduces the cost of all subsequent planning
calls, particularly since the roadmap we construct is always
connected. We note however that it comes at the expense
of a higher sampling and processing cost, many samples
being rejected during the expansion phase even before being
considered as candidates. Table I provides the SPC values
obtained for the IT-GNG and our method, showing that the
sparsity of our roadmap does not impact the path cost in
a severe way: our method is able to provide paths with a
similar quality as the TI-GNG while containing around half
the vertices in the environments tested here (Fig. 8).

B. Qualitative Exploration Results

We finally present the results obtained with the explo-
ration controller described in Section III-D. The frontiers
characterization is extended with an open-source SLAM
algorithm (namely Hector-SLAM [12]) and a standard non-
linear path following controller [1] to form a complete
frontiers-driven exploration strategy. Additionally, replanning



TABLE I: Detailed roadmap evaluation on success rate (SR), i.e. environment coverage,
and success-weighted path cost (SPC) as proposed in [20].

Env. Method Roadmap size SR SPC

Intel Lab DGPRM (Ours) 616 0.95 0.91
TI-GNG 1000 ≈0.75 ≈0.85

Freiburg bldg. DGPRM 540 0.9 0.89
TI-GNG 1000 ≈0.7 ≈0.9

FHW DGPRM 411 0.94 0.87
TI-GNG 1000 ≈0.75 ≈0.9

Fig. 10: Qualitative results of an exploration conducted with the Pioneer in a real
environment. Current frontier vertices are highlighted in yellow.

is triggered if the current path becomes invalid or if the
current target frontier no longer belongs to the frontiers
set. This proposed controller is implemented using the ROS
middleware to facilitate the usage of external open-source
libraries, and deployed on the Pioneer mobile platform. The
robot is set up with no initial knowledge in an indoors kitchen
environment and left to explore. In the experiments, we used
a minimal radius slightly higher than the robot radius for
added security; we managed an update frequency of the disk-
graph (recomputation of nodes radii and reconnections) of
approximately 1Hz for graphs up to 100 to 200 nodes, noting
the implementation optimization is still at an early stage. On
Fig. 10, the occupancy map is shown at two different stages
during exploration, along with the robot trajectory and the
state of the disk-graph roadmap.

V. DISCUSSION AND FUTURE WORK

In this paper, we showed how biased sampling around
free-space disks can be applied to the construction of a
sparse but efficient roadmap in a 2D occupancy map. We also
demonstrate the inherent exploratory behavior of our method.
However, as noted previously, the implementation can still
be improved to achieve better performance; we also envision
the following topics for future work: computing the distance
directly from a geometric characterization description of the
obstacles would greatly decrease computational complexity;
we also want to test the integration of the disk-graph roadmap
with a more advanced exploration strategy. Finally, we expect
the method to still be valid for higher-dimensional spaces,
especially for 3D exploration.
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