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EFFICIENT APPROXIMATION OF HIGH-FREQUENCY HELMHOLTZ

SOLUTIONS BY GAUSSIAN COHERENT STATES

THÉOPHILE CHAUMONT-FRELET?, VICTORITA DOLEAN†,‡, AND MAXIME INGREMEAU†

Abstract. We introduce new finite-dimensional spaces specifically designed to approximate the

solutions to high-frequency Helmholtz problems with smooth variable coefficients in dimension d.
These discretization spaces are spanned by Gaussian coherent states, that have the key property

to be localised in phase space. We carefully select the Gaussian coherent states spanning the

approximation space by exploiting the (known) micro-localisation properties of the solution.
For a large class of source terms (including plane-wave scattering problems), this choice leads

to discrete spaces that provide a uniform approximation error for all wavenumber k with a

number of degrees of freedom scaling as kd−1/2, which we rigorously establish. In comparison,
for discretization spaces based on (piecewise) polynomials, the number of degrees of freedom

has to scale at least as kd to achieve the same property. These theoretical results are illustrated

by one-dimensional numerical examples, where the proposed discretization spaces are coupled
with a least-squares variational formulation.

Key words. Gabor frames, Helmholtz equation, high-frequency problems

1. Introduction

Time-harmonic wave propagation is a mechanism at the center of a large number of physical
and industrial applications. We may cite, among many, radar imaging [8], or seismic prospection
[36]. In practice, numerical methods are required to approximately simulate the propagation of
waves, and although several methods are available, it is still very challenging to compute accurate
approximations in high-frequency regime.

Here, we consider the scalar Helmholtz equation, which is probably the simplest model for this
kind of problems. Specifically, given a compactly supported right-hand side f : Rd → C, our
model problem is to find u : Rd → C such that

(1.1a) − k2µu−∇ · (A∇u) = f in Rd,

where µ and A are (given) smooth coefficients that are respectively equal to 1 and I outside a
ball of radius R > 0, and k > 0 is the (given) wavenumber. This equation is supplemented with
the Sommerfeld radiation condition at infinity. Namely, we require that

(1.1b)
∂u

∂|x|
(x)− iku(x) = o

(
|x|(−d+1)/2

)
as |x| → +∞.

A particularly important scenario covered by (1.1) is the scattering of a plane-wave, where the
right-hand side takes the form

(1.2) f :=
(
k2µ+ ∇ · (A∇·)

)
eikd·x,

where d ∈ Rd, |d| = 1 is the incidence direction.
As we propose a “volumic” method, we will actually replace the Sommerfeld radiation condition

(1.1b) by a Perfectly Matched Layer (PML). This approach is entirely standard [2, 6, 14], and
amounts to slightly modifying the coefficients µ and A in (1.1). This process is detailed in Section
4.2.
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2 APPROXIMATION OF HELMHOLTZ SOLUTIONS BY GAUSSIAN COHERENT STATES

In this work, we investigate the use of discretization spaces based on Gaussian coherent states
(GCS), that is, functions of the form

Φk,x0,ξ0
(x) :=

(
k

π

)d/4
e−

k
2 |x−x0|2e−ikξ0·(x−x0),

where x0, ξ0 ∈ Rd are user-selected parameters. The idea of decomposing a function as a discrete
sum of Gaussian coherent states goes back to [13]. Here, following [4, 7], we focus on a lattice of

phase-space points [xk,m, ξk,n] :=
√

(kR)−1π[m,n], [m,n] ∈ Z2d, that are spaced by ∼ (kR)−1/2,
and we write

Ψk,m,n := Φk,xk,m,ξk,n .

Then, our a discretization space is of the form

WΛ := Vect {Ψk,m,n; [m,n] ∈ Λ} ,

where Λ ⊂ Z2d is a carefully chosen set of indices.
For the sake of simplicity, we will assume in the introduction that the domain is non-trapping.

Our first result is that if Λ is chosen as

Λ :=
{

[m,n] ∈ Z2d; |xk,m|2 + |ξk,n|2 ≤ ρkR
}
,

for ρ > 0, we have

(1.3) dimWΛ ' ρd(kR)d and min
w∈WΛ

‖u− w‖Ĥ1(Rd) ≤ Cρ
−1‖f‖L2(Rd),

for a general f ∈ L2(Rd) with supp f ⊂ B(0, R), where ‖·‖Ĥ1(Rd) is a H1(Rd)-norm including a

weight at infinity (see (4.1) below). As we describe in more length afterwards, this result is not
very impressive on its own. Specifically, it is a standard approximation result similar to polynomial
approximations: we need a fixed number of points per wavelength to achieve a constant accuracy.
Our second result, which is key, deals with the case where f takes the particular form (1.2). In
this case, we select

Λ :=
{

[m,n] ∈ Z2d; |p(xk,m, ξk,n)| ≤ k−1/2+ε
}

where ε > 0 can be selected arbitrarily small and

p(x, ξ) := A(x)ξ · ξ − µ(x) ∀x, ξ ∈ Rd,

is the principal symbol associated with the differential operator in (1.1), and we have

(1.4) dimWΛ ' (kR)d−1/2+ε and min
w∈WΛ

‖u− w‖Ĥ1(Rd) ≤ Cε,m(kR)−m ∀m ∈ N.

It means that for right-hand sides corresponding to scattering problems (and actually, a wider fam-
ily of right-hand sides), Gaussian coherent states provide an accurate solution withO((kR)d−1/2+ε)
DOFs. In fact, the convergence is even super-algebraic as the frequency increases.

To put (1.3) and (1.4) into perspective, we compare them with other standard methods. Ac-
tually, there are several options to numerically solve (1.1) (either with the Sommerfeld condition
(1.1b) or with a PML approximation), that we review below.

The most versatile approach is probably the finite element method (FEM). The method hinges
of a triangulation of the domain into elements of size h, and piecewise polynomial basis functions
of degree p. It can be shown that if p grows logarithmically with k, then the condition that kh/p is
constant provides (at least) a constant accuracy as k increases [26, 29, 30]. As a result, high-order
FEM essentially requires O((kR)d) degrees of freedom (DOFs) to achieve a constant accuracy.
The resulting matrix is sparse.

Trefftz-like methods are similar to FEM in that they also rely on a mesh of the domain, but
the polynomial shape functions are replaced by local solutions to the Helmholtz problem, such as
plane-waves [23]. There are many ways to “glue” these local solution together, including partition
of unity methods [28], least squares methods [31], the ultra weak variational method [3], the
discontinuous enrichment method [12] or the variational theory of complex rays [34]. While these
methods typically induce a large reduction of the number of DOFs as compared to FEM, they
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FEM GCS BEM asymptotic

Cost (kR)d (kR)d−1/2 (kR)d−1 1
Heterogeneous media yes yes no yes

Convergence at fixed k yes yes yes no
Table 1.1. Comparison of commonly used discretization techniques

usually still need at least O((kR)d) DOFs, see, e.g., [5, 17, 22]. Similar to FEM, the resulting
matrix is sparse.

The next family of methods we want to mention are boundary element methods (BEM) [35].
These methods rely on boundary integral equations which, strictly speaking, are not available for
smoothly varying coefficients, since the expression of Green’s function must be available. It is
nevertheless interesting to include them in the comparison. These methods typically provide a
constant accuracy with only O((kR)d−1) DOFs [15]. However, the resulting matrix is dense and
its entries are costly to compute. These issues can be mitigated using compression techniques,
such as the fast multi-pole method [20] or hierarchical matrices [21].

Finally, asymptotic methods rely on the fact when the frequency is very large, it is sometimes
possible to simplify the search for the solution of Helmholtz equation and the properties of the
solution itself to computations involving only the underlying classical dynamics [10]. This is done
using tools of semi-classical analysis, such as the WKB method and can lead to discrete problems
with a number of DOFs independent of k. The main drawback of these approaches is that they
are only asymptotically valid: they do not converge for fixed value of k. Besides, it is not always
clear from which range of k they are relevant.

As compared to FEM, the proposed GCS method thus gains “half a dimension” at high-
frequencies, but it is still half a dimension higher than BEM. As compared to BEM however,
our methodology has the advantage to apply in a generic framework where the Green’s function is
not available. Another important comment is that in the (very) high-frequency regime, our method
is more expensive than asymptotic methods. However, asymptotic methods cannot converge at
fixed k, which our method does. This is summarized in Table 1.1.

In addition to the approximability results (1.3) and (1.4), we also present a least-squares method
based on Gaussian coherent states for Problem (1.1). As we show, the convergence of the method
is easily established. Besides, although the matrix is dense, we show that the entries decay super-
algebraically away from the diagonal. As a result, the matrix is essentially banded, and we believe
that efficient linear solvers can be devised. This will be analysed in more depth in future works.

We finally present a set of one-dimensional numerical experiments using the proposed least-
squares method. Although the setting is rather simple, the results perfectly fit the theoretical
analysis and readily shows that proposed approach allows for a drastic reduction of the number
of DOFs in the high-frequency regime.

To the best of our knowledge, our micro-locally adapted spaces of Gaussian coherent states
appear to be entirely original, but we would like to mention that similar basis functions have
already been employed to discretize PDE problems. In particular, generalised coherent states like
Hagerdorn wavepackets were used to describe the solution of time-dependent Schrödinger equation
in [11, 18, 19, 27].

The remainder of our work is organised as follows. In Section 2, we precise the setting and
state our key approximation result (1.4) in its more general form. Section 3 contains the proof of
our findings. In Section 4, we apply the general theory of Sections 2 and 3 to our scattering model
problem. Numerical examples are reported in Section 5. Finally, Appendix A collects technical
results concerning Gaussian coherent states.

2. Setting and main results

2.1. Notations. Throughout this work ~ ∈ H ⊂ (0, 1] will denote a small parameter. When ap-
plying our general results to the Helmholtz equation, we will have ~ ∼ (kR)−1, so that considering
the set (0, 1] amounts to ignoring low frequencies, and focusing on high frequencies when ~ → 0.



4 APPROXIMATION OF HELMHOLTZ SOLUTIONS BY GAUSSIAN COHERENT STATES

For the sake of generality, we restrict our analysis to a subset H ⊂ (0, 1] for reasons that will
become apparent in Section 4. Notice that the case H = (0, 1] is not excluded.

2.1.1. Basic notation. The canonical basis of Rd or of Cd will be denoted by (e1, ..., ed). If x,y ∈
Cd, we write

x · y :=

d∑
j=1

xjyj

without complex conjugation on the second argument, and |x|2 = x · x is the usual Euclidean
norm.

For a multi-index α ∈ Nd, [α] := α1 + · · · + αd denotes its usual `1 norm. If v : Rd → C, the
notation

∂αv :=
∂α1

∂x1
. . .

∂αd

∂xd
v

is employed for the partial derivatives in the sense of distributions, whereas xα := xα1
1 · . . . · x

αd

d .

Finally, if β ∈ Nd is another multi-index, we will sometimes need the notation(
α
β

)
=

d∏
j=1

(
αj
βj

)
,

and the notation α ≤ β means that αj ≤ βj for all j ∈ {1, . . . , d}.
If n ∈ Zd, we employ the notation |n|2 := n2

1 + · · · + n2
d for its `2 norm. Finally, if Λ ⊂ Z2d,

`2(Λ) has its usual definition, and we denote by ‖ · ‖`2(Λ) its usual norm.

2.1.2. Key functional spaces. In what follows, L2(Rd) is the usual Lebesgue space of complex-
valued square integrable functions over Rd. The usual norm and inner products of L2(Rd) are
respectively denoted by ‖ · ‖L2(Rd) and (·, ·).

Following [4], since we are dealing with the (unbounded) Rd space, our analysis will require the
weighted Sobolev spaces

Ĥp(Rd) :=
{
v ∈ L2(Rd) | xα∂βv ∈ L2(Rd) ∀α,β ∈ Nd; [α], [β] ≤ p

}
,

that we equip with the family of equivalent ~-weighted norms given by

‖v‖2
Ĥp

~(Rd)
:=

∑
[α]≤p

∑
q≤p−[α]

~2[α]‖|x|q∂αv‖2L2(Rd)

for all p ∈ N.
C0(Rd) is the set of complex-valued continuous functions defined over Rd, and C`(Rd) is the

set of functions v : Rd → C such that ∂αv ∈ C0(Rd) for all α ∈ Nd with [α] ≤ `. We introduce
the notation

‖v‖C`(Rd) := max
α∈Nd

[α]≤`

max
x∈Rd

|(∂αv)(x)|, ∀v ∈ C`(Rd)

and C`b(Rd) is the subset of functions v ∈ C`(Rd) such that ‖v‖C`(Rd) < +∞. We also set

C∞b (Rd) :=
⋂
`∈N

C`b(Rd).

Finally, if Ω ⊂ Rd is an open set, we denote by C∞c (Ω) the set of smooth functions whose support
is a compact subset of Ω.
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2.2. The frame of Gaussian coherent states. The goal of this work is to efficiently approxi-
mate the solution u~ to the equation P~u~ = f with a finite span of Gaussian coherent states. For
[m,n] ∈ Z2d, we thus consider the Gaussian state

Ψ~,m,n(x) := (π~)−d/2e−
1
2~ |x−x

~,m|2e
i
~ξ

~,n·(x−x~,m),

where x~,m :=
√
π~m and ξ~,n :=

√
π~n. The family of Gaussian coherent states (Ψ~,m,n)[m,n]∈Z2d

actually forms a frame over L2(Rd), meaning there exists two constants 0 < α < β < +∞ solely
depending on d such that

α‖v‖2L2(Rd) ≤
∑

[m,n]∈Z2d

|(v,Ψ~,m,n)|2 ≤ β‖v‖2L2(Rd).

This result was first proved in [7], but the idea of decomposing a function as a discrete sum of
Gaussian states goes back to [13], where is was proved that the span of (Ψ~,m,n)[m,n]∈Z2d is dense

in L2(Rd).
Actually, the frame property implies that there exists another family of functions (Ψ?

~,m,n)[m,n]∈Z2d

called the dual frame such that

(2.1) v =
∑

[m,n]∈Z2d

(v,Ψ?
~,m,n)Ψ~,m,n

for all v ∈ L2(Rd). It is thus clear that any v ∈ L2(Rd) may be well-approximated by (a large
number of) Gaussian states. As we are going to develop hereafter, when considering the solution
to a high-frequency PDE problem, a good approximation may be obtain with few Gaussian states,
by carefully selecting the indices [m,n] in (2.1).

Remark 2.1 (General expansions in the Gaussian frame). The family (Ψ~,m,n) is not a Riesz
basis, so that the expansion (2.1) of v as a sum of Ψ~,m,n is not unique. However, a crucial
property of (2.1) is that this expansion is stable, in the sense that∑

[m,n]∈Z2d

|(v,Ψ?
~,m,n)|2 ≤ γ‖v‖2L2(Rd),

where γ only depends on d, the dual frame being itself a frame. This is especially important at the
numerical level in the presence of round-off errors [1].

2.3. Settings and key assumptions. Throughout this work, we consider a second order differ-
ential operator on Rd depending on ~, and taking the form

(2.2) (P~v)(x) = ~2
d∑

j,`=1

a~j`(x)
∂2v

∂xj∂x`
(x) + i~

d∑
j=1

b~j (x)
∂v

∂xj
(x) + c~(x)v(x),

where a~j`, b
~
j , c

~ ∈ C∞b (Rd) for 1 ≤ j, ` ≤ d. For the sake of simplicity, we introduce

Ccoef,p := sup
~∈H

 d∑
j,`=1

‖a~j,`‖Cp(Rd) +

d∑
j=1

‖b~j ‖Cp(Rd) + ‖c~‖Cp(Rd)

 ∀p ∈ N,

and assume that Ccoef,p < +∞ for all p ∈ N.
The principal symbol of P~ is the function p~ ∈ C∞(R2d) defined by

(2.3) p~(x, ξ) :=

d∑
j,`=1

a~j,`(x)ξiξj +

d∑
j=1

b~j (x)ξj + c~(x).

For the sake of shortness, we will often write p~(m,n) := p~(x~,m, ξ~,n) for [m,n] ∈ Z2d.
Along with the smoothness of the coefficients, we make two key assumptions. First, we assume

that P~ : Ĥp(Rd) → Ĥp(Rd) is invertible with the norm of P−1
~ being polynomially bounded in

~. Specifically, we assume that for all f ∈ L2(Rd) there exists a unique u~ ∈ L2(Rd) such that
P~u~ = f . In addition, there exists N ∈ N such that for all p ∈ N
(2.4) ‖u~‖Ĥp

~(Rd) ≤ Csol,p~−N‖f‖Ĥp
~(Rd) ∀~ ∈H
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for some constant Csol,p independent of ~. Our second assumption is that there exists a value
δ0 > 0 such that

(2.5) sup
~∈H

diam{(x, ξ) ∈ R2d; |p~(x, ξ)| < δ0} ≤ D0 < +∞

for some D0 ∈ R.
In the remainder of this work, we allow generic constants C to depend on {Ccoef,p}p∈N, {Csol,p}p∈N,

N and D0. We also employ the notation Cα,β,... if the constant C is additionally allowed to depend
on other previously introduced quantity α, β, . . .

2.4. Statement of the approximability result. Our main result is that, if f is micro-localised
near the set {(x, ξ) ∈ R2d; p~(x, ξ) = 0}, then so is the solution u~ to P~u~ = f . This is a
standard result when micro-localisation is understood in terms of pseudo-differential operators
(see for instance [37, Theorem 6.4]), but here, by micro-localisation properties, we mean that
f can be approached by a linear combination of Ψ~,m,n with [m,n] in a certain region of Z2d.
Hence, our results may not be easily recovered from [37, Theorem 6.4].

Theorem 2.2 (Approximability for Gaussian state right-hand sides). Let ε > 0 and 0 ≤ α < δ0/2.
For ~ ∈H , consider the right-hand side

f~ :=
∑

[m,n]∈Λ~,rhs

F ~
m,nΨ~,m,n.

where F ~ ∈ Λ~,rhs with

(2.6) Λ~,rhs :=
{

[m,n] ∈ Z2d | |p~(x~,m, ξ~,n)| ≤ α+ 2~1/2−ε
}
.

Then, if u~ is the solution to P~u~ = f~, we have∥∥∥∥∥∥u~ −
∑

[m,n]∈Λ~,sol

(u~,Ψ
?
~,m,n)Ψ~,m,n

∥∥∥∥∥∥
Ĥp

~(Rd)

≤ Cε,p,m~−m‖F~‖`2(Z2d) ∀m ∈ N.

for all p ∈ N with

Λ~,sol :=
{

[m,n] ∈ Z2d | |p~(x~,m, ξ~,n)| ≤ α+ 4~1/2−ε
}
.

In practice, the right-hand side of the problem is not a finite linear combination of Gauss-
ian coherent states. However, many right-hand sides of interest become well-approximated by
such combination in the high-frequency regime. This is in particular the case when considering
scattering by a plane-wave (see Lemma 4.4 below).

Corollary 2.3 (Approximability for micro-localised right-hand sides). Let p ≥ 0. Consider a set

of right-hand sides (f~)~∈H ⊂ Ĥp(Rd) and assume that there exists a set of sequences (F ~)~∈H ⊂
Z2d such that

‖F ~‖`2(Z2d) ≤ C

‖f~ −
∑

[m,n]∈Λ~,rhs

F ~
m,nΨ~,m,n‖Ĥp

~(Rd) ≤ Cm~−m ∀m ∈ N

for all ~ ∈H . Then, we have∥∥∥∥∥∥u~ −
∑

[m,n]∈Λ~,sol

(u~,Ψ
?
~,m,n)Ψk,m,n

∥∥∥∥∥∥
Ĥp+2

~ (Rd)

≤ Cε,p,m~−m ∀m ∈ N.

3. Proof of Theorem 2.2

This section is devoted to the detailed proof of Theorem 2.2 and Corollary 2.3.
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3.1. Preliminary results on Gaussian states. We start by stating key preliminary results on
the Gaussian and dual frames. We first point out that the converse to (2.1) is true, namely, that

(3.1) v =
∑

[m,n]∈Z2d

(v,Ψ?
~,m,n)Ψ~,m,n ∀v ∈ L2(Rd),

see, e.g. [1, 4, 7]. We also record that the following bound

(3.2) ‖Ψ~,m,n‖Ĥs
~(Rd) ≤ Cs(1 + |[m,n]|s)

holds true for all p ∈ N, see [4, Lemma C.1]. Finally, we will need the following expansion result.

Proposition 3.1 (Tight expansion). For all [m,n] ∈ Z2d, there exists a sequence of coefficients
Um,n ⊂ `2(Z2d) such that

‖Um,n‖`p(Z2d) ≤ Cp ∀p ∈ [1,+∞],

and for all ε > 0 and s ∈ N, we have

(3.3)

∥∥∥∥∥∥∥∥∥Ψ?
~,m,n −

∑
[m′,n′]∈Z2d

|[m,n]−[m′,n′]|≤~−ε

Um,n
m′,n′Ψ~,m′,n′

∥∥∥∥∥∥∥∥∥
Ĥs

~(Rd)

≤ Cε,s,m~m ∀m ∈ N.

Proof. We start by applying (3.1) to v = Ψ?
~,m,n, leading to

Ψ?
~,m,n =

∑
[m′,n′]∈Z2d

(Ψ?
~,m,n,Ψ

?
~,m′,n′)Ψk,m,n.

Next, we recall from [4, Proposition 4.2] that

|(Ψ?
~,m,n,Ψ

?
~,m′,n′)| ≤ Ce−|[m,n]−[m′,n′]|1/2

.

As a result, we define Um,n
m′,n′ := (Ψ?

~,m,n,Ψ
?
~,m′,n′), so that Um,n indeed belongs to `p(Z2d) for

1 ≤ p ≤ +∞, and

E := Ψ?
~,m,n −

∑
[m′,n′]∈Z2d

|[m,n]−[m′,n′]|≤~−ε

Um,n
m′,n′Ψ~,m′,n′ =

∑
[m′,n′]∈Z2d

|[m,n]−[m′,n′]|>~−ε

Um,n
m′,n′Ψ~,m′,n′ .

We then observe that

‖E‖Ĥs
~(Rd) ≤

∑
[m′,n′]∈Z2d

|[m,n]−[m′,n′]|>~−ε

|Um,n
m′,n′ | · ‖Ψ~,m′,n′‖Ĥs

~(Rd)

≤ C
∑

[m′,n′]∈Z2d

|[m,n]−[m′,n′]|>~−ε

(1 + |[m,n]|)se−|[m,n]−[m′,n′]|1/2

,

due to (3.2), and (3.3) follows since∑
[m′,n′]∈Z2d

|[m,n]−[m′,n′]|>~−ε

(1 + |[m,n]|)se−|[m,n]−[m′,n′]|1/2

≤ Cε,s,m~−m.

�

We close this section with two technical results. As we believe they are of independent interest,
and because their proof require tedious computations, they are presented later in Appendix A.

Proposition 3.2 (Quasi orthogonality). Consider two sets of indices Λ,Λ′ ⊂ Z2d with

µ := diam(Λ) < +∞ ρ := dist(Λ,Λ′) > 0.
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Consider L ∈ N, smooth coefficients (Aa)a∈Nd ⊂ C∞b (Rd) and the differential operator

P~,L,A :=
∑
α∈Nd

[α]≤L

~[α]Aα∂
α.

Then, for all q > 0 and α ∈ Nd, we have

(3.4)
∑

[m,n]∈Λ

∑
[m′,n′]∈Λ′

|(xαP~,L,AΨ~,m,n,Ψ~,m′,n′)|q ≤ CL,A,q,m(1 + (~µ)[α]+L)q(1 + ρ)−m

for all m ∈ N.

Proposition 3.3 (Control of (P~ − p)L). For all [m,n] ∈ Z2d, we have

(3.5a)

∥∥∥∥(P~ − p~(xk,m, ξk,n)
)L

Ψ~,m,n

∥∥∥∥
L2(Rd)

≤ CL(1 + ~|n|2)L~L/2,

and

(3.5b)

∥∥∥∥(P ?~ − p~(xk,m, ξk,n)
)L

Ψ~,m,n

∥∥∥∥
L2(Rd)

≤ CL(1 + ~|n|2)L~L/2.

3.2. Main proof. We focus here on the proof of Theorem 2.2. Hence, we fix an ε > 0, and
consider a right-hand side micro-localised near {p~ = 0}. Specifically, we will assume that

f~ :=
∑

[m,n]∈Λ~,rhs

F ~
m,nΨ~,m,n,

where F ~ ∈ `2(Λrhs) with Λ~,rhs := Λ(0, α + 2~1/2−ε). Our goal is to show that the associated
solution u~ is essentially micro-localised near {p~ = 0} as well. Specifically, setting Λ~,near :=

Λ(0, α+ 4~1/2−ε), our goal will be to show that

unear
~ :=

∑
[m,n]∈Λ~,near

(u~,Ψ
?
~,m,n)Ψ~,m,n

is “close” to u~.
The key idea is to separate the set of indices of u~ into Λ~,near, Λ~,mid := Λ(α + 4~1/2−ε, α +

6~1/2−ε) and Λ~,far := Λ(α+ 6~1/2−ε,+∞). We shall also need the “enlarged” sets

Λ?~,near := Λ(0, α+5~1/2−ε), Λ?~,mid := Λ(α+3~1/2−ε, α+7~1/2−ε), Λ?~,far := Λ(α+5~1/2−ε,+∞),

for the test functions.
We first state some elementary properties of these sets of indices. We do not report the (straight-

forward) proofs for the sake of shortness.

Lemma 3.4 (Index sets). Assume that α+ 7~1/2−ε ≤ δ0, then we have

(3.6) dist(Λ~,far,Λ
?
~,near) ≥ C~−ε dist(Λ~,rhs,Λ

?
~,mid) ≥ C~−ε dist(Λ~,near,Λ

?
~,far) ≥ C~−ε

and

(3.7) diam(Λ?~,rhs) ≤ C~−1/2 diam(Λ?~,near) ≤ C~−1/2 diam(Λ?~,mid) ≤ C~−1/2

In addition, if ~ is small enough, we have

(3.8)
{

[m′,n′] ∈ Z2d | ∃[m,n] ∈ Λ~,mid; |[m,n]− [m′,n′]| ≤ ~−ε/2
}
⊂ Λ?~,mid.

Lemma 3.5 (Quasi orthogonality away from RHS micro-support). For F ~ ∈ `2(Λ~,rhs), consider
the right-hand side

f~ =
∑

[m,n]∈Λ~,rhs

F ~
m,nΨ~,m,n

and the associated solution u~. Then, if [m,n] ∈ Λ?~,mid, we have

|(u~,Ψ~,m,n)| ≤ Cε,m~m‖F ~‖`2(Z2d)

for all m ∈ N.
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Proof. Throughout the proof, we fix a pair of indices [m,n] ∈ Λ?~,mid. By definition of Λ?~,mid, the

assumption that α+ 7~1/2−ε ≤ δ0 and (2.5), we have

(3.9) c~1/2−ε ≤ |p~(m,n)| ≤ C.

In particular, we can write

u~ =
1

p~(m,n)
f~ +

1

p~(m,n)
(P~ − p~(m,n))u~.

Since f~ is smooth, so is u~, and we can iterate this relation, leading to

u~ =

r∑
`=1

1

p~(m,n)`
(P~ − p~(m,n))`−1f~ +

1

p~(m,n)r
(P~ − p~(m,n))ru~,

and

(u~,Ψ~,m,n) =

r∑
`=1

1

p~(m,n)`
(f~, (P

?
~ − p~(m,n))`−1Ψ~,m,n)

+
1

p~(m,n)r
(u~, (P

?
~ − p~(m,n))rΨ~,m,n)(3.10)

for all r ∈ N.
Then, if [m′,n′] ∈ Λ~,rhs, using the upper-bound in (3.9), we have

|(Ψk,m′,n′ , (P
?
~ − p~(m,n))`−1Ψ~,m,n)| =

∣∣∣∣∣∣
`−1∑
j=0

(
`− 1
j

)
p~(m,n)`−1−j(Ψk,m′,n′ , (P

?
~ )jΨ~,m,n)

∣∣∣∣∣∣
≤ C`

`−1∑
j=0

|(Ψ~,m′,n′ , (P
?
~ )jΨ~,m,n)|.

Recalling, (3.7), we have ~`−1 diam(Λ?~,mid) ≤ C~`−3/2 ≤ C for all ` ≥ 2. As a result, applying

(3.4) gives

|(Ψ~,m′,n′ , (P
?
~ − p~(m,n))`−1Ψ~,m,n)| ≤ C`,n(1 + |[m,n]− [m′n′]|)−n ≤ C`,n~εn,

for all n ∈ N, since |[m,n] − [m′,n′]| ≥ ~−ε due to (3.6). The case ` = 1 also easily follows by
Proposition 3.2. We then write that

|(f~, (P ?~ − p~(m,n))`−1Ψ~,m,n)| ≤
∑

[m′,n′]∈Λ~,rhs

|F ~
m,n||(Ψ~,m′,n′ , (P

?
~ − p~(m,n))`−1Ψ~,m,n)|

≤ C`,n~εn
∑

[m′,n′]∈Λ~,rhs

|F ~
m,n|

≤ C`,n~εn−d‖F ~‖`2(Z2d),

where we used that |Λ~,rhs| ≤ C diam(Λ~,rhs)
2d ≤ C~d due to (3.7). As a result, using the lower-

bound in (3.9), we have

1

|p(m,n)|`
|(f~, (P ?~ − p~(m,n))`−1Ψ~,m,n)| ≤ C`,n~εn−d−`/2‖F ~‖`2(Z2d),

and
r∑
`=1

1

|p(m,n)|`
|(f~, (P ?~ − p~(m,n))`−1Ψ~,m,n)| ≤ Cm,n~εn−d−r/2‖F ~‖`2(Z2d),

for all n ∈ N. Thus, for any m ∈ N, we can select n = n(m, d, r, ε) such that εn − d − r/2 ≥ m,
leading to

r∑
`=1

1

|p(m,n)|`
|(f~, (P ?~ − p~(m,n))`−1Ψ~,m,n)| ≤ Cε,m,r~m‖F ~‖`2(Z2d).
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On the other hand, using again (3.7) and applying (3.5b), we have

‖(P ?~ − p(m,n))rΨ~,m,n‖L2(Rd) ≤ Cr~r/2,

and the lower bound in (3.9) shows that

1

|p(m,n)|r
‖(P ?~ − p(m,n))rΨ~,m,n‖L2(Rd) ≤ Cr~εr.

We then write that

1

|p(m,n)|m
|(u~, (P ?~ − p(m,n))rΨ~,m,n)| ≤ Cr~εr‖u~‖L2(Rd) ≤

Cr~εr−N‖f~‖L2(Rd) ≤ Cr~εr−N‖F ~‖`2(Z2d),≤ Cε,m~m‖F ~‖`2(Z2d),

up to picking r such that εr −N ≥ m. �

Proof of Theorem 2.2. We expend u~ in the frame (Ψ~,m,n)[m,n]∈Z2d as

u~ = unear
~ + umid

~ + ufar
~

where

unear
~ :=

∑
[m,n]∈Λ~,near

(u~,Ψ
?
~,m,n)Ψ~,m,n

umid
~ :=

∑
[m,n]∈Λ~,mid

(u~,Ψ
?
~,m,n)Ψ~,m,n

ufar
~ :=

∑
[m,n]∈Λ~,far

(u~,Ψ
?
~,m,n)Ψ~,m,n.

The proof then consists in showing that umid
~ and ufar

~ are small.
Step 1. We first treat the umid

~ term. To do so, we start by introducing the approximation

(3.11) ũmid
~ :=

∑
[m,n]∈Λ~,mid

∑
[m′n′]∈Z2d

|[m,n]−[m′,n′]|≤~−ε/2

Um,n
m′,n′(u~,Ψ~,m′,n′)Ψ~,m,n.

Recalling (3.8), all the [m′,n′] indices in the sum belong to the enlarged set Λ?~,mid, so that

(3.12) |(u~,Ψ~,m′,n′)| ≤ Cε,m~m‖F ~‖`2(Z2d)

by Lemma 3.5. Recalling (3.7), |[m,n]| ≤ C~−1/2 for all [m,n] ∈ Λ~,mid, and we have from (3.2)

(3.13) ‖Ψ~,m,n‖Ĥp
~(Rd) ≤ Cp.

Thus, plugging (3.12) and (3.13) into (3.11), we have

‖ũmid
~ ‖L2(Rd) ≤ Cp,ε,m~m‖F ~‖`2(Z2d)

∑
[m,n]∈Λ~,mid

∑
[m′n′]∈Z2d

|[m,n]−[m′,n′]|≤~−ε/2

1

≤ Cp,ε,m~m−εd
2/2‖F ~‖`2(Z2d).(3.14)

We now estimate the difference between umid
~ and ũmid

~

umid
~ − ũmid

~ =
∑

[m,n]∈Λ~,mid

u~,Ψ?
~,m,n −

∑
[m′,n′]∈Z2d

|[m,n]−[m′,n′]|≤~−ε/2

Um,n
m′,n′Ψ~,m′,n′

Ψ~,m,n,
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so that

‖umid
~ − ũmid

~ ‖Ĥp
~(Rd) ≤ Cp‖u~‖L2(Rd)

∑
[m,n]∈Λ~,mid

∥∥∥∥∥∥∥∥∥Ψ?
~,m,n −

∑
[m′,n′]∈Z2d

|[m,n]−[m′,n′]|≤~−ε/2

Ψ~,m′,n′

∥∥∥∥∥∥∥∥∥
L2(Rd)

and it follows from Proposition 3.1 that

(3.15) ‖umid
~ − ũmid

~ ‖Ĥp
~(Rd) ≤ Cp,ε,m~m−d‖u~‖Ĥp

~(Rd) ≤ Cp,ε,m~m−d−N‖F ~‖`2(Z2d).

Then, it follows from (3.14) and (3.15) that

‖umid
~ ‖Ĥp

~(Rd) ≤ Cp,ε,m~m‖F ~‖`2(Z2d) ∀m ∈ N,

up to redefining m.
Step 2. We then turn our attention to ufar

~ . On the one hand, we can apply Proposition 3.2

with P~,L,A := ~[β]∂β ◦ P~. This gives

∑
[m,n]∈Λ?

~,near

|(xα∂β(P~u
far
~ ),Ψ~,m,n)| = ~−[β]

∣∣∣∣∣∣
∑

[m,n]∈Λ?
~,near

∑
[m′,n′]∈Λ~,far

(u~,Ψ
?
~,m′,n′)(x

αP~,L,AΨ~,m′,n′ ,Ψ~,m,n)

∣∣∣∣∣∣
≤ Cα,β,r~r−[β]‖u~‖L2(Rd) ∀r ∈ N.

As a result, since |Λ?~,near| ≤ C(diam(Λ?~,near))
2d ≤ C~−d due to (3.7), we have

∑
[m,n]∈Λ?

~,near

|(xα∂β(P~u
far
~ ),Ψ~,m,n)|2 ≤ C~−d

 ∑
[m,n]∈Λ?

~,near

|(xα∂β(P~u
far
~ ),Ψ~,m,n)|

2

≤ Cα,β,r~2r−2[β]−d‖u~‖2L2(Rd)

which we rewrite as∑
[m,n]∈Λ?

~,near

|(xα∂β(P~u
far
~ ),Ψ~,m,n)|2 ≤ Cα,β,m~2m‖u~‖2L2(Rd) ∀m ∈ N

after changing variables.
On the other hand, if [m,n] ∈ Λ?~,far, we write that

P~u
far
~ = f~ − P~u

near
~ + P~u

mid
~ ,

so that

|(xα∂β(P~u
far
~ ),Ψ~,m,n)|2 ≤ C

(
|(xα∂βf~,Ψ~,m,n)|2 + |(xα∂β(P~u

near
~ ),Ψ~,m,n)|2 + |(xα∂β(P~u

mid
~ ),Ψ~,m,n)|2

)
.

We then have∑
[m,n]∈Λ?

~,far

|(xα∂β(P~u
mid
~ ),Ψ~,m,n)|2 ≤ C‖xα∂β(P~u

mid
~ )‖2L2(Rd) ≤ C‖u

mid
~ ‖2

Ĥ
[β]+2
~ (Rd)

≤ Cβ,m~m‖F ~‖2`2(Z2d)

due to Step 1. Next, thanks to Proposition 3.2,∑
[m,n]∈Λ?

~,far

|(xα∂βf~,Ψ~,m,n)|2 ≤
∑

[m,n]∈Λ?
~,far

∑
[m′,n′]∈Λ~,rhs

|F ~
m,n|2|(xα∂βΨ~,m′,n′ ,Ψ~,m,n)|2

≤ C2
α,β,m~2m‖F ~‖2`2(Z2d).

Finally, still by Proposition 3.2, it holds that∑
[m,n]∈Λ?

~,far

|(xα∂β(P~u
near
~ ),Ψ~,m,n)|2 ≤

∑
[m,n]∈Λ?

~,far

∑
[m′,n′]∈Λ~,near

|(u,Ψ?
k,m′,n′)||(xα∂β(P~Ψ~,m′,n′),Ψ~,m,n)|2

≤ Cα,β,r~2r‖u~‖2L2(Rd) ≤ Cα,β,m~2m‖F ~‖2`2(Z2d).
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Since Λ?~,near and Λ?~,far form a partition of Z2d, we have thus shown that

(3.16) ‖xα∂β(P~u
far
~ )‖L2(Rd) ≤ Cα,β,m~m‖F ~‖`2(Z2d).

Letting f far
~ = P~u

far
~ , we see from (3.16) that ufar

~ solves P~u
far
~ = f far

~ with a right-hand side

f far
~ ∈ Ĥp

~(Rd) such that

‖f far
~ ‖Ĥp

~(Rd) ≤ Cp,m~m‖F ~‖`2(Z2d) ∀m ∈ N.

Then, we conclude the proof with (2.4). �

4. Application to the Helmholtz equation

We now turn our attention to the model problem of the Helmholtz equation (1.1), with a
particular focus on the case of plane-wave scattering.

4.1. Notation. In this section k will denote the wavenumber in the Helmholtz problem, For the
sake of simplicity, we assume that kR ≥ 1. We will apply the results of Section 2 with ~ ∼ (kR)−1.
As a result, the norms

(4.1) ‖v‖2
Ĥp

k (Rd)
:=

∑
α∈Nd

[α]≤p

∑
q≤p−[α]

k−2[α]
∥∥∥∣∣∣x
R

∣∣∣q ∂αv∥∥∥2

L2(Rd)

will be convenient. Notice that if

F(v)(ξ) := (2π)−d/2
∫
Rd

v(x)e−ix·ξdx, a.e. ξ ∈ Rd.

is the Fourier transform of v ∈ L2(Rd), and if we define the “reverse” norm by

(4.2) ‖v‖2
Ȟp

k (Rd)
:=

∑
α∈Nd

[α]≤p

∑
q≤p−[α]

k−2q
∥∥∥∣∣∣x
R

∣∣∣q ∂αv∥∥∥2

L2(Rd)
,

then we have

(4.3) c(R)‖Fv‖Ȟp
k (Rd) ≤ ‖v‖Ĥp

k (Rd) ≤ C(R)‖Fv‖Ȟp
k (Rd).

We will also use the following “standard” norm

‖v‖2Hp
k (Rd) :=

∑
α∈Nd

[α]≤p

k−2[α]‖∂αv‖2L2(Rd).

4.2. Model problem. We consider smooth coefficients µ,A ∈ C∞b (Rd) that are respectively
equal to 1 and I outside B(0, R). Given f : Ω→ C our model problem is to find u : Ω→ C such
that

(4.4a) − k2µu−∇ · (A∇u) = f in Rd

and

(4.4b)
∂u

∂|x|
(x)− iku(x) = o

(
|x|(−d−1)/2

)
as |x| → +∞.

Problem (4.4) is well-posed in the sense that for all f ∈ L2
comp(Rd), there exists a unique Rkf :=

u ∈ L2
loc(Rd) such that (4.4a) and (4.4b) hold true. Here, we will further assume that the problem

has polynomially bounded resolvent, meaning that there exists C,N such that

(4.5) ‖χRkχ‖L2(Rd)→L2(Rd) ≤ C(kR)N

where χ is a smooth cut-off function that takes the value 1 on B(0, R) and 0 outside B(0, 2R).

Remark 4.1 (When does the polynomial bound actually hold?). The bound (4.5) is known to
hold in several situations:
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• When the dynamics induced by the Hamiltonian p has no trapped trajectory, i.e., when
every trajectory leaves any compact set in finite time, the assumption holds with K =
[1,+∞). See for instance [16]. This situation is often referred to as “non-trapping”.

• When the dynamics induced by p has a trapped set, and the dynamics is hyperbolic, close to
this trapped set, it has been conjectured in [38] that (2.4) always holds with K = [1,+∞).
Actually, this is already known when the trapped set is “filamentary enough”, see [32, 33].

• Without any assumption on the dynamics, (2.4) holds taking K to be [1,+∞) from which
we exclude a set of frequencies k whose intersection with {k ≥ k0} has a length going to
zero as k0 → +∞. We refer the reader to [25] for more details.

4.3. Perfectly matched layers. As advertised in the introduction, the formulation (4.4) is not
suited for immediate discretization by “volume” methods, as the radiation condition is hard to
take into account. We will thus rely on an equivalent formulation that uses perfectly matched
layers (PML).

Specifically, given f : Ω → C, we consider the problem to find u : Ω → C such that Pku = f
where

(4.6) Pku := − 1

k2

(
(I + iM)−1∇

)
·
(
(I + iM)−1A∇u

)
− µu.

In (4.6), the (SPD) matrix function M is given by

M(x) :=
g(|x|)
|x|3

(
|x|2Id− x⊗ x

)
+
g′(|x|)
|x|2

x⊗ x,

where g : R −→ R is a user-defined function such that g(r) = 0 if r ≤ R, g(r) = r if r ≥ R0 > R,
and g′(r) ≥ 0. In what follows, we will assume that g a smooth function to satisfy the assumptions
of Section 2, but many results about PML still hold with less regular g (see, e.g., [14]).

Notice that, if |x| ≤ R, M = 0, so that the original operator is not modified on the support of
µ− 1 and A− I. On the other hand, M = I if |x| ≥ R0, so that dissipation is introduced away
from the origin, where the operator simply reads

Pkv = − 2i

k2
∆v − µv whenever supp v ∩B(0, 2R) = ∅.

This transformation can be naturally interpreted as a complex deformation of coordinates. It is
also often called the complex scaling technique. Crucially, the PML is designed in such way that

(4.7)
(
(Pk)−1f

)
|B(0,R) = (Rkf) |B(0,R)

whenever supp f ⊂ B(0, R). We refer the reader to [9, §4.5] or [14] for more information.

4.4. Abstract setting. We now verify that the Helmholtz problem formulated with PML indeed
fits the abstract setting of Section 2.3. The only non-trivial facts to establish are the polynomial

resolvent estimates in Ĥq(Rd) in (2.4) and the boundedness of the energy layer (2.5).

Lemma 4.2 (Resolvent estimates). Let q ∈ N. For all f ∈ Ĥq(Rd), there exists a unique

u ∈ L2(Rd) such that Pku = f . In addition we have u ∈ Ĥq(Rd) with

‖u‖Ĥq
k(Rd) ≤ C(kR)N‖f‖Ĥq

k(Rd).

Furthermore, if supp f ⊂ B(0, R), then u ∈ Ĥq+2(Rd) with

(4.8) ‖u‖Ĥq+2
k (Rd) ≤ C(kR)N‖f‖Ĥq

k(Rd).

Proof. We first invoke Theorem 1.6 of [14] which states that

‖P−1
k ‖L2(Rd)→H2

k(Rd) ≤ C‖χRkχ‖L2(Rd)→L2(Rd).

Then, using a usual bootstrap technique, we easily show that

(4.9) ‖P−1
k ‖Hq

k(Rd)→Hq+2
k (Rd) ≤ C‖χRkχ‖L2(Rd)→L2(Rd)

for all q ∈ N.
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We then need to take care of the weights in the Ĥq(Rd) norms. To do so, we observe that if
u = Pkf , then we may write

2ik2u+ ∆u = g,

with
g := −2k2Pku+ (2k2Pku+ ∆u+ 2ik2)u = −2k2(f +Qku),

where Qk is differential operator of degree 2 with smooth coefficients supported in B(0, R0). Let
α,β ∈ Nd with |α|, |β| ≤ 2. Since Qk is compactly supported, we have

(4.10)
∥∥∥(x
R

)α
g
∥∥∥
Ĥq

k(Rd)
≤ Cαk2

(
‖u‖Hq+2

k (Rd) + ‖f‖Ĥq+2
k (Rd)

)
.

Now, we note that

(4.11)

(
xα

R

)
∂βu = iα−βF−1

((
1

R
∂

)α(
ξβ

−|ξ|2 + 2ik2
F(g)

))
,

Let us write
ξβ

−|ξ|2 + 2ik2
= k[β]−2 (ξ/k)β

−|ξ/k|2 + 2i
,

so that the map

ξ 7→ ξβ

−|ξ|2 + 2ik2

has C` norm bounded by C`k
[β]−2−` ≤ C`k[β]−2, since k ≥ 1.

We deduce from (4.3) and (4.10) that∥∥∥∥∥
(

1

R
∂

)α(
ξβ

−|ξ|2 + 2ik2
F(g)

)∥∥∥∥∥
Ȟq

k(Rd)

≤ Ck[β]
(
‖u‖Hq+2

k (Rd) + ‖f‖Ĥq+2
k (Rd)

)
and hence, thanks to (4.11),

‖u‖Ĥq+2
k (Rd) ≤ C

∑
[α]+[β]≤2

k−[β]‖
(x
R

)α
∂βu‖Ĥp

k (Rd) ≤ C
∑

[α]+[β]≤2

k−[β]
∥∥∥F ((x

R

)α
∂βu

)∥∥∥
Ȟp

k (Rd)

≤ C
∑

[α]+[β]≤2

(
‖u‖Hq+2

k (Rd) + ‖f‖Ĥq+2
k (Rd)

)
≤ C‖χRkχ‖L2(Rd)→L2(Rd)‖f‖Ĥq+2

k (Rd),

thanks to (4.9). The first part of the result follows from (4.5).
Now, if we further assume that f is supported in B(0, R), g is compactly supported and equation

(4.10) may be replaced by∥∥∥(x
R

)α
g
∥∥∥
Ĥq

k(Rd)
≤ Cαk2

(
‖f‖Hq

k(Rd) + ‖u‖Hq+2
k (Rd)

)
,

and the same reasoning as above leads to

‖u‖Ĥq+2
k (Rd) ≤ C

(
‖u‖Hq+2

k (Rd) + ‖f‖Hq
k(Rd)

)
≤ C‖χRkχ‖L2(Rd)→L2(Rd)‖f‖Ĥq

k(Rd),

as announced. �

Lemma 4.3 (Boundedness of the energy layer). For all δ ∈ (0, 1), the set{
[x, ξ] ∈ R2d | |p(x, ξ)| ≤ δ

}
is bounded.

Proof. Fix 0 < δ < 1, and let U := {[x, ξ] ∈ R2d; |p(x, ξ)| ≤ δ}. Let x ∈ Rd. We first assume
that |x| ≤ R0. Since we know that

C|ξ|2 − C ′ ≤ |p(x, ξ)| ≤ δ,
we see that {ξ ∈ Rd |p(x, ξ)| ≤ δ} is bounded, and thus U ∩ (Bx(0, R0)×Rd) is bounded. On the
other hand, if |x| ≥ R0, we have

p(x, ξ) = (1 + i)2|ξ|2 − 1 = 2i|ξ|2 − 1
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so that

|p(x, ξ)|2 = 4|ξ|4 + 1 ≥ 1 > δ,

which implies that U \ (Bx(0, R0)× Rd) = ∅. �

We finally show that the right-hand side associated with plane-wave scattering are indeed well-
approximated by Gaussian coherent states in order to apply Corollary 2.3 later on.

Lemma 4.4 (Approximability of plane-wave right-hand sides). For k > 0, consider the right-hand
side fk := χ̃eikd·n where χ̃ ∈ C∞c (BR) and d ∈ Rd with |d| = 1. Then, there exists F k ∈ `2(Z2d)
such that

(4.12)

∥∥∥∥∥∥fk −
∑

[m,n]∈Λk,rhs

F km,nΨk,m,n

∥∥∥∥∥∥
Ĥp

k (Rd)

≤ Cε,p,m(kR)−m,

where

Λ′k,rhs :=
{

[m,n] ∈ Z2d | dist
(
xk,m, supp(χ)

)
≤ (kR)−1/2+ε and

∣∣∣|ξk,n| − 1
∣∣∣ ≤ (kR)−1/2+ε

}
.

In particular, if p is the symbol of the function appearing in section 4.3 and if χ is supported in
the region where p(x, ξ) = |ξ|2 − 1, then Λ′k,rhs is of the form (2.6), with α = 0.

Proof. From now on, we fix p, m and ε. We will first show that, if [m,n] /∈ Λ′k,rhs, then we have

(4.13) |(fk,Ψk,m,n)| ≤ Cm(kR)−m ∀m ∈ N.

The quantity (fk,Ψk,m,n) is of the form
∫
Rd χ(x)eikϕm,n(x)dx, with

ϕm,n(x) = x ·
(
ξ − ξk,n

)
+
i

2
|x− xk,m|2,

so that

∇ϕm,n(x) = ξ − ξk,n + i(x− xm,k).

In particular, we have

|∇ϕm,n(x)| ≥
∣∣∣|ξk,n| − 1

∣∣∣+ dist
(
xk,m, supp(χ)

)
≥ 1

2
(kR)−

1
2 +ε.

we may use the method of non-stationary phase (i.e., integrate by parts several times, as in [37,
Lemma 3.14]) to deduce (4.13).

Now, combining (4.13) with Proposition 3.1, we see that there exists C such that, for any
[m,n] ∈ Λk,rhs, we have

(4.14)
∣∣(fk,Ψ?

k,m,n)
∣∣ ≤ Cm(kR)−m ∀m ∈ N.

On the other hand, it follows from [4, Theorem 3.1] that we have

(4.15)

∥∥∥∥∥∥∥∥∥fk −
∑

[m,n]∈Z2d

|m,n]|≤k

(fk,Ψ
?
k,m,n)Ψk,m,n

∥∥∥∥∥∥∥∥∥
Ĥp

k (Rd)

≤ Cp,m(kR)−m.

Writing

fk =
∑

[m,n]∈Λk,rhs

(fk,Ψ
?
k,m,n)Ψk,m,n+

∑
[m,n]∈Z2d\Λk,rhs

|m,n]|≤k

(fk,Ψ
?
k,m,n)Ψk,m,n+

fk − ∑
[m,n]∈Z2d

|m,n]|≤k

(fk,Ψ
?
k,m,n)Ψk,m,n

 ,

we deduce from (4.14) and (4.15) that the last two terms have a Ĥp
k norm bounded by Cε,p,m(kR)−m,

and the result follows. �
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4.5. Approximability estimates. We are now ready to present our approximability estimates
for the Helmholtz problem. We start with an approximation result for general right-hand sides
that does not hinge on Section 2, but rather on the results established in [4]. Recall that N was
introduced in (4.5).

Theorem 4.5 (Approximability at a fixed frequency). Assume f ∈ Ĥp(Rd) with supp f ⊂
B(0, R). If

Λ :=

{
[m,n] ∈ Z2d | |[m,n]| ≤

√
ρ(kR)N

}
,

then, we have ∥∥∥∥∥∥u−
∑

[m,n]∈Λ

(u,Ψ?
k,m,n)Ψk,m,n

∥∥∥∥∥∥
Ĥq

k(Rd)

≤ Cpρ−(2+p−q)/2‖f‖Ĥp
k (Rd)

for all p, q ∈ N with q ≤ p.

Proof. Let us set D := (kR/π)−1/2(ρ(kR)N )1/2. We start with [4, Theorem 3.1], showing that∥∥∥∥∥∥u−
∑

[m,n]∈Λ

(u,Ψ?
k,m,n)Ψk,m,n

∥∥∥∥∥∥
Ĥq

k(Rd)

≤ CpDq−p−2‖u‖Ĥp+2
k (Rd).

The result then follows using (4.8), since

Dq−p−2‖u‖Ĥp+2
k (Rd) ≤ Cp((ρ(kR)N−1)(q−p−2)/2‖u‖Ĥp+2

k (Rd)

≤ Cp((ρ(kR)N−1)(q−p−2)/2(kR)N‖f‖Ĥp
k (Rd) = Cpρ

(q−p−2)/2‖f‖Ĥp
k (Rd).

�

Our second approximability estimate applies specifically to high-frequency scattering problems.
It is a direct consequence of Theorem 2.2 and Lemma 4.4.

Theorem 4.6 (Approximability in the high-frequency regime). Fix ε > 0 and consider the index
set

Λ :=
{

[m,n] ∈ Z2d | |p(m,n)| ≤ (kR)−1/2+ε
}
.

Then, if the right-hand side is of the form fk := χ̃eikd·x where d ∈ Rd with |d| = 1 and χ̃ ∈
C∞c (BR) is supported in the region where µ = 1 and A = I, for all q ∈ N, we have∥∥∥∥∥∥uk −

∑
[m,n]∈Λ

(u,Ψ?
k,m,n)Ψk,m,n

∥∥∥∥∥∥
Ĥq

k(Rd)

≤ Cε,q,m(kR)−m ∀m ∈ N.

4.6. A least-squares method. In this section, we introduce a least-squares method based on
Gaussian coherent states. For a finite set Λ ⊂ Z2d, we consider the discretization space

WΛ := Vect {Ψk,m,n; [m,n] ∈ Λ} .

Then, the least squares method consists in finding uΛ ∈WΛ such that

(4.16) (PkuΛ, PkwΛ) = (f, PkwΛ)

for all wΛ ∈WΛ. Classically, there exists a unique solution uΛ, and we have

(4.17) ‖Pk(u− uΛ)‖L2(Rd) = min
wΛ∈WΛ

‖Pk(u− wΛ)‖L2(Rd).

Using Theorem 4.5 we can easily show that the method converges for any fixed frequency, if
sufficiently many DOFs per wavelength are employed, as stated in the following corollary:
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Corollary 4.7 (Convergence at a fixed frequency). Consider the set

Λρ :=
{

[m,n] ∈ Z2d | |m|2 + |n|2 ≤ ρ(kR)N
}
,

then the following error estimates holds true:

‖u− uΛ‖H2(Rd) ≤ Cpρ−p/2‖f‖Ĥp(Rd). ∀p ∈ N.

Relying on Theorem 4.6 instead, we can show a refined error estimate in the high-frequency
regime.

Corollary 4.8 (Convergence in the high-frequency regime). Fix ε > 0,

Λ :=
{

[m,n] ∈ Z2d | |p(xk,m, ξk,n)| ≤ (kR)−1/2+ε
}
,

and let fk := χ̃eikd·x with χ̃ ∈ C∞c (BR) supported in the region where µ = 1 and A = I. Then, if
k is sufficiently large, we have

‖u− uΛ‖Ĥ2(Rd) ≤ Cε,m(kR)−m ∀m ∈ N.

5. Numerical results

In this section, we provide numerical illustrations of the above theory in the one-dimensional
case. The purpose of these examples is simply to illustrate and support our theoretical findings.
Extension to higher dimensions and discussion about efficient linear system assembly and solve
will be reported elsewhere.

5.1. Setting. We consider the one dimensional case, where the differential operator in (4.6) sim-
plifies to

(5.1) Pkv = −µνu− k−2(αν−1v′)′

where µ, α > 0 are smooth “physical” coefficients, and ν is the PML scaling. For the sake of
simplicity we take R := 1, meaning that µ = α = 1 outside of (−1, 1) and that our right-hand
sides f will be supported in (−1, 1). Here, we select ν := 1 + iσ where σ is a stretching function
defined as

σ(x) := a
(
1(1,+∞)(x− 1)r + 1(−∞,−1)(−1− x)r

)
with a := 1/10 and r := 4. Notice that this choice slightly departs from our theoretical framework
as the coefficients are only C3 and not C∞.

In all our experiments, the grid in phase space is chosen as

xk,m =
√
k−1πm, ξk,n =

√
k−1πn, n,m ∈ Z

and for a given values of k and δ, the set of indices is taken to be

Λ :=
{

(m,n) ∈ Z2 | |p(xk,m, ξk,n)| < δ
}
.

5.2. Homogeneous medium with analytical solution. Our first example concerns the case
where α = µ = 1. The right-hand side is given by

fk := Pk(φeikx) = (φ′′ + 2ikφ′)eikx,

where φ is the only even function in C3(Rd) such that φ = 0 on (−∞,−3/4), φ = 1 on (−1/2, 0),
and φ is a polynomial of degree 7 in (−3/4,−1/2), and the associated solution is uk(x) := φ(x)eikx.
Results are reported in Table 5.1. Figure 5.1 represents the points (xk,m, ξk,n) included in the
space Λ for different values of δ for the case k = 400.

On Figure 5.2, we present the convergence history of the method as δ is increased for different
values of k. These curves illustrate the fact that the method converges for any fixed k when
increasing the number of coherent Gaussian states, as predicted by our theory. Besides, on Figure
5.3 we represent the values of δ and corresponding number of freedom Ndofs required to achieve a
value of about 2 × 10−5 (second column of Table 5.1) for different frequencies. Interestingly, the
expected rates, namely, δ ∼ k−1/2 and Ndofs ∼ k1/2 are observed.
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Figure 5.1. Representation
of Λ for k = 400 in the
homogeneous example. Top-
left: δ = 0.1. Top-right:
δ = 0.4. Bottom-left: δ =
0.6. The horizontal and verti-
cal distances between dots are√
π/k.
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Figure 5.2. Convergence histories in the homogeneous example
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k Relative H1
k error (δ) [Ndofs]

20 3.3539e-01 (0.5) [60] 2.2356e-05 (2.0) [177] 6.6722e-06 (4.0) [249]
50 2.3180e-02 (0.4) [38] 1.7831e-05 (1.0) [229] 4.4104e-06 (3.0) [419]
100 4.4322e-01 (0.3) [96] 3.9496e-05 (0.8) [278] 2.5610e-06 (2.0) [645]
200 3.9807e-02 (0.2) [58] 1.8555e-05 (0.6) [334] 4.4586e-06 (1.0) [825]
400 3.6922e-01 (0.1) [74] 3.6289e-05 (0.4) [532] 2.3452e-05 (0.6) [646]

Table 5.1. Numerical results for different k while varying δ
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Figure 5.3. Computational cost for a fixed accuracy in the homogeneous example

5.3. Scattering in an heterogeneous medium. We now focus on the case where α = 1 and µ
is the only even C3 functions that equals 2 on [0, 0.7], equals 1 on [0.8,+∞] and is polynomial of
degree 7 on [0.7, 0.8]. We select the right-hand side fk(x) := k2(µ − 1)eikx. Here, the analytical
solution is not available, and instead, we rely on a reference solution computed by a Lagrange
finite element method of order 4 on a grid with h = 0.02 ·k− 9

8 in order to avoid the pollution effect
(see, e.g., [24]). The results are listed on Table 5.2, and Figure 5.6 represents the phase-space
points included in the space Λ for the case k = 200.

k Relative H1
k error (δ) [Ndofs]

20 1.7861e-01 (2.0) [183] 4.1982e-02 (4.0) [255] 1.6388e-03 (8.0) [399] 1.3463e-04 (12.0) [569]
50 3.0122e-01 (2.0) [337] 2.5263e-02 (4.0) [511] 1.0504e-03 (6.0) [695] 4.5593e-04 (8.0) [841]
100 2.0614e-01 (1.0) [376] 7.7805e-03 (2.0) [665] 1.7647e-04 (4.0) [995] 1.3300e-04 (6.0) [1309]
200 3.8799e-01 (0.5) [250] 8.5455e-03 (1.0) [748] 6.9635e-04 (2.0) [1233] 1.2300e-04 (4.0) [1879]

Table 5.2. Numerical results for k = 20, 50, 100, 200 while varying δ

We provide the same figures than in the previous experiment, and arrive at similar observation.
First, Figure 5.4 illustrates the convergence of the method for fixed values of k as the number
of degrees of freedom is increased. Second, we compare the values of δ and Ndofs to achieve an
accuracy about 10−4 (last column of Table 5.2) for different frequencies. In this example too, the
expected rates are numerically observed.

6. Conclusion

We propose a new family of finite-dimensional spaces to approximate the solutions to high-
frequency Helmholtz problems. These discretization spaces are spanned by Gaussian coherent
states, which have the key property to be micro-localised in phase space. This unique feature
allows to carefully select which Gaussian coherent states are included in the discretization, leading
to a frequency-aware discretization space specifically tailored to approximate the solutions to
scattering problems efficiently.
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Figure 5.4. Convergence histories in the heterogeneous example
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Figure 5.5. Computational cost for a fixed accuracy in the heterogeneous example

Our key findings correspond to two types of approximability results. First, assuming for simplic-
ity that the problem is non-trapping, for general L2 right-hand sides, we show that the Gaussian
state approximation converges and provides a uniform error for all frequency if the number of
degrees of freedom grows as (kR)d. This result is similar to approximation results available for
finite element discretizations. Our second result applies when the right-hand side corresponds to a
plane-wave scattering problem. In this case, we show that it is sufficient for the number of degrees
of freedom to grow only as (kR)d−1/2 to achieve a constant accuracy for increasing frequencies.
To the best of the authors knowledge, this last estimate suggests that the proposed discretization
space requires substantially less degrees of freedom than any available method in the literature for
high-frequency scattering problems in general smooth heterogeneous media.
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√
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We also present a set of numerical examples where our Gaussian state spaces are coupled
with a least-squares variational formulation. Although the setting is elementary, these examples
successfully illustrate the key features of our abstract analysis.

While we believe that the proposed results are very encouraging for a further development of
the proposed method, there still remain several challenges that we would like to address in future
works. First, we have chosen to focus on a least-squares method, because it is simpler to analyse
than a Galerkin formulation. However, least-squares methods are typically poorly-conditioned as
compared to their Galerkin counterparts. While there is no reason to believe that the proposed
discrete space would not work with a Galerkin variational formulation, the analysis appears to
be substantially more complex. Second, especially for three-dimensional problems, computing the
entries of the matrices associated with Gaussian coherent states is not a trivial task, and specific
algorithms should be employed. Third, although the entries of the discrete matrices decrease
super-algebraically away from their diagonal, they are still dense in principle. While we are
convinced that efficient truncation or compression methods can be employed, this is still to be
analysed. Finally, the resulting linear systems (after possible truncation and/or compression) will
likely have different properties than usual volume methods. As a result, the design of specific
preconditioners will probably be required.

Appendix A. Interplay between Gaussian states and differential operators

Lemma A.1 (Action of a differential operator). Given β ∈ Nd and smooth coefficients (Aα)α∈Nd ,
consider the differential operator

(A.1) P~,β,A :=
∑
α∈Nd

α≤β

~[α]Aα∂
α.
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For all [x0, ξ0] ∈ Z2d there exists a smooth function g~,β,A,x0,ξ0 such that

(A.2) (P~,β,AΦ~,x0,ξ0
)(x) = g~,β,A,x0,ξ0

(x)Φ~,x0,ξ0
(x) ∀x ∈ Rd.

In addition, we have

(A.3) |(∂γg~,β,A,x0,ξ0)(x)| ≤ Cβ,A,γ
(

1 + |x− x0|[β] + |ξ0|[β]
)

∀γ ∈ Nd.

Proof. Recalling [4, Lemma A.2], for α ∈ N, we have

(∂αΦ~,x0,ξ0
)(x) = ~−[α]/2qα(~−1/2(x− x0 + iξ0))Φ~,x0,ξ0

(x),

where qα is a polynomial of degree less than or equal to [α]. Hence, we readily see that (A.2)
holds true with

g~,β,A,x0,ξ0
(x) :=

∑
α∈Nd

α≤β

~[α]/2Aα(x)qα(~−1/2(x− x0 + iξ0)).

To establish (A.3), we start with Leibniz’ rule

(∂γg~,β,A,x0,ξ0
)(x) :=

∑
α∈Nd

α≤β

~[α]/2
∑
γ∈Nd

δ≤γ

(
δ
γ

)
~−[δ]/2(∂γ−δAα)(y)(∂δqα)(~−1/2(x− x0 + iξ0)),

so that

|(∂γg~,β,A,x0,ξ0
)(y)| ≤ Cβ,A,γ

∑
α∈Nd

α≤β

~[α]/2
∑
δ∈Nd

δ≤γ

~−[δ]/2|(∂δqα)(~−1/2(x− x0 + iξ0))|.

Next, we employ the fact that ∂δqα = 0 whenever δ > α, and the estimate

|(∂δqα)(~−1/2(x− x0 + iξ0))| ≤ Cα,δ
(

1 + ~−([α]−[δ])/2|x− x0 + iξ0|[α]−[δ]
)
,

leading to

|(∂γg~,β,A,x0,ξ0
)(x)| ≤ Cβ,A,γ

∑
α∈Nd

α≤β

~[α]/2
∑
γ∈Nd

δ≤γ

(
1 + (~−1/2|x− x0 + iξ0|)[α]−[δ]

)

≤ Cβ,A,γ
∑
α∈Nd

α≤β

~[α]/2
(

1 + (~−1/2|x− x0 + iξ0|)[α]
)

≤ Cβ,A,γ
∑
α∈Nd

α≤β

(
1 + |x− x0 + iξ0|[α]

)

≤ Cβ,A,γ
(

1 + |x− x0 + iξ0|[β]
)

Then, (A.3) follows since

|x− x0 + iξ0|[β] ≤ Cβ
(
|x− x0|[β] + |ξ0|[β]

)
.

�

For the reader’s convenience, we recall the following basic fact.

Proposition A.2 (Moments of a Gaussian). Consider the Gaussian function

(A.4) G~(y) := ~−d/2e−
1
~ |y|

2

.

Then, for β,γ ∈ Nd, we have

(A.5)

∫
Rd

|xβ(∂γG~)(x− x0)|dx ≤ Cβ,γ~−[γ]/2(~[β]/2 + |x0|[β]) ∀x0 ∈ Rd.

We now show that Gaussian states are localised in phase-space.
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Lemma A.3 (Quasi orthogonality). For all [x0, ξ0] ∈ R2d and [x′0, ξ
′
0] ∈ R2d, we have

|(P~,β,AΦ~,x0,ξ0
,Φ~,x′0,ξ′0)| ≤ Cβ,A,m~m/2

1 + |ξ0|[β] + |x0 − x′0|[β]

1 + |ξ0 − ξ
′
0|m

e−
1
4~ |x0−x′0|

2

∀m ∈ N.

In particular,

|(P~,β,AΦ~,x0,ξ0
,Φ~,x′0,ξ′0)| ≤ Cβ,A,m~m/2

1 + |ξ0|[β]

1 + |[x0, ξ0]− [x′0, ξ
′
0]|m

∀m ∈ N.

Proof. We have

Φ~,x0,ξ0
(x)Φ~,x′0,ξ′0(x) = θ~−d/2e−

1
4~ |x0−x′0|

2

e−
1
~ |x−

1
2 (x0+x′0)|2e

i
~ (ξ0−ξ

′
0)·x

where θ ∈ C with |θ| ≤ π−d/2. Recalling (A.2) and the notation (A.4) from Proposition A.2, we
have

(P~,β,AΦ~,x0,ξ0
)(x)Φ~,x′0,ξ′0(x) = θg~,β,A,x0,ξ0

(x)e−
1
4~ |x0−x′0|

2

G~

(
x− 1

2
(x0 + x′0)

)
e

i
~ (ξ0−ξ

′
0)·x

so that

|(P~,β,AΦ~,x0,ξ0
,Φ~,x′0,ξ′0)| ≤ Ce− 1

4~ |x0−x′0|
2

|I|,
with

I := ~−d/2
∫
Rd

g~,β,A,x0,ξ0
(x)G~,x0,x′0

(x)e
i
~ (ξ0−ξ

′
0)·xdx,

where G~,x0,x′0
(x) := G~

(
x− 1

2 (x0 + x′0)
)
.

If ξ0 = ξ′0, this concludes the proof since

|I| ≤ ~−d/2
∫
Rd

|g~,β,A,x0,ξ0
(x)|G~,x0,x′0

(x)dx

≤ Cβ
∫
R

(1 + |x− x0|[β])G~,x0,x′0
(x)dx

= Cβ

∫
Rd

(1 + |x|[β])G~

(
x− 1

2
(x0 − x′0)

)
dx

≤ Cβ(1 + |x− x0|[β]).

If ξ0 6= ξ′0, then there exists a j ∈ {1, . . . , d} such that |(ξ0 − ξ
′
0)j | ≥ 1/

√
d|ξ0 − ξ

′
0|. We

integrate m times by part with respect to xj , leading to

I = ~−d/2
(
i

~
(ξ0 − ξ

′
0)j

)−m ∫
Rd

∂mj (g~,β,A,x0,ξ0
G~,x0,x′0

)(x)e
i
~ (ξ0−ξ

′
0)·xdx

≤ C~m|ξ0 − ξ
′
0|−mI ′.

where

|I ′| :=
∣∣∣∣~−d/2 ∫

Rd

∂mj (g~,β,A,x0,ξ0
G~,x0,x′0

)(x)e
i
~ (ξ0−ξ

′
0)·xdx

∣∣∣∣
=

∣∣∣∣∣~−d/2
m∑
`=0

(
m
`

)∫
Rd

(∂m−`j g~,β,A,x0,ξ0
)(x)(∂`jG~,x0,x′0

)(x)e
i
~ (ξ0−ξ

′
0)·xdx

∣∣∣∣∣
≤ Cm

m∑
`=1

I ′′` .

with

I ′′` := ~−d/2
∫
Rd

|∂m−`j g~,β,A,x0,ξ0
(x)||∂`jG~,x0,x′0

(x)|dx.
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We then employ (A.3) and (A.5), showing that

|I ′′` | ≤ Cβ,A,m~−d/2
∫
Rd

(1 + |x− x0|[β] + |ξ0|[β])|∂`jG~,x0,x′0
(x)|dx.

= Cβ,A,m~−d/2
∫
Rd

(1 + |x|[β] + |ξ0|[β])|∂`jG~,x0,x′0
(x+ x0)|dx.

= Cβ,A,m

∫
Rd

(1 + |x|[β] + |ξ0|[β])

∣∣∣∣∂`j(G~)

(
x− 1

2
(x0 − x′0)

)∣∣∣∣dx
≤ Cβ,A,m~−`/2

(
(1 + |ξ0|[β]) +

∣∣∣∣12(x0 − x′0)

∣∣∣∣[β]
)

≤ Cβ,A,m~−`/2(1 + |ξ0|[β] + |x0 − x′0|[β]).

�

Lemma A.4 (Action of (P~ − p) on Gaussian states). Consider the second-order differential
operator

P~ := ~2
d∑

k,`=1

(A~)k`∂k` + i~b~ ·∇ + c~,

where A~, b~ and c~ are smooth functions, together with its symbol

p(x, ξ) = A~(x)ξ · ξ + b~(x) · ξ + c~(x).

For x0, ξ0 ∈ Rd, we have

(A.6) (P~ − p(x0, ξ0)) Φ~,x0,ξ0
= r~,x0,ξ0

Φ~,x0,ξ0

with

r~,x0,ξ0
(x) := ~ trA~(x)

+ i[(A~ +AT
~ )(x)ξ0 + b~(x)] · (x− x0)

+ (A~(x)−A~(x0))ξ0 · ξ0 + i(b~(x)− b~(x0)) · ξ0 + c~(x)− c~(x0)

+A~(x)(x− x0) · (x− x0).

In particular, there exists smooth functions α~,x0,ξ0,β such that

(A.7) r~,x0,ξ0
(x) =

∑
β∈Nd

[β]≤2

~(1−[β])/2α~,x0,ξ0,β(x)(x− x0)β

and

(A.8) ‖∂γα~,x0,ξ0,β‖L∞(Rd) ≤ Cβ,γ(1 + |ξ0|2).

Proof. We obtain (A.6) by straightforward computations. We easily identify that

α~,x0,ξ0,0 = ~1/2 trA~ α~,x0,ξ0,ej+e` = ~1/2(A~)j`.

For the terms with [β] = 1 we further write that for ϕ ∈ {(A~)j`, (b~)`, c~}, there exist smooth
functions ϕx0,k such that

ϕ(x)− ϕ(x0) =

d∑
k=1

ϕx0,k(x) · (x− x0),

so that

αx0,ξ0,ek = Ax0,k
~ ξ0 · ξ0 + ibx0,k

~ · ξ0 + cx0,k
~ + i

 d∑
j=1

((A~)kj + (A~)jk)ξ0,j + (b~)k


for k ∈ {1, . . . , d}. �

We will now explore further the action of P~ on ψ~,x0,ξ0
, and show that it is close to p(x0, ξ0)ψ~,x0,ξ0
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Lemma A.5 (Action of (P~ − p)L on Gaussian states). For L ∈ N, we have

(P~ − p(x0, ξ0))
L
ψ~,x0,ξ0

= r~,x0,ξ0,Lψ~,x0,ξ0
,

where r~,x0,ξ0,L can be written in the form

r~,x0,ξ0,L(x) =
∑
β∈Zd

|β|≤2L

~(L−[β])/2α~,x0ξ0,L,β(x)(x− x0)β,

where the functions α~,x0,ξ0,β are smooth and satisfy

(A.9) ‖∂γα~,x0,ξ0,L,β‖L∞(Rd) ≤ CL,β,γ(1 + |ξ0|2)L.

Proof. We shall prove this result by induction. The case L = 0 trivially holds with αx0,ξ0,0,0 = 1.
The case L = 1 is treated in Lemma A.4. Hence, let us assume that L ∈ N is such that (A.9)
holds for all L′ ≤ L. We have

(P~ − p(x0, ξ0))
L+1

ψ~,x0,ξ0
= (P~ − p(x0, ξ0))

(
r~,x0,ξ0,Lψ~,x0,ξ0

)
=
[
P~ − p(x0, ξ0), r~,x0,ξ0,L

]
ψ~,x0,ξ0

+ r~,x0,ξ0,Lr~,x0,ξ0,1ψ~,x0,ξ0
,

Writing the operator P~ in the form (2.2), we deduce that

[P~ − p(x0, ξ0), r~,x0,ξ0,L]ψ~,x0,ξ0
= ~2

d∑
j,`=1

aj`

(
∂2r~,x0,ξ0,L

∂xj∂x`
ψ~,x0,ξ0

+
∂r~,x0,ξ0,L

∂xj

∂ψ~,x0,ξ0

∂x`

)

+ i~
d∑
j=1

bj
∂r~,x0,ξ0,L

∂xj
ψ~,x0,ξ0

= r̃k,x0,ξ0,L+1ψk,x0,ξ0
,

where

r̃~,x0,ξ0,L+1 :=

d∑
j,`=1

(
~2aj`

∂2rk,x0,ξ0,L

∂xj∂x`
+ ~

∂r~,x0,ξ0,L

∂xj
(iξ0,` − (x` − x0,`))

)
+ i~

d∑
j=1

bj
∂r~,x0,ξ0,L

∂xj
.

Using the induction hypothesis, we have

∂r~,x0,ξ0,L

∂xj
(x) =

∑
β∈Nd

[β]≤2L

~max(L−[β],0)/2 ∂α~,x0,ξ0,L,β

∂xj
(x)(x− x0)β

+
∑
β∈Nd

[β]≤2L

~max(L−[β],0)/2βjα~,x0,ξ0,L,β(x)(x− x0)β−ej

=
∑
β∈Nd

[b]≤2L

~max(L−[β],0)/2 ∂α~,x0,ξ0,L,β

∂xj
(x)(x− x0)β

+
∑
b∈Nd

[b+ej ]≤2L

~max(L−1−[b],0)/2(βj + 1)α~,x0,ξ0,L,β+ej (x)(x− x0)β.

Setting α~,x0,ξ0,β = 0 if [β] > 2L, this gives us

~
∂r~,x0,ξ0,L

∂xj
(x) =

∑
β∈Nd

[β]≤2L

~max(L+1−[β],0)/2

(
~
∂α~,x0,ξ0,L,β

∂xj
(x) + (βj + 1)α~,x0,ξ0,L,β+ej (x)

)
(x−x0)β,

these terms are multiplied either by a smooth function, a term of the order |ξ0| or a power of
(x − x0), which always enters the induction for L + 1. The term with the second derivative is
treated similarly.
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For the remaining term, we simply write that

r~,x0,ξ0,Lr~,x0,ξ0,1 =

 ∑
β′∈Z2d

[β′]≤2

~max(1−[β′],0)/2α~,x0,ξ0,1,β
′(x− x0)β

′


 ∑
β∈Z2d

[β]≤2L

~max(L−[β],0)/2α~,x0,ξ0,L,β(x− x0)β


=
∑
β∈Z2d

[β′]≤2

∑
β′∈Z2d

[β′]≤2L

~max(L−[β],0)/2+max(1−[β′],0)/2α~,x0,ξ0,L,βα~,x0,ξ0,1,β
′(x− x0)β+β′ ,

and the result follows since

max(L− [β], 0) + max(1− [β′], 0) ≥ max(L+ 1− [β + β′], 0).

�

Proposition A.6 (Control of (P~ − p)L). We have

‖ (P~ − p(x0, ξ0))
L

Φ~,x0,ξ0
‖2 ≤ CA,b,c(1 + |ξ0|2)~L/2.

for all [x0, ξ0] ∈ R2d.

Proof. We deduce from the previous lemma that

‖ (P~ − p(x0, ξ0))
L
ψx0,ξ0,k‖

2 ≤ C(1 + |ξ0|2)L(π~)−d/2
∫
Rd

(|x− x0|+ ~)
L
e−

1
~ |x−x0|2dx

= C(1 + |ξ0|2)(π~)−d/2
∫
Rd

(
~1/2|y|+ ~

)L
e−|y|

2

dy

≤ C(1 + |ξ0|2)~L/2.

�
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