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Abstract. The Reduced SIR (RSIR) model of COVID-19 pandemic
based on a two-parameter nonlinear first-order ordinary differential equ-
ation with retarded time argument is developed. An algorithm aimed to
forecast the COVID-19 pandemic development by approximate solution
of RSIR model is proposed. The input data for this algorithm are the
cumulative numbers of infected people on three dates (e.g., today, a week
ago, and two weeks ago).
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1 Introduction

In this paper we develop a reduced version of the SIR model [8] below referred
to as RSIR model of COVID-19 pandemic announced in [6, 10]. It is based on a
two-parameter nonlinear first-order ordinary differential equation with retarded
time argument. An algorithm aimed to forecast the development of COVID-
19 pandemic by approximate finite-difference solution of RSIR model based on
applying a perturbation scheme is presented. The input data for the algorithm
are the cumulative numbers of infected people on three dates (e.g., today, a week
ago, and two weeks ago).
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The paper is organized as follows. In Section 2, the basic equations of RSIR
model are given. In Section 3, an approximate solution of the model is con-
structed using a recursive algorithm implemented in Maple. In Section 4, ex-
amples of current situation are analyzed and some forecasts are discussed. In
Conclusions, the results are summarized, the model drawbacks and prospects of
improvement are discussed.

2 Basic definitions

We recall the main definitions of our RSIR model [10] and relate them with
definitions accepted in the conventional SIR model [8, 9]:
S(t), the set of susceptible individuals; I(t), the set of the infectious (or cur-
rently positive) individuals, who have been infected and are capable of infecting
susceptible individuals; R(t), the set of the removed individuals not able to be-
come infected (immune or dead); Nmax is the population size; s(t)=S(t)/Nmax,
i(t)=I(t)/Nmax, r(t)=R(t)/Nmax are the densities, s(t)+i(t)+r(t)=1; βL/Nmax

is defined as the fractional decrease rate of the number of individuals in the sus-
ceptible compartment; γL is defined as the fractional removal rate of individuals
from the infectious compartment; αL = βL/γL is the basic reproduction ratio.

With t expressed in the units of γ−1, t = ζ/γ, the SIR equations have the
form [9]:

ds(ζ)

dζ
= −αLi(ζ)s(ζ),

di(ζ)

dζ
= i(ζ)(αLs(ζ)− 1),

dr(ζ)

dζ
= i(ζ), (1)

depending on basic reproduction ratio (BRR) αL = βL/γL as a parameter. Equa-
tions (1) should be solved with the initial conditions s0 = s(ζ0) i0 = i(ζ0)
r0 = r(ζ0) and s(ζ0) + i(ζ0) + r(ζ0) = 1.

The main definitions of our RSIR model [10] are the following.
Let N(t) be the number of infected individuals at the moment of time t, τ≈ 1/γ
be the time, during which the infection can be spread by a single virus car-
rier. This time can be either the natural disease duration, or the time inter-
val from the moment of contamination to the moment of the carrier isola-
tion from the community. Here τ is a model parameter, Nmax−N(t)=S(t) (or
(Nmax−N(t))/Nmax=s(t)) is the non-infected population amount (or density)
andN(t−τ)=R(t) is the number of people who have been infected previously, but
are no longer infectious. Obviously, at t− τ<0 this quantity is zero, N(t− τ)=0.
Then N(t)−N(t−τ)=I(t) ( or (N(t)−N(t − τ))/Nmax=i(t)) is the number (or
density) of virus carriers at the moment of time t. Let α=βL be the coefficient
of contamination of a healthy individual as a result of a contact with a virus
carrier per unit time (e.g., per day). This coefficient is defined as the probability
of contamination in a single contact with a virus carrier multiplied by the num-
ber of contacts of a individual with all population members per unit time. In
the present consideration, α is a model parameter. With the above definitions,
P=α∆t(N(t)−N(t−τ))/Nmax will be the probability of infecting one individual
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a b

Fig. 1. a) Numerical solutions x=x(t) of equation (4) and b) their derivatives dx/dt
versus t measured in the units of τ/14 at different values of ατ : 0.5, 0.9, 0.99, 1.01, 1.1,
1.5, 2, 3, 5.

during a time interval ∆t, e.g., during a day, for a given density of infection
carriers. Then the number of diseased per unit time

∆N = P (Nmax−N(t))=α(Nmax −N(t))[(N(t)−N(t− τ))/Nmax]∆t,

gives a finite-difference equation for the time dependence of the number of in-
fected and its continuous counterpart

∆N

∆t
=α(Nmax−N(t))

(N(t)−N(t−τ))

Nmax
, (2)

dN(t)

dt
=α(Nmax−N(t))

(N(t)−N(t−τ))

Nmax
. (3)

In terms of the density N(t)/Nmax = x(t), we rewrite (3) in the form

dx(t)

dt
= α(1− x(t))(x(t)− x(t− τ)), (4)

independent of the total population and, hence, applicable to any community
(country, city, etc.)

In Eq. (4), there are two model parameters, α and τ . Expressing the time t
in the units of τ , t = ζτ ≈ ζ/γ, we can rewrite Eq. (4) as

dx

dζ
= ατ(1− x(ζ))(x(ζ)− x(ζ − 1)), (5)

with a single parameter ατ , which within the above definitions represents the
number of people newly infected by one earlier infected individual or basic re-
production ratio ατ=ατ≈αL Equation (5) is shown to be equivalent to Eqs. (1)
[6, 10, 5].

It is intuitively clear that if ατ < 1, then the number of infected individuals
in the population will decrease, and if ατ > 1 it will increase, in full analogy
with the kinetics of chain (nuclear) reaction. Note, that in Ref. [5] the so called
logistic factor (1− x(ζ)) is set to be 1, which is true only when x(ζ)� 1.

Equations (2)–(5) were analyzed in detail in our earlier paper [10]. The be-
havior of numerical solutions x = x(t) of Eq. (5) and their derivatives dx/dt can
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differ qualitatively depending on the basic reproduction ratio. For example, Fig.
1 illustrates this behavior at ατ = ατ = 0.5, 0.9, 0.99, 1.01, 1.1, 1.5, 2, 3, 5, with
t measured in the units of τ/14. The derivatives dx/dt are seen to increase at
ατ > 1 and decrease at ατ < 1.

Remark 1. According to Ref. [9], the possible known values of the BRR
αL=βL/γL range from slightly above 1 for influenza, to 1.4−3.9 for COVID-
19, 3−5 for SARS, 5−7 for polio, 10−12 for varicella, and 12−18 for measles.
For COVID-19 these estimates of ατ (t)=α(t)τ≈1.4−3.9 agree with the result of
solving Eq. (2) with respect to ατ (t) [6, 10].

3 Investigation of the RSIR model

Let us consider an approximation of Eq. (4) with the logistic factor (1 − x(ζ))
set to be equal to 1:

dx(t)

dt
= α(x(t)− x(t− τ)), x(t) = N(t)/Nmax, (6)

and its finite-difference counterpart

N(t+ 1)−N(t) = α(N(t)−N(t− τ)), (7)

where α>0, τ>0. The time variable t is continuous in Eq. (6) and integer in Eq.
(7). Introducing a new time variable, ζ=tτ , we rewrite Eq. (6) in the form

dx(ζ)

dζ
= ατ(x(ζ)− x(ζ − 1)), (8)

We look for the solution of Eq. (6) in the form

x(ζ) = a exp(bζ), (9)

and arrive at the transcendental equation

b− ατ + ατ exp(−b) = 0. (10)

Equation (10) has two real roots, one of them is b = 0. At ατ = 1 this root
is twofold, at ατ < 1 (> 1) the second root is smaller (greater) than ln(ατ).
To find complex roots, we substitute b = xb + ıyb into Eq. (10), where xb ∈ R,
yb ∈ R. This yields the system of equations

xb − ατ + ατ cos(yb) exp(−xb) = 0, yb − ατ sin(yb) exp(−xb) = 0 ⇒ (11)

cos(yb) = exp(xb)
ατ − xb
ατ

,
sin(yb)

yb
=

exp(xb)

ατ
⇒ tan(yb) =

yb
ατ − xb

.

Let us look for the solutions with yb > 0. For x ≥ ατ , the left-hand side of the
second equation (11) is less than 1, and the right-hand side exceeds 1. Then for
x < ατ , the right-hand sides are greater than zero. This means that yb should be
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Table 1. Roots of Eqs. (10) and (13) at τ=14, α=1/28 (ατ=1/2).

b exp(b/τ) z |z|
0 1 1 1
−1.25643 0.91416 0.91875 0.91875

−2.78900± 7.43762ı 0.70643± 0.41511ı 0.71978± 0.40620ı 0.82649
−3.35988± 13.8656ı 0.43135± 0.65782ı 0.45787± 0.65116ı 0.79603
−3.72088± 20.2145ı 0.09702± 0.76044ı 0.13483± 0.76701ı 0.77877
−3.98573± 26.5360ı −0.23993± 0.71295ı −0.19964± 0.74148ı 0.76789
−4.19505± 32.8447ı −0.51868± 0.52931ı −0.48985± 0.58245ı 0.76105
−4.36812± 39.1461ı −0.68873± 0.24785ı −0.68651± 0.31959ı 0.75725
−4.51566± 45.4431ı −0.72036∓ 0.07544ı −0.75603 0.75603

Table 2. Roots of Eqs. (10) and (13) at τ=14, α=1/7 (ατ=2)

b exp(b/τ) z |z|
1.59362 1.12056 1.10950 1.10950
0 1 1 1

−1.40710± 7.42371ı 0.78018± 0.45740ı 0.78945± 0.44474ı 0.90610
−1.97524± 13.8578ı 0.47660± 0.72594ı 0.50233± 0.71379ı 0.87283
−2.33548± 20.2090ı 0.10744± 0.83950ı 0.14806± 0.84101ı 0.85395
−2.60000± 26.5318ı −0.26466± 0.78720ı −0.21878± 0.81311ı 0.84203
−2.80914± 32.8413ı −0.57251± 0.58452ı −0.53708± 0.63875ı 0.83454
−2.98211± 39.1433ı −0.76035± 0.27380ı −0.75278∓ 0.35048ı 0.83037
−3.12959± 45.4406ı −0.79534∓ 0.08315ı −0.82903 0.82903

sought for in the intervals yb ∈ [2πn, π/2+2πn], n > 1. When yb = π/2+2πn−ε1,
the second equation is satisfied by xb = − ln(π/2+2πn)+lnατ−ε2, where εi>0.
We conclude that for ατ < 9π/2 the real parts of complex roots are negative,
which corresponds to decreasing amplitudes of the oscillating solutions.

The solutions of the finite-difference equation (7) are sought in the form

N(t) = azt. (12)

Substituting Eq. (12) into Eq. (7), we get an algebraic equation

zτ+1 − zτ (1 + α) + α = 0. (13)

One of the roots is z = 1, at α = 1/τ this root is twofold and the solution has
the form N(t) = a(t + c). Another positive root at α < 1/τ (> 1/τ) in smaller
(greater) than 1. All other roots are calculated by means of built-in functions of
the MAPLE system.

Generally, the roots of Eqs. (10) and (13) are related as

z ≈ exp(b/τ) (14)
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Fig. 2. Example solution of the problem (2) for x(t) with oscillating behavior at t≤0

The calculated roots of Eqs. (10) and (13) at τ = 14, α = 1/28, and α = 1/7
(ατ = 1/2 and ατ = 2) are presented in Tables 1 and 2. The positive roots z
(1 and 0.91875 in Table 1, 1.10950 and 1 in Table 2) that correspond to non-
oscillating solutions are seen to exceed all other roots by magnitude. Hence, the
oscillating solutions decrease faster and can be disregarded (an example is given
in Fig. 2). Note also that the equality (14) is satisfied with good accuracy, which
allow using the finite-difference counterpart instead of the ODE.

Let the cumulative number of infected people N(t) be known from official
sources, e.g. [2, 1], for three dates t = t0, t0 − τ̄ , and t0 − 2τ̄ , where the chosen
backward step τ̄ is an integer number of days. Based on the above considerations,
we express N(t) in the form

N(t) = c0 + c1z
t, (15)

which gives rise to a system of equations

N(0) = c0 + c1, N(−τ̄) = c0 + c1z
−τ̄ , N(−2τ̄) = c0 + c1z

−2τ̄ (16)

with the solution

c0 =
N(0)N(−2τ̄)−N(−τ̄)2

N(−2τ̄)− 2N(−τ̄) +N(0)
, c1 =

(N(−τ̄)−N(0))2

N(−2τ̄)− 2N(−τ̄) +N(0)
,

z =

(
N(−τ̄)−N(−2τ̄)

N(0)−N(−τ̄)

)1/τ̄

, α =
zτ (z − 1)

zτ − 1
. (17)

Substituting (17) into N(τ̄) = c0 + c1z
τ̄ , we get

N(τ̄) = N(0) +
(N(0)−N(−τ̄))2

N(−τ̄)−N(−2τ̄)
. (18)

Sequential application of this formula k times yields

N(kτ̄) = N(0) +

k∑
l=1

(N(0)−N(−τ̄))l+1

(N(−τ̄)−N(−2τ̄))l
. (19)

Expression (18) can be applied to predict the number of infected people N(kτ̄)−
N(0), while Eq. (19) should be modified for the finite-difference counterpart of
Eq. (4), namely

N(t+ 1)−N(t) = α(1−N(t)/Nmax)(N(t)−N(t− τ)). (20)
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Fig. 3. Numerical solutions x(t) of Eq. (4) determined by the current and two
preceding values (a) and the corresponding differences ∆x(t)=x(t)−x(t−1) in lin-
ear (b) and logarithmic (c) scale. The parameters are τ=τ̄=14, x(0)=0.1; the
plots for (x(−τ̄), x(−2τ̄))= (0.088,0.084), (0.094,0.092), (0.097,0.096), (0.088,0.080),
(0.094,0.090), (0.097,0.095), (0.088,0.076), (0.094,0.088), (0.097,0.094), (0.088,0.072),
(0.094,0.086), and (0.097,0.093) are arranged from top to bottom in (a) and numbered
from 1 to 12 in (b) and (c).

Using the perturbation theory, a slow variation of α can be shown not to
affect the behavior of the solution N(t) or x(t) qualitatively.

Since α in Eq. (7) corresponds to α(1−N(t)/Nmax) in Eq. (20), in a rough
approximation (18) yields

N(τ̄) = N(0) +
(N(0)−N(−τ̄))2

(N(−τ̄)−N(−2τ̄))

(Nmax −N(τ̄))

(Nmax −N(0))
. (21)

The solution of Eq. (21) has the form

N(τ̄) = N(0) +
(N(0)−N(−τ̄))2(Nmax −N(0))

(N(0)−N(−τ̄))2 + (N(−τ̄)−N(−2τ̄))(Nmax −N(0))
. (22)

Equations (22) and (18) provide upper estimates of the infected number N(τ̄).
On the contrary, Eq. (19) takes into account the change in the infection rate
by using α(1 − N(t)/Nmax) instead of bare α and, therefore, can be used to
determine the limit values. However, the resulting expressions are cumbersome.
Therefore, the calculations should be performed for given τ , τ̄ , Nmax, N(0),
N(−τ̄), N(−2τ̄). In this case, instead of calculating the limit values by Eq. (22),
one can use the algorithm that follows from (20):

Algorithm:
Input: τ , τ̄ , Nmax, N(0), N(−τ̄), N(−2τ̄);
Output: N(t), ∆N(t)
1: Calculate c0, c1, z, α using Eqs. (17),

and then N(t) = c0 + c1z
t, t = −τ, ..., 0;

2: For t = 1, 2, ..., tmax do
2.1: ∆N(t) = α(1−N(t)/Nmax)(1−N(0)/Nmax)−1(N(t)−N(t− τ));
2.2: N(t+ 1) = N(t) +∆N(t);

End of loop.
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Fig. 4. Forecast of the number of cases (for t<0, the values of x(t) were calculated using
the corresponding formulas) for Moscow, obtained using Algorithm (A), formulas (19)
(P) and (22) (N), and interpolation formula (23) (I) for τ̄=7 and τ̄=14.

At step 2.1 it is taken into account that the value of α in (17) corresponds to
the product α(1−N(0)/Nmax) in Eq. (20). Also, if 2N(−τ̄) = N(0) +N(−2τ̄),
then at step 1 we have N(t) = N(0)(1 + t/(2τ̄))−N(−2τ̄)t/(2τ̄).

The described method allows the calculation of tables, using which from x(0),
x(−τ̄), x(−2τ̄) at τ = 14 and τ̄ = 14 it is possible to estimate the number of
infected people Nfin = limt→∞Napp(t) and its maximum increment ∆Nfin =
maxt>0(Napp(t)−Napp(t− 1)) which can be chosen from Fig 1.

The time dependence of the infected people density x(t) at given values
of x(0) = 0.1, x(−τ̄) and x(−2τ̄) are presented in Fig. 3. At fixed x(0), the
limit number of infected people is seen to depend on the ratio ξ = (x(0) −
x(−τ̄))/(x(0)− x(−2τ̄)) for ξ > 1/2, i.e., for ατ > 1, when the daily increment
initially increases. For ξ ≤ 1/2, when the daily increment initially decreases, no
such correlation was observed.

Remark 2. These solutions are fast-oscillating, with the period less than τ ,
and rapidly decreasing. For the finite-difference scheme the presented solution
is general. If the main task were to solve the differential equation (3), then it
would be necessary to make sure that there are no slowly oscillating solutions,
even though it would manifest itself in the discrete model (2) as well. Hence it
follows that when applying the scheme for a forecast, oscillations N(t) should
disappear. This will be illustrated by a comparison of the forecast given by the
algorithm and obtained by replacing the quantity N(t) with real data at step 1.
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Fig. 5. Error in forecasting the number of cases (for t<0, the difference Napp(t)−N(t))
for Moscow was calculated using the corresponding formulas), obtained using Algo-
rithm (A), formulas (19) (P) and (22) (N), and interpolation formula (23) (I) for τ̄=7
and τ̄=14 .

4 Examples of current situation analysis

Thus, based on Eqs. (3), (16)–(17) and the assumption of the constancy of the
coefficient of contamination α, an algorithm was developed and Eqs. (18)–(19)
and (22) were obtained for forecasting. For a short-term forecast, one can use
simple interpolation formulas

N(t)=N(0) + (3N(0)− 4N(−τ̄) +N(−2τ̄))(t/τ̄)/2

+(N(0)− 2N(−τ̄) +N(−2τ̄))(t/τ̄)2/2. (23)

Note that the parameter τ is involved only in the algorithm and does not enter
the resulting expressions. Neglecting the change in (1−N(t)/Nmax) at step 2.1 of
the Algorithm, using (15), (17) we get ∆N(t) ∼ α(N(t)−N(t− τ)) ∼ zt(z− 1).
Taking into account the factor (1 − N(t)/Nmax) gives a decrease in N(t) for
t = 1, ..., τ , and then the product α(N(t) − N(t − τ)); the less τ , the stronger
this decrease. Since (1 − N(t)/Nmax) changes by parts of a percent during the
month, the discrepancies in calculations using the Algorithm for different τ will
be small in the short-term forecast.

Figures 4–6 illustrate the application of the proposed approach.
In Fig. 6, the data for Masovian Voivodeship (Poland), Moscow, New York

and Peru are considered as an example. Beside the data availability, the choice
of examples was motivated by the requirement that either the entire region
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Fig. 6. Coronavirus data for Masovian Voivodeship, Poland (a), Moscow (b), New
York(c) and Peru(d) during the time from April 6, 2020 to May 31, 2021. Top: number
of cases N(t) (dotted line), daily increase ∆N(t)=N(t)−N(t−1) (dots), daily increase
averaged over seven days ∆7N(t)=(N(t)−N(t−7))/7 (solid line). Bottom: parameter
ατ calculated from Eq. (3) (dots), its average over 7 days (

∑0

i=−τ̄+1
(ατ (t0+i)))/τ̄ ,

calculated from Eq. (20) with τ̄=7 (solid black line) and τ̄=14 (solid gray line).

(Moscow, New York) or it center (Masovian Voivodeship, Peru) should have a
high population density.

Figure 4 presents examples of forecasting the number of cases x(t)=N(t)/Nmax,
t>t0 in Moscow using the data of Fig. 6 b and four different values of initial time
t0 in increasing order. On June 7, ∆x(t) demonstrated a fall and ατ has just
passed the maximum point. On August 13 ∆x(t) was stable and ατ has also
just passed the maximum point. On October 24 the growth of ∆x(t) was ob-
served and ατ has just passed the minimum point. On November 1 ∆x(t) was
growing and ατ slightly increased compared to October 24. For the same back-
ward step τ̄ , the forecasts of the Algorithm and Eq. (22) commonly coincide
with each other and with the forecast of Eq. (19) for N(t)/Nmax�1, but differ
from the forecasts obtained by interpolation(23). At the same time, there are no
correlations between the forecasts obtained for different τ̄=7, 14 and according
to different interpolation.

Figure 5 illustrates the errors Napp(t) − N(t) in predicting the number of
cases. The results are poor because in most cases the BRR ατ (t) = α(t)τ
changes abruptly. Meanwhile, cases of almost constant little-changing ατ (t) have
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been observed, the longest one lasting half a month (August-early September)
in Moscow. In this case, the forecast gave satisfactory results for about 40 days.

Of more importance is the evidence that the above algorithm and related
formulas can predict disease peaks. As is seen in Fig. 6 for Masovian Voivodeship,
Moscow, New York and Peru, the peak ∆x(t) is preceded by an increase in
ατ (t) = α(t)τ above one. The value of ατ (t) was calculated from Eq. (3), its

averaging (
∑0
i=−τ̄+1(ατ (t0 + i)))/τ̄ for τ̄ days and from Eq. (20) for different

backward steps τ̄ . As τ̄ increases, the functions of the basic reproduction ratio
ατ (t) become less oscillating, and for the same τ̄ they practically coincide, except
for the peaks.

Remark 3. In solving the direct problem, the basic reproduction ratio ατ (t)
=α(t)τ is determined from a priori factors not considered in this model (hu-
midity, temperature, social constraints, ...) and is time-dependent. An example
of modeling dependence in the form of a smooth step function related to social
constraints for March-April 2020 in Italy, describing well the current data, was
given in Ref. [5]. In the approach presented here, we solve the inverse problem
of calculating the function ατ (t) from the equation, using the known data N(t)
on the WHO website. Using the found functions we make a short-term forecast
with the help of the proposed algorithm and formulas.

5 Conclusion

The proposed two-parameter model of the development of infection in the form
of an ordinary nonlinear differential equation of the first order with retarded
time argument is actually a reduced SIR model with a functional relationship
between patients and carriers of the infection. This reduction maintains an op-
timal balance between the adequacy of describing a pandemic in the SIR model
and the simplicity of practical estimates. The model allows solving both the di-
rect problem (known the BRR as a function of time, find the time dependence of
the infected density x(t) with given initial conditions) and the inverse problem
(for given x(t) find the time dependence of the model parameters). This allows
a quick forecast of the development of infection based on previous information
on the statistics of the disease (see Fig. 6).

The results can be used for a short-term forecast, using the developed al-
gorithm with Eqs. (19) and (22), which do not contain the parameters α and
τ , and the interpolation formulas (23). They can be also used to predict the
disease peaks. The corresponding examples are shown in Fig. 6. As is seen from
Fig. 6, the peak is preceded by an increase in ατ above one. The value of BRR
ατ (t)=α(t)τ was calculated from Eq. (3) with subsequent averaging for τ̄ days
and from Eq. (20) for different τ̄ . Note that as τ̄ increases, the oscillations of
α(t)τ become weaker, and for the same τ̄ the results practically coincide, except
for the peaks.

In the similar delay model of Ref. [5], it was emphasized that a reliable
forecast has to take into account the fact that the official data of infectious cases
are obtained by counting mostly the symptomatic cases, probably discarding
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other infectious cases which could transfer the virus even without symptoms or
with mild ones. Moreover, the procedure itself, the realization times and the
number of the diagnostic tests could affect the data of both the total number
of infected persons and the number of recovered ones. However, since delay
model relies on the infectiousness time, it does not require fitting of the data on
recovered persons, which may be affected by systematic errors. The uncertainty
of the data on closed cases would compromise the result for the SIR model. On
the contrary, the theoretical prediction based on the delay model with a priori
given time dependence of the basic reproduction ratio ατ (t) agrees fairly well
with the data set for the total number of infected cases, as shown in [5]. It should
be note that in contrast to the approach of Ref. [5] we did not use BRR with a
priori time dependence in our algorithm.

Further development of the approach can include the methods of optimal
control theory [7] with appropriate restriction conditions N(t) ≤ N0 � Nmax to
solve a self-consistent problem for both N(t) and the basic reproduction ratio
αmin
τ ≤ ατ (t) ≤ αmax

τ . We also plan adapting some features of SHIR model [3]
and SS’HIR model [4].
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