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Abstract. Detecting rare cases of anomalies in Cyber-Physical Sys-
tems (CPSs) is an extremely challenging task. It is especially difficult
to accurately model various instances of CPS measurements due to the
dearth of anomaly samples and the subtlety of how their patterns appear.
Moreover, the detection performance may be severely limited owing to
mediocre or inaccurate forecasting by the underlying prediction models.
In this work, we focus on improving the anomaly detection performance
by leveraging the forecasting error patterns generated from prediction
models, such as Sequence-to-Sequence (seq2seq), Mixture Density Net-
works (MDNs), and Recurrent Neural Networks (RNNs). To this end,
we introduce Self-Organizing Map-based Anomaly Detector (SOMAD),
an anomaly detection framework based on a novel test statistic, So-
mAnomaly, for Cyber-Physical System (CPS) security. Upon evaluation
on two popular CPS datasets, we demonstrate that SOMAD outperforms
baseline approaches through online multiple testing, using Time-Series
Aware Precision and Recall (TaPR) metrics. Accordingly, we empirically
demonstrate that forecasting error patterns of raw CPS data can be use-
ful when detecting anomalies through a fast, statistical multiple testing
approach such as ours.

Keywords: Anomaly Detection · Self-Organizing Map · CPS

1 Introduction

Cyber-Physical Systems (CPSs) are susceptible to various types of anomalies,
such as attacks on controllers, networks, or cyber-physical elements, as well as
hardware failures, operator errors, and software misconfigurations, which can
cause different types of anomalies. Accurately distinguishing the latter kinds of
anomalies, which may simply be glitches, from actual anomalies is an important,
yet challenging task that may lead to high false positives. Such errors are costly,
especially for CPSs, since the main infrastructures might have to stop running for
inspection purposes. In particular, the detection of anomalous instances in water
pumps, power grids, or nuclear power plants [19], is crucial for the prevention
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Fig. 1: SOMAD (area colored in blue) vs. traditional anomaly detection approach
(area colored in gray). SOMAD leverages FEs to detect anomalies, while the
traditional approach directly detects anomalies based on the output of base
forecasting models, such as seq2seq and MDNs.

of huge economic losses as well as environmental catastrophes. The first step of
anomaly detection [12,8,20] typically involves building a rule-based or statistical
machine learning-based (e.g., neural networks) forecasting model from the given
training data as shown in Fig. 1. Next, the anomaly score is computed from the
forecasting error (FE), and an observation is considered anomalous if that score
exceeds the out-of-limit (OOL) threshold. Similarly, statistical machine learning-
based approaches typically fit a model to the data and consider an observation
as anomalous if the prediction error is exceeds a predefined threshold. Mean-
while, there are several challenges related to the detection of anomalies in CPSs.
For example, in many practical situations, there exist normal instances of which
the measurements exceed the threshold and contextual anomalies of which the
measurements do not exceed the threshold; the former should not be considered
anomalous, while the latter should. Another challenge is that it is realistically
difficult to collect anomalous data beforehand, which complicates the process
of building an accurate anomaly predictor trained only on data corresponding
to normal instances. Moreover, an attacker can perform sophisticated manipu-
lations on the FEs, such that they are observed to be less than the pre-defined
threshold, leading to a high false positive rate. Accurate forecasting is usually
attainable for models trained and optimized on abundant data of both normal
and abnormal classes, but this is rarely the case in real-world scenarios regarding
CPSs, since only a few cases of anomalies are readily available. Therefore, im-
proving the anomaly detection performance by simply optimizing conventional
forecasting models themselves has its limitations.

In this work, we propose Self-Organizing Map-based Anomaly Detector (SO-
MAD), an anomaly detection framework based on a novel test statistic, So-
mAnomaly, to detect anomalies in CPS sensor and actuator data based on their
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FE patterns. The overview of our approach is depicted in Fig. 2. The main ob-
jective of our approach is to amplify the differences in the respective FE patterns
of normal and anomalous events, with SOM [21] used to learn and character-
ize the FE patterns of normal data. We construct 3D tensors and discretize
the patterns into a small number of grids (SOM grids) to train only on the
normal FE patterns to experiment under realistic scenarios where anomalies
are extremely scarce. We conduct hypothesis testing based on SomAnomaly to
identify anomalies using our online, multiple testing algorithm. Note that the
output of SOM is codebook matrices or a collection of normal error patterns
from which we can measure the distance with the input test error patterns. For
our experiments, we use two benchmark CPS datasets, Secure Water Treatment
(SWaT) [13] and HIL-based Augmented ICS (HAI) Security [29], We configure
the training and test sets such that the former only contains data corresponding
to normal observations to reproduce a challenging, realistic anomaly detection
scenario, where unseen anomalous events are encountered only during the test
phase. During evaluation, we assess our model based on contextual anomalies,
i.e., anomalies that do not exceed a pre-defined threshold, using the latest time
series-aware precision and recall metrics [17], since conventional metrics fail to
serve as an accurate evaluation method for anomaly detection in time series [17].
and demonstrate that our proposed approach significantly outperforms baseline
methods. Our contributions are summarized as follows:

1. We propose a novel SOM-based anomaly detection framework and publicly
release our code for reproducibility4.

2. We demonstrate that our proposed method can effectively detect unseen
anomalies in high-dimensional CPS data through an online, multiple hy-
pothesis testing algorithm under a realistic scenario where anomalous cases
are extremely rare.

3. We conduct experiments on benchmark CPS datasets – SWaT [13] and HAI
[29] – and achieve on average 36% increase in the time series-aware F1 score
compared to those of baseline approaches.

2 Related Work

Anomaly detection in multivariate time series data is a challenging task, and
numerous approaches have been proposed in the past few years to tackle this
problem. When identifying anomalies in Cyber-Physical Systems (CPS), the
first-order approach can be implemented by building a knowledge base, when
comprehensive and accurate domain knowledge is available [28,23,24,26]. How-
ever, in modern CPS, developing a knowledge base from a large number of vari-
ables in a complex CPS is challenging. Recently, data-driven approaches such as
deep-learning or unsupervised clustering-based methods, which do not require
broad and specific knowledge of the domain, have been developed [18,16,6,15,11].
These methods can learn and derive information and patterns from data, not

4 https://github.com/ygeunkim/somanomaly

https://github.com/ygeunkim/somanomaly
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using much expert domain knowledge. However, the development of a thorough
knowledge base from complex CPS data in the modern era is challenging, requir-
ing extensive domain knowledge. To cope with this limitation, recent approaches
include data-driven deep learning-based unsupervised clustering methods, which
can automatically extract relevant information and derive characteristic patterns
from the data [18,16,6]. Another popular approach is to use OOL thresholds.
Given some time series data, the p-norm is often used to calculate the anomaly
score. Note that when p = 1, it represents the sum of the absolute values. [9,8]
used the 2-norm, mean-squared error (MSE), while [20] used the 4-norm. For
convenience, we denote the method using the p-norm criterion as static thresh-
olding, which is the simplest, yet one of the most popular methods. Also, the
cumulative sum (CUSUM) method [14] is widely used; it divides a time series
into fixed time window intervals and computes the sum of the p-norms for each
window. The resulting sum serves as the anomaly score for each window: if the
sum is larger than the threshold, the window is considered anomalous. We use
static thresholding with p = 4 and CUSUM as our baselines for performance
comparisons.

On the other hand, Aloudi et al. [2] present PASAD, an efficient model-
free Process-Aware Stealthy-Attack Detection mechanism that monitors sensors
and raises an alarm in the occurrence of a structural change in the behavior
of physical processes. The authors conduct Singular Spectrum Analysis (SSA),
a non-parametric spectral estimation approach, to separate the deterministic
part of a dynamical system from its chaotic part. However, in this work, we
focus on forecasting error based approach unlike directly exploiting the sensor
values. Recently, also neural networks have shown their effectiveness in time
series modeling and anomaly detection. Malhotra et al. [25] proposed a Long
Short-Term Memory (LSTM) Network with an Encoder-Decoder scheme, which
detects anomalies based on reconstruction errors between the input and its recon-
structed output; with the latter approach, the authors were able to achieve better
generalization compared to when using a simple distance-based approach. Zhai
et al. [31] developed Deep Structured Energy-Based Models (DSEBMs), which
connect Energy-Based Models (EBMs) to a regularized autoencoder to eliminate
the need for complicated sampling. The latter model uses energy scores as well as
reconstruction errors to detect anomalies. However, the aforementioned methods
cannot jointly analyze temporal dependencies, noise resistance, and the severity
of anomalies [31]. Also, Zhang et al. [32] developed Multi-Scale Convolutional
Recurrent Endcoder Decoder (MSCRED), which constructs multi-scale signa-
ture matrices to characterize multiple levels of the system status over the time.
However, most deep learning-based methods resort to some sort of thresholding,
such as OOL, to distinguish anomalies from normal instances.

Also, Sequence-to-Sequence (seq2seq), Mixture Density Networks (MDNs),
and Recurrent Neural Networks (RNNs) [27] have also been popular choices.
Typically, a seq2seq model is composed of an encoder and a decoder, where the
task of the former is to learn from the input data and create a fixed feature
dimension while that of the latter is to decode it to reconstruct the input for
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further use cases, e.g., anomaly detection. Bishop [5] proposed MDNs, which can
rapidly learn from a training set and produce a probability distribution func-
tion for the expected signal as a function of time, by combining a conventional
neural network with a Mixture Density model. Lastly, RNNs have also been use
for time series-related tasks. In this work, we use these three models as our un-
derlying anomaly detection classifier to generate forecasting error patterns from
the SWaT and HAI datasets.

3 Mathematical Preliminaries for Self-Organizing Maps

In this section, we present the mathematical background and preliminary infor-
mation regarding SOM, as well as the Lindeberg-Feller theorem, necessary for
the comprehension of our proposed method.

3.1 Self-Organizing Maps (SOM)

Kohonen [21] developed a novel Artificial Neural Network (ANN) structure called
SOM, which maps observations to topological maps with finite number of proto-
types called Kohonen neurons (SOM grids). Each grid has its own vector called
the codebook in the input space and SOM updates it for each training sample
to approximate the training data. In particular, the codebook matrices are the
output of SOM, which are a collection of the normal error patterns in our case.
We use the distance between the codebook matrices and the corresponding test
error patterns of a window to predict anomalies as shown in Fig. 2. Another
advantage of SOM is that it does not use a back-propagation algorithm, but im-
plements competitive learning to compute the distance between the observation
and the codebook matrices and update the relevant codebook vectors for each
training sample (additional details are provided in the following paragraphs).

We extend Kohonen’s SOM algorithm [21] by proposing a novel test statistic
called SomAnomaly, such that we can investigate the similarity in the input pat-
terns to effectively determine anomalies. First, we formally describe the original
SOM process based on Kohonen’s research [21]. We consider an n × p array,
where n is the number of observations and p is the number of predictors. Then,
the observational unit is a p-dimensional vector, defined as the input vector,
which can be written as follows: xi = (ξi1, ξi2, . . . , ξip)T ∈ Rp, i = 1, . . . , n.

For SOM, we have the following hyperparameters: α(0) (initial learning rate),
σ(0) (initial radius), Nx (number of SOM grid in the x-dimension), Ny (number
of SOM grid in the y-dimension), h (neighborhood function), and g (decay func-
tion). Let N = NxNy be the total number of nodes, then in each node, a code-
book vector with the same dimension as the input vector is assigned. The code-
book vector if defined as follows: mi = (mi1,mi2, . . . ,mip)T ∈ Rp, i = 1, . . . , N .

Next, we define each mij , j = 1, . . . , p, as the weight in a codebook vector.
For each iteration, the learning algorithm randomly chooses one input vector
and its closest codebook vector, defined as the Best Matching Unit (BMU).
Then, the neighboring node of BMU whose distance to the cluster, known as
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the prototype distance, is less than the radius is updated as follows: mj(t+ 1) =
mj(t) + α(t)h(rc − rj)[x(t) − mj(t)]. Following the update, SOM maps each
input vector to two-dimensional nodes or neurons. By searching for its BMU,
every input vector finds the closest codebook vector, which is then sent to its
corresponding node.

3.2 Lindeberg-Feller Theorem for Setting Threshold

A number of anomaly detection methods require setting a threshold to detect
anomalies. The limitation, however, is that most approaches select a threshold
empirically without strong mathematical or statistical foundations. To that end,
we apply the Central Limit Theorem (CLT) to provide a statistical foundation
for determining the threshold set for our approach. For our proposed approach,
we employ a generalization of the CLT called Lindeberg-Feller theorem [22,7] for
non-identically distributed cases in multiple statistical testing. First, let us define
a triangular array of random variables {Xnj}nj=1 for n = 1, 2, . . . for simplicity.
Also, let us assume that Xnj is independent for each n, such that E[Xnj ] = 0

and V ar[Xnj ]= σ2
nj <∞. Then, let Zn =

n∑
j=1

Xnj and B2
n =

n∑
j=1

σ2
nj . Lastly, for

every ε > 0, the Lindeberg-Feller theorem can be stated as follows:

1

B2
n

n∑
j=1

E
[
X2

njI (|Xnj | ≥ εBn)
]
→ 0, (1)

as n→∞, then

Zn

Bn

D−→ N (0, 1). (2)

Eq. 1 is called the Lindeberg condition. We employ Lindeberg-Feller theorem
to statistically determine an optimal threshold for anomaly detection.

4 Our Approach

(3) Multiple testing in real-time 

w1 w2 w3

Training Time series

SOM Codebook 
Matrices

3D-Tensor Generalized
?-investingSom 

Anomaly

Som 
Anomaly

Test Time series

(2) Training SOM(1) Pre-processing
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Distance

Calculate
Distance

Fig. 2: Overall pipeline of SOMAD based on the SomAnomaly statistic
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The overall process of our approach, SOMAD, is presented in Fig. 2. To
characterize the error patterns of normal data, we first construct 3D tensors
and discretize the normal patterns. Then, we use SOM to train only on normal
FE patterns and conduct a hypothesis testing to measure the distance between
the input and normal error patterns. Lastly, we identify anomalies using the
SomAnomaly statistic and an online multiple hypothesis testing algorithm. We
explain the details of each step in the following paragraphs.

1. Pre-processing. We consider p-dimensional time series with sample size
n to represent multivariate time series by converting the data into a 3D tensor,
as shown in Fig. 2. When training the SOM, we treat each window as a single
observation. More specifically, the pre-processing step to obtain a 3D tensor can
be summarized as follows:

1. Slide the window of size w with a shift size s.
2. Combine the windows into a 3D tensor of size m×w×p, where m = n−w

s +1.

2. Training the SOM. Following its conversion to 3D tensor, the error
pattern data is changed from a vector to a matrix. For matrix computation, we
consider the Frobenius norm and use the following distance function between A
and B = (βjk) ∈ Rw×p to determine the discrepancy of FE patterns between
normal and anomalous data:

d(A,B) =

 w∑
j=1

p∑
k=1

(αjk − βjk)2

 1
2

. (3)

To train the SOM, we propose an incremental SOM training algorithm, shown
in Algorithm 1, using the distance function in Eq. 3. This training process maps
each normal pattern window onto the SOM grids by finding the closest corre-
sponding codebook matrix. Since the number of grids is finite, we can assume
that the pattern is discretized, and every training error window maps onto finite
prototypes, each of which has its own codebook matrix. This means that nor-
mal error patterns are discretized by the patterns represented by the codebook
matrices.

3. SomAnomaly for Hypothesis Testing. From the output of SOM,
i.e., the collection of normal error patterns defined as codebook matrics, the
input test error patterns of windows that deviate significantly from the codebook
matrices are considered anomalous. Accordingly, we use the distances between
codebook matrices and the test error patterns to determine anomalies, as shown
in Fig. 2. In order to facilitate the threshold selection, we aim to choose the
maximum distance through hypothesis testing.

Hypothesis Testing and SomAnomaly statistic. We construct a win-
dow whenever a new set of samples of size w is available (streaming windows).
Let Dti, t = 1, . . . , i = 1, . . . , N, be the distance between the t-th streaming
window and the lastly updated codebook matrix of i-th node, where N is the
number of Kohonen neurons, SOM grids, and each Dti is a random variable. We
assume that {Dti}Ni=1 are mutually independent for each t. In order to detect
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Algorithm 1: Incremental SOM training algorithm using 3D tensor

Data: 3D tensor [X1, . . . , Xm] ∈ Rm×w×p

Input: SOM parameters
1 Initialize learning rate and radius
2 Initialize codebook matrices
3 Compute the distance rc − ri between nodes c and i in the SOM space;
4 for j ← 1 to N do
5 Randomly choose an input observation;
6 for j ← 1 to N do
7 if rc − rj ≤ σ(t) then
8 Update the neighboring node of BMU by

Wj(t+ 1) = Wj(t) + α(t)h(rc − rj)[X(t)−Wj(t)]
9 end

10 Decay α(t) and σ(t)

11 end

12 end
Output: Wj(u), j = 1, 2, . . . , N

whether the j-th window significantly deviates from the trained SOM grid, we
first determine µi and σ2

i . Since, in our work, the training set consists only of
normal observations, we treat the training set as a pseudo-population. Using this
training set, we obtain alternative values to the true mean and variance and µ̃i

and σ̃2
i can be defined as follows:

µ̃i =
1

m

m∑
j=1

d̃ji , σ̃2
i =

1

m− 1

m∑
j=1

(d̃ji − µ̃i)
2, (4)

where d̃ji is the distance between the i-th node codebook and the j-th ob-
servation of the training set. Also, we define the pseudo-mean and variance
constants as follows:

µ̃ =
1

N

N∑
i=1

µ̃i, σ̃2 =
1

N

N∑
i=1

σ̃2
i . (5)

For each window, we conduct hypothesis testing to identify large codebook
distances. For t = 1, 2, . . ., we compare the average of the mean with the pseudo-
mean constant by a right tailed test as follows:

H0t :
1

N

N∑
i=1

µi = µ̃ vs. H1t :
1

N

N∑
i=1

µi > µ̃. (6)

Rejecting the t-th null hypothesis corresponds to marking the t-th window
as anomalous, because it indicates that the average distance of the window is
larger than that of normal samples. To apply Eq. 6 for a fixed window t, we
define the sample mean Dt = 1

N

∑N
i=1Dti. Based on the mutual independence
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assumption of {Dti}Ni=1, we can employ the Lindeberg-Feller CLT [22] to define
the following test statistic:

Definition 1 (SomAnomaly Statistic). Consider a t-th test, shown in Eq. 6.
Then, we define the SomAnomaly statistic for each t = 1, 2, . . . , as follows:

St =
1

BN

N∑
i=1

(Dti − µ̃i) =
N(Dt − µ̃)

BN
, (7)

where B2
N =

N∑
i=1

σ2
i .

To test each H0t, we explore the null distribution of St. First, suppose that
for each t ∈ N, i ∈ {1, . . . , N},

E[Dti] = µi <∞, V ar[Dti] = σ2
i <∞. (8)

Let Yti = Dti − µi and let B2
N =

N∑
i=1

σ2
i . Now we assume the Lindeberg

condition.

Assumption 1 (Lindeberg Condition). Consider Yti, t = 1, . . . , i =
1, . . . , N . For every ε > 0,

1

B2
N

N∑
i=1

E
[
Y 2
tiI (|Yti| ≥ εBN )

]
→ 0 as N →∞.

According to the Lindeberg condition, the SomAnomaly statistic weakly con-
verges to the standard normal distribution under the corresponding null hypoth-
esis.

Furthermore, for SomAnomaly, we can compute the p-value Pt for each t-th
test as follows:

Pt = Pr(Z ≥ st), Z ∼ N (0, 1), (9)

where st is the observed SomAnomaly statistic. We reject the test in Eq. 6 if
Pt is smaller than the significance level α. However, note that we are conducting
a sequence of tests; if we compare Pt with α for every t, the type I error or false
discovery rate [4] may increase. Therefore, as shown in Fig. 2, we apply online
multiple testing that can control these types of errors. To that end, we employ
Generalized α-investing (GAI) [1], which controls the marginal false discovery
rate (mFDR) under the significance level α [10]. Algorithm 2 presents the ap-
plication of GAI to our problem. Also, further optimization can be achieved to
remove empty grids that are not used in Defn. 1.

Based on this, we propose Optimized SomAnomaly Statistic, defined as fol-
lows:
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Algorithm 2: Generalized α-investing (GAI) using SomAnomaly

Data: Trained SOM on the normal tensor input data
Input: Window size, shift size, α, η, ρ

1 Initialize W (0) = αη
2 for t = 1, 2, . . . do
3 Compute SomAnomaly and its p-value Pt for the streaming window
4

φt =
1

10
W (t− 1)

5 Set αt such that
φt

ρ
=
φt

αt
− 1

6 Test t-th hypothesis as follows:

Rt =

{
1 Pt ≤ αt

0 otherwise

ψt = min

(
φt

ρ
+ α,

φt

αt
+ α− 1

)
W (t+ 1) = W (t)− φt +Rtψt

7 end
Output: Results of the tests {R1, R2, . . .}

Definition 2 (Optimized SomAnomaly Statistic). Let v be the index of
mapped nodes and B2

v =
∑

i∈s σ
2
i . Then, the Optimized SomAnomaly Statis-

tic is defined as:

S∗t =
1

Bv

∑
i∈v

(Dit − µ̃i), t = 1, 2, . . . (10)

Our experimental results show that S∗t in Defn. 2 can detect anomalies more
effectively than St presented in Defn. 1; hereafter, we refer to SomAnomaly as
S∗t presented in Defn. 2.

5 Experiment

We use two benchmark CPS datasets, SWaT and HAI, as well as commonly
used neural network models, such as Seq2Seq, MDN, and RNNs, to generate
FE patterns, as base predictors. We use the same Seq2Seq, MDN, and RNN as
proposed by Kim et al. [20] and Bishop [5]. For the SWaT dataset, we use the first
7 days worth of data, containing only normal instances, for training and the next
4 days worth of data, comprising 36 attacks, for testing. For the HAI dataset,
we use the first 7 days worth of data for training and the next 7 days worth
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Table 1: Description of the base forecasting error models (underlying neural
network classifiers) and CPS datasets

Dataset/NN Classifier Forecasting model and CPS dataset

SWaT/seq2seq seq2seq for each station in SWaT [20]
SWaT/MDN MDN for each station in SWaT
SWaT/RNN RNN for 14 correlation groups in SWaT
HAI/RNN RNN for 14 correlation groups in HAI

of data, comprising 38 attacks, for testing. We only train with the normal data
for both SWaT and HAI, formulating a more challenging, yet realistic anomaly
detection scenario, where anomalous events rarely occur. For comparison, we
use four variants of the datasets and prediction model combinations, as shown
in Table 1.

In addition, we use the time series-aware performance evaluation metric
TaPR5 [17] and TSAD6 [30], since the conventional precision, recall, and F1

metrics cannot effectively capture the detection performance on highly imbal-
anced data [17,30] such as in our case, where the datasets are mostly composed
of normal data. Specifically, we set the detection scoring parameter, weight for
the detection score, and the subsequent scoring parameter as 0.001, 0.8, and
60, respectively. A detection scoring parameter of 0.001 indicates that when the
anomaly detection algorithm succeeds at detecting at least 0.001 of an attack
range, it generates a score; a subsequent scoring parameter of 60 indicates that it
would admit a minute-after-attack detection. We put more weight to the detec-
tion score than the range detection, such that 0.8(detection score) + 0.2(overlap
score) [17]. For TSAD, we use the default settings suggested in the original
GitHub repository by Intel. We consider the following three approaches based
on seq2seq, MDN, and RNN: 1) static threshold, 2) CUSUM, and 3) SOMAD, of
which the first and second are our baselines. As in the work by Kim et al. [20],
we use the 4-norm, which yields the best performance for static thresholding
and CUSUM. We conduct our experiments under the following settings: MacOS
Catalina machine —2.3 GHz 8-core Intel CoreTM i9-9880H processor, 32GB 2667
MHz DDR4 onboard memory, Intel ® UHD Graphics 630 1536 MB, and AMD
RadeonTM Pro 5500M 4 GB.

We also measure the average running time of SOMAD using Python. The
whole process from training to detection takes less than 14 minutes in the worst
case. SOMAD thus enables real-time detection of anomalies, making it more
computationally efficient and practically applicable compared to deep learning-
based approaches that take much longer to train.

5 https://github.com/saurf4ng/TaPR
6 https://github.com/IntelLabs/TSAD-Evaluator

https://github.com/saurf4ng/TaPR
https://github.com/IntelLabs/TSAD-Evaluator


12 Y. Kim et al.

6 Results

Table 2: Results using TaPR-based recall (Re), precision (Pr), and F1 score.

Method SWaT/seq2seq SWaT/MDN SWaT/RNN HAI/RNN
Re Pr F1 Re Pr F1 Re Pr F1 Re Pr F1

Static 0.44 0.45 0.45 0.63 0.40 0.49 0.78 0.64 0.70 0.87 0.76 0.81

CUSUM 0.58 0.70 0.63 0.64 0.56 0.59 0.79 0.59 0.67 0.71 0.52 0.60

SOMAD 0.65 0.94 0.77 0.94 0.81 0.87 0.76 0.93 0.84 0.88 0.79 0.83

Table 3: Results using TSAD-based recall (Re), precision (Pr), and F1 score.

Method SWaT/seq2seq SWaT/MDN SWaT/RNN HAI/RNN
Re Pr F1 Re Pr F1 Re Pr F1 Re Pr F1

Static 0.25 0.41 0.31 0.34 0.35 0.35 0.33 0.55 0.42 0.20 0.71 0.31

CUSUM 0.30 0.62 0.40 0.38 0.39 0.38 0.37 0.45 0.41 0.36 0.44 0.39

SOMAD 0.61 0.60 0.61 0.92 0.58 0.71 0.59 0.54 0.57 0.65 0.79 0.71

Overall performance. We present our results for TaPR [17] and TSAD [30]
in Table 2 and Table 3, respectively, for each combination of datasets. We also
visualize the detection results of each method for SWaT/RNN and HAI/RNN in
Fig. 3, where the X and Y-axes represent time and anomaly score, respectively.
As shown in Table 2, SOMAD outperforms the baseline methods in terms of
the time series-aware F1 score in all cases, achieving 0.77, 0.87, 0.84, and 0.83
for the datasets SWaT/seq2seq, SWaT/MDN, SWaT/RNN, and HAI/RNN, re-
spectively. Although the overall precision, recall, and F1 score using TSAD are
generally lower than those using TaPR, SOMAD still outperforms all baseline
approaches in terms of the TSAD F1 score. Similar to the results for TaPR
shown in Table 2, SOMAD consistently achieves high recall compared to base-
line methods. Therefore, even though the absolute performance for TSAD is
lower for each dataset combination, the relative performance remains more or
less the same, demonstrating the effectiveness of SOMAD.

Comparison with baseline approaches. On the other hand, the base-
line methods, static thresholding and CUSUM, achieve mediocre performance.
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(a) Static - first group of
SWaT/RNN

(b) CUSUM - first group of
SWaT/RNN

(c) SOMAD - SWaT/RNN

(d) Static - first group of
HAI/RNN

(e) CUSUM - first group of
HAI/RNN

(f) SOMAD - HAI/RNN

Fig. 3: Plots of anomaly detection results for SWaT/RNN and HAI/RNN. We
plot the results of data corresponding to the first stations of SWaT and HAI for
static thresholding and CUSUM, and those of data corresponding to all stations
for SOMAD. The predicted anomalies are colored in red, the predicted normal
instances are colored in black, and the strip along the X-axis is the ground truth.

Although static thresholding achieves a reasonable performance for RNN-based
datasets (F1 scores of 0.70 for SWaT/RNN and 0.81 for HAI/RNN), it does not
perform well on the other datasets (F1 scores of 0.45 for SWaT/Seq2Seq and 0.49
for SWaT/MDN). For CUSUM, it performs better for Seq2Seq and MDN-based
datasets, but worse for RNN-based datasets. As illustrated in Fig. 3, the values
used to distinguish normal data from anomalies are higher for static threshold-
ing and CUSUM than for SOMAD. Moreover, both baseline methods produce
high false positives; using TSAD, they achieve recall below 40% in all cases. In
contrast, SOMAD achieves both high recall and precision in all cases, outper-
forming the baseline methods in terms of time series-aware recall except for one
case and TSAD precision in two cases; this indicates that our proposed method
can accurately detect a larger amount of anomalies.

Discussion. The performance difference between baseline approaches and
SOMAD is mainly attributed to whether the method is capable of detecting
clustered anomalies. Given that both SWaT and HAI datasets contain multiple
clusters of consecutive anomaly samples over time, SOMAD successfully detects
most of them unlike the baseline methods, as shown in Fig. 3. A time series
prediction method based on SOM, which is characterized by its locality [3], ex-
erts a clustering effect, leading to reduced false alarm rates and consequently to
enhanced detection power compared to the baseline approaches for SWaT and
HAI. As shown in the highlighted region in Fig. 3c, SOM’s locality property
is readily reflected in our anomaly detection task as well. On the other hand,
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SOMAD incorrectly classifies normal samples as anomalies, hence the false pos-
itives, especially for samples corresponding to timestamps far apart from those
of training data. This performance loss is mainly due to the long-term depen-
dency issue persisting in popular deep learning-based forecasting models. Since
they are used to generate our input data, i.e., the forecasting errors, SOMAD
naturally suffers from worse-quality data originating from inaccurate forecasting
when detecting anomalies.

7 Conclusion

Our proposed anomaly detection framework SOMAD inflates the differences
between the respective FE patterns of normal and abnormal events. As demon-
strated through numerous experiments under a realistic scenario where anoma-
lies are only present in the test data, SOMAD outperforms conventional meth-
ods, achieving a high detection rate without compromising precision. While most
of the prior work focused on improving the base forecasting model itself, our pro-
posed approach shows great promise in detecting anomalies even with FE values
that are either very small or similar to those of normal instances.
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