
HAL Id: hal-03744804
https://inria.hal.science/hal-03744804v1

Submitted on 3 Aug 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

From Human Automation Interactions to Social Human
Autonomy Machine Teaming in Maritime

Transportation
Lakshmi Vuddaraju, Carine Dominguez-Péry

To cite this version:
Lakshmi Vuddaraju, Carine Dominguez-Péry. From Human Automation Interactions to Social Hu-
man Autonomy Machine Teaming in Maritime Transportation. International Working Conference on
Transfer and Diffusion of IT (TDIT), Dec 2020, Tiruchirappalli, India. pp.45-56, �10.1007/978-3-030-
64861-9_5�. �hal-03744804�

https://inria.hal.science/hal-03744804v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


From Human Automation Interactions to Social Human 

Autonomy Machine Teaming in maritime transportation  

First Author1 Carine DOMINGUEZ-PÉRY and Second Author2 Lakshmi Narasimha 

Raju VUDDARAJU 

 1Univ. Grenoble Alpes ,Grenoble INP*, CERAG, 38000 Grenoble, France 
carine.dominguez@gmail.com   

2Univ. Grenoble Alpes, Grenoble INP*, CERAG, 38000 Grenoble, France 
 vamsi.vuddaraju@gmail.com 

 

Abstract. Recent technological advances in the field of Artificial intelligence (AI) and machine 

learning led to the creation of smart AI-enabled automation systems that are drastically changing 

maritime transportation. We developed a systematic literature review to understand how automa-

tion, based on Information Technologies (IT), has tackled the challenges related to human and 

machine interactions. We notably discuss the conceptual evolution from Human-Automation In-

teraction (HAI) to Human Autonomy Teaming (HAT) and present the risks of high levels of 

automation and the importance of teamwork in safety critical systems. Our results lie on a map 

of five clusters that highlight the importance of trust in the interactions between humans and 

machines, the risks related to automation, the human errors that are arising from these interac-

tions, the effects of automation on situational awareness and the social norms in human-computer 

interactions. This literature show that human-machines interactions have mainly been studied 

from the computer/information systems’ (IS) point of view, hence neglecting the social dimen-

sions of humans. Building on the difference between the concepts of automation and autonomy, 

we suggest the development of the concept of Social Human Autonomy Machine Teaming 

(SHAMT) to better consider the social dimensions of humans in these new interactions. Future 

research should focus on the right equilibrium between social needs, social interactions among 

humans and with autonomous machines with AI to optimize the global autonomy of the human-

machine teammates in a whole ecosystem. 

Keywords: Social Human Autonomy Machine Teaming (SHAMT), Unmanned ship, 

Artificial intelligence, Maritime transportation, Human Automation Interactions 

1 Introduction 

Recent technological advances in the field of Artificial intelligence (AI) and machine 

learning led to the creation of smart AI-enabled automation systems, that are capable 

of processing huge amounts of data, evaluate alternatives and execute those decisions 

[1]. Even though the aviation industry spearheaded the introduction of these automation 

technologies, the maritime transportation industry is fast catching up in the implemen-

tation of these automation technologies [2] leading to increased opportunities to use 

Information Technologies (IT) and Information Systems (IS) related to lower risk 
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accidents. The major drivers behind the increasing trend of automation are economic 

benefits or safety [3]. Technological innovations in AI and machine learning create a 

possibility of autonomous ship operations [4] leading new perspectives on human-ma-

chine interactions such as the use of big data and predictive analytics on decision-mak-

ing and improved social and environmental sustainability related to maritime acci-

dents[5]. The prospects of operationalizing unmanned ships have been gaining traction 

during the past few years. For instance, the EU funded MUNIN (Maritime Unmanned 

Navigation through Intelligence in Networks) developed the concept of the unmanned 

bulk carrier to carry economic, technological, and legal improvements [6]. The project 

of launching “Yara Birkeland” was the world’s first fully autonomous electric-powered 

container ship that was expected to operate with complete autonomy by 2022 [7]. As 

of now, most of these unmanned ships are expected to be operated with a high level of 

supervisory control from the Shore-based Control Centers (SCC) [8]. In the future, most 

of these ships will be operated with high levels of IT/IS automation with limited human 

interventions both for operational maneuvers [6] and for supervision tasks. These evo-

lutions drive several changes in terms of working modes between the crew and auto-

mated systems, leading to new challenges and risks. This new configuration of human 

on boards lead to a reorganization of tasks questioning how humans and autonomous 

technologies can work together in these safety-critical systems. The task of navigating 

the ship can be defined as teamwork as it requires coordination and interactions be-

tween members of the team [9]. The importance of teamwork and the skills required by 

the teammates has been highlighted in similar safety-critical environments like nuclear 

power plant operations [10]. Several research call for further research in order to better 

understand how humans and machines can act as partners in performing the maritime 

transportation tasks, the success of such a system depends upon the ability of the system 

and human operators to understand each other’s state and functioning [11]. Even though 

current concepts have improved our understanding, we argue that too much focus has 

been paid to machines rather than humans for two main reasons. Firstly, there is still a 

poor understanding of the importance human social interactions on board, its benefits 

and the risks generated with the current reduction of crew members. Secondly, little 

research has been developed to understand how humans on ships should socially inter-

act with IT/IS machines not only with actors on board but also more largely with their 

ecosystem (notably with the SCC) and hence form a team with increased autonomous 

machines.  

 

To do so, we suggest to introduce the concept of Social Human Autonomy Machine 

Teaming (SHAMT) while answering the two following research questions:  

 

RQ1: What are the various concepts that have tackled the interactions between humans 

and machines in the literature review on maritime transportation industry? 

RQ2: What are the future key questions related to this field? 

 

This paper is structured as follows: in section 2, we present a literature review on the 

different concepts related to the interactions between humans and machines in the mar-

itime transportation industry. In section 3, we present the methodology used for the 
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systematic literature review.  In section 4, we present the results structured around the 

co-citation analysis.  Section 5 summarizes the main results, the limits and perspectives 

for further development. 

 

 

2. Literature Review 
 

2.1 From Human-Automation Interaction (HAI) to Human Autonomy Teaming 

(HAT) 

The equipment on-board ships became more complex since the 1960s with technolog-

ical advances and the pace of change has accelerated rapidly from the 1990s with wide-

spread utilization of computers and other navigational technologies like GPS, increas-

ing the trend of automation on ships [2] due to rapid technological advances and eco-

nomic benefits [12].  

 

Even though historically the term ‘autonomy’ appeared before the word ‘automation’, 

the literature most of the time uses these terms interchangeably [13,14]. Automation 

can be defined as “technology that actively selects data, transforms information, makes 

decisions or controls processes” [15,p.50]. Automation refers to a system that can only 

perform tasks for which it was programmed by the designer, without any degree of 

freedom to adapt itself to the changing dynamic situation at hand [13]. In this paper, we 

define automation as technology or system that will augment, substitute or replace func-

tions, which human operators were carrying out before. Autonomy is a more refined 

and well-defined form of automation that can better adapt itself to a wide array of situ-

ations [16].  

 

The early work on human-automation interaction was carried by Bainbridge (1983). 

In his seminal work “Ironies of automation”, he shed light into the impact of automation 

on human cognitive skill degradation and on the role of the human operator in decision 

making in human-computer collaboration environment [17]. More recently, some re-

search introduced the necessity of forming a team between humans and machines with 

the concept of Human Autonomy Teaming (HAT), machine as teammates [11], sym-

biotic teamwork [14] raising questions about “turning automated systems into effective 

team players” [11.p.95].  

 

2.2 The limits of higher Levels of Automation on HAI and related risks 

The Level of Automation (LoA) will drastically change human-machine cooperation at 

various levels [16, 18] . There are multiple taxonomies that explain the levels of auto-

mation in complex dynamic systems [13]. These taxonomies fall somewhere between 

manual operation to fully autonomous systems [18]. There are two development areas 

in the maritime domain that can be classified as autonomous operations: self-navigating 

vessels and remotely operated vessels [19]. Both these systems require some sort of 
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human involvement, either from SCCs or human operators on board to take control if 

needed [8]. For that reason, a fully autonomous vessel without supervision is not going 

to happen in the near future [20]. Due to the advances in technology, a huge amount of 

information is siphoned to the human operator, which he needs to process. Hence “in-

formation isn’t the scarce resource; human time and attention are the scarce resources” 

[21,p.5]. The Human-Autonomy teams should act as complimentary in which they 

should compensate for each other’s weakness [22]. Humans have the rare ability to 

learn and adapt dynamically based on the tasks, environment, situations [1]. Unlike 

human’s, automation systems are trained with data, when the situation emerges out of 

the limited trained data, the automation systems cannot adopt dynamically, thus human 

intervention is needed when a system encounters an off-normal situation [11]. Norman 

et al. (1990) stated that the human errors in safety-critical industries were not due to 

‘over-automation’ but rather to “inappropriate feedback and integration” [23]. Too 

much reliance on the automated system will induce ‘automation bias’, in which the 

humans will rely on automated alarms or warning systems without performing any 

manual checks [24].  

 

Finally, looking at the extreme case of unmanned ships, new risks are appearing that 

are still understudied [25]. Some risks are related to the lack of social interactions for 

the reduced crew on board or for those piloting the ships : boredom and related risk of 

distraction that would lower situation awareness; other risks are related to skill degra-

dation due to overreliance on machines; finally some risks are related to remote opera-

tion and monitoring such as diminished ship sense (for instance, no bodily feeling of 

the ship rocking), information overload (with ships equipped with multiple sensors), 

latency and cognitive horizon not adapted to the real conditions, mishaps during 

changeovers and handoffs (when a pilot is managing several ships remotely at the same 

time).  

 

 

2.3 The importance of teamwork in safety critical systems 

 

A significant portion of operational tasks in safety-critical industries ([14], aerospace 

or in nuclear disaster [22]) were performed by teams rather than individuals working in 

isolation [10]. A team can be defined as “a small number of people with complementary 

skills who are committed to a common purpose, set of performance goals and approach 

for which they hold themselves mutually accountable.” [26, p.121]. Hutchins, (1995) 

described navigation (navigating a vessel) as a collective cognitive process which can-

not be accomplished by a single brain and that requires other people, equipment as 

component [27]. Usually the bridge team in a ship contains a team of individuals having 

a degree of shared knowledge and experience, each member of the team contributing a 

distinct part (plotting the course, providing coordination, operating the helm) in suc-

cessfully maneuvering the vessel [9]. Since navigational decisions and actions are 

highly time critical, the bridge functions acts as a variant of team-based organization in 

which tasks and decisions are carried out interactionally [28]. Even though IT/IS 
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improve the performance of the automated systems; yet, humans are still vital for the 

operation of automation systems for the years to come [12]. 

 

“Man-computer symbiosis” is a subset of “man-machine systems”, when both the 

man and the machine are tightly coupled. Symbiosis can be defined as “the living to-

gether in more or less intimate association or close union of two dissimilar organisms” 

[31, p.4]. It is important to understand how humans and machines work together as a 

team, especially taking into consideration that the limits of human minds have not been 

taken into account and may lead to system’s failure [21]. The concept of “Human-Au-

tonomy Teams” (HAT) is then valuable because it suggests that both humans and ma-

chines may develop autonomy skills to adapt to different contexts with the ability to 

learn and improve performance [3].  

3. Methodology 

We used a similar 4-stage systematic review literature review model based on [31], 

[32].First, we created a search string ("Human-machine*" or "Man-machine*" or "Hu-

man-automation" or "man-automation" or "Human-AI" or "Human-Artificial intelli-

gence" or *machine* or *automation* or AI or *Artificial intelligence* or "Autono-

mous*") and ("*collaboration" or "*symbiosis" or "*team*" or "interaction*") with the 

relevant keywords like ‘Human-Autonomy Interaction’, ‘Human-Autonomy collabo-

ration’. We used the Web of Science-core collection, due to its extensive and well cu-

rated collection of articles from multiple domains. For the initial search we got around 

n=79,191 results. Since our primary motive was understanding Human factors and 

other ergonomic issues related to the Human and autonomy teaming, we narrowed our 

research [32] to the Ergonomics domain in Web of Science (WoS) that published most 

articles related to maritime transportation , knowing that some papers could be included 

in other categories (for instance Business for research that include cost-arguments in 

relation to maritime safety) Reading the abstracts, we excluded all the articles that were 

unrelated to the topic leading to n=789 results.. As the topic of HAT is multidisciplinary 

in nature, similar to [33], we included all the articles found without considering the 

journal or discipline they belong to. 

 

In step 2 we downloaded all the records from the WoS portal to conduct a bibliographic 

analysis and performed a co-citation analysis (CCA) in the VosViewer software, as co-

citation analysis provides the theoretical background for the intended topic [32]. “Co- 

citation is defined as the frequency with which two documents are cited together” [34, 

p.269].  

 

Before using the records for creating CCA analysis it is important to ensure that the 

documents included for conducting the analysis are relevant to our study and match the 

criteria. First, we looked for any duplicate records in the filtered n=789 documents and 

we found two duplicate records and removed them. Second, we looked for false posi-

tives, for example the articles might include keywords mentioned in the search string 



6 

6 

 

in their titles, abstract and keywords but were not related to the domain [32]. To do so, 

we checked the abstracts and introductions of the articles to exclude the articles that 

ware relevant to the study following a protocol that determines the inclusion and exclu-

sion criteria [35]. We found several false positives that we removed from the records: 

for instance Davis, (1989) user acceptance model [36]; Mayer et al., (1995) model for 

organizational trust [37] and some articles related to psychology (Hockey, (1997)  [38] 

or to human performance under stress and workload (Wickens & Hollands, 2000)  

[39]engineering psychology and human performance (Rempel et al., 1985) [40]; fi-

nally, trust in human relations and some books in behavioral economics (Kahneman, 

1973) [41]. 

 

Finally, we created the CCA and adjusted in VosViewer the hyperparameters to 10 

minimum citations.  144 documents met the criteria gathered into 5 clusters that are 

described in details in the following section 4. 

4. Results 

 Fig 1. shows the bibliographic map of five clusters based on CCA. We 

made the interpretation of these clusters based on the top-five cited articles.  

 

 

Fig. 1. CCA based on the keywords in VosViewer 
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       4.1 Cluster 1: The influence of trust in human-automation interaction 

 

Cluster 1 is the largest with 40 items. It primarily deals with the influence of trust in 

Human-automation interaction; the trust in automation will determine the use or misuse 

of automation [15], [42], [43]. Too much or little reliance on the system, would result 

in automation and complacency bias [44], [45]. This cluster is closed to Cluster 2, as 

trust in a system with higher level of automation affects the skill of human operators 

and may result in out of the loop performance [46] Cluster 1 is also closed to the Cluster 

3 as there are close associations between trust in automation and potential human errors. 

This Cluster is located at the center, with linkages to all the other clusters, showing the 

central role of trust in HAI. 

4.2 Cluster 2: The effects of Automation levels and reliability on human 

performance 

 

Cluster 2 has 39 items, most of them presenting classification of automation levels and 

related taxonomies [47], [48]. Parasuraman, (2000) classified the automation levels 

based on four information processing levels [49]. This cluster also includes some papers 

that emphasize on the importance of functional allocation, describing the functional 

superiority of humans or machines in performing various tasks [50], [51]. Other papers 

discuss the issue of complacency at higher automation levels and its effects on perfor-

mance under different workload conditions [52], [53]. This cluster is in closed to Clus-

ter 1 and Cluster 4 highlighting the effects of higher levels of automation on [54]. 

          4.3 Cluster 3: The human errors arising from man-machine interactions 

 

Cluster 3 has 33 items that mostly deal with human errors that may arise with automa-

tion. Human errors are mainly explained according to two different perspectives: firstly, 

from the cognitive engineering [55], [56] and secondly, from the human factors’ per-

spective  [23], [57]–[60]. Finally, the research of [27], [61] develop the interactions 

between human and technology in their natural settings. This cluster is in proximity 

with Cluster 1 and Cluster 4 justifying the links between human performance, trust and 

situation awareness 

         4.4 Cluster 4: The effects of automation on situational awareness 

 

Cluster 4 has 23 items that deals with increased automation and its effect on situational 

awareness [17], [62]. When most of the tasks are automated, the human operator is 

generally restricted to monitoring, a task for which he is not well suited [63]. Cluster 4 

is situated at the top of the overall map with links with all other clusters showing that 

the concept of situational awareness has been central in research related to human 
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errors, levels of automation and performance. It is noticeable that Cluster 4 is the only 

cluster with connections to Cluster 5, hence considering the social dimension of the 

situational awareness, notably in case of decision-making within groups. 

4.5 Cluster 5: The social norms in Human-Computer Interactions 

 

Cluster is the less developed with only 9 items. It is situated at the top right part of the 

overall map, isolated and widespread compared to the other four clusters. This cluster 

primarily deals about the perceptions of humans about their machine counterparts, the 

perceptions of humans on computers as teammates; humans’ perceptions about the 

quality of information provided by computers and finally how humans apply stereo-

types of gender to computers [64], [65]. This cluster has strong linkages to Cluster 1 as 

trust is one of the most important social norms. 

 

The social dimensions related to HAI are still understudied and mainly developed 

around the perceptions of computers or on their interactions with humans, while ne-

glecting the social human part.  Both looking at the literature review and based on the 

conclusion of the CCA, we call in the next section for further research based on the new 

concept of “Social Human Autonomy Machine Teaming” (SHAMT).  

5. Conclusion: an agenda for research based on the Social 

Human Autonomy Machine Teaming (SHAMT) concept 

The outcome of the literature review provides a solid foundation on which to build 

an agenda for future research. Here, we propose the concept of Social Human Auton-

omy Machine Teaming (SHAMT), which we define as a team consisting of both hu-

mans and machines, working together in a complementary way to optimize decision-

making, while incorporating the social dimension of humans within the whole ecosys-

tem. SHAMT will focus researchers’ attention on the automation and the social within 

a sectoral ecosystem. 

 

To date, automation has been mostly considered as a way to fulfill prescribed tasks, 

with minimal or no human interventions [16] with the ultimate objective of minimizing 

costs for the ship owner and other stakeholders regardless of the potential economic, 

human and ecological damage. Advances in automation technology, has led to smart 

machines that can potentially work with human teams [30], but the literature tends to 

highlight how increased autonomy of the machine can lead to changing human capa-

bilities and skills in the workplace. For instance, reduced skills, less attention and 

memory span leading to reduced situational awareness or over reliance on the machine. 

There is  a significant and widening gap in the understanding of how human and auton-

omous machines can interact with each other and effectively work as part of a team 

[14]. Humans are better at tasks requiring  judgement, whereas machines are better at 

performing routine and repetitive tasks [2], [10] and if these human and machine skills 
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are combined, they can potentially form a smarter entity, a “Supermind” [66]. If humans 

combine their unique ‘general intelligence’ (the capability to achieve different goals 

effectively in diverse environments) with machine’s ‘specialized intelligence’ and ca-

pabilities that humans don’t possess, this new combination can mean improved deci-

sion-making in certain stress and emergency situations. 

 

Future research should also take into consideration the social aspect from two per-

spectives. Firstly, the reduction of crew members, as well as the increased number of 

situations where humans are monitoring or piloting ships alone on board or remotely, 

raise questions about situations of loneliness. For instance, with different temporalities 

– such as being alone at the sea in an unmanned ship for long periods of time, or even 

monitoring several ships at home for months during pandemic or other lockdown peri-

ods) - will human behaviors and interactions with machines change? There is still lim-

ited research that considers navigation within a whole ecosystem of actors (the ship 

plus all the information arriving from the outside, notably the SCC) neither does it take 

into account how these social interactions, both on the ship and with remote actors, may 

change the way humans acquire and interpret information and how they make deci-

sions.  

 

One of the limitation of this study is the breadth of our search which is based on  the 

Ergonomics domain in Web of Science (WoS) [32]. Broadening the search to include 

other domains, might bring to light studies that might have not been published in our 

selected database. Other scholars could develop a bibliographic coupling analysis 

(BCA) in order to highlight future research trends to cross it with the SHAMT concept. 

 

All in all, our study recommends that future research should focus on all the elements 

of a maritime ecosystem to optimize the effectiveness of autonomous human-machine 

teammates incorporating environmental, social and human needs for interactions with 

autonomous machines and AI. The ideas developed in this research may also be useful 

in other transportation industries such as aviation [16] space exploration, SAR (Search 

and Rescue) operations, UAV (Unmanned Aerial Vehicles) UGV(Unmanned Ground 

Vehicles) enabling both researchers and practitioners to perform tasks in extreme envi-

ronments and thus improve disaster management  without putting human operators at 

risk [67].  
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