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Abstract. Diabetes mellitus affected an estimated 463 million people
in the year 2019. The number of diabetic patients is projected to in-
crease to an alarming figure of 700 million by the year 2045, out of which
90 – 95% of them are expected to be type 2 diabetes mellitus (T2DM)
patients. The research presented an alternative way of state-of-the-art
insulin therapy using manual insulin infusion. The T2DM model that
simulates the body reaction of a T2DM patient has been developed using
real human clinical data that uses insulin pump therapy. The proposed
system uses a closed-loop control together with fuzzy gain scheduling
and recurrent self-evolving Takagi–Sugeno–Kang fuzzy neural network
(RST-FNN). Such a system will help the patient remove the need for
manual insulin infusion. This proposed system will record the blood glu-
cose level and predict the next iteration’s blood glucose level. The change
in blood glucose level will help detect the food intake (carbohydrates)
with reference to the gain scheduler and the controller will communicate
with the insulin pump to infuse the corresponding amount of insulin.

Keywords: Type-2 diabetes · Insulin therapy automation, · Diabetes
modeling

1 Introduction

Food that is consumed will be broken down into glucose, which makes its way into
the bloodstream and is converted into energy to support cell function and growth
[1]. For glucose to be transported into the cells, insulin, which is automatically
produced by the pancreas, must be present. Thus, insufficient amount or poor
quality insulin will result in the cells not getting the essential energy needed to
function properly.

In a healthy person, the pancreas releases sufficient glucagon or insulin to
regulate low blood glucose and high blood glucose respectively, thus maintaining
normoglycemia - a state of normal blood glucose level. When blood glucose level
remains low over a long period of time, hypoglycemia occurs [2]. On the contrary,
when blood glucose level remains high over a long period of time, hyperglycemia
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occurs. Either condition can put the patient in great danger and ultimately
death, if not treated in time [3; 4]. Fig. 1 demonstrates how this balance is
achieved.
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Fig. 1. Glucose balance procedure.

Diabetes mellitus, or more commonly
known as just diabetes, is the inability of the
body to produce sufficient insulin to help glu-
cose enter the body’s cells, resulting in high
glucose levels in the bloodstream that can-
not be utilized by the cells. In Type-1 Dia-
betes Mellitus patients (T1DM), this is caused
by the pancreas’ inability to produce insulin
due to β − cell destruction. In Type-2 Dia-
betes Mellitus (T2DM) patients, the insulin
produced by the pancreas is insufficient or of
poor quality, and this is also known as insulin
resistance [5]. T1DM affects approximately 5-
10% of the diabetes patients and T2DM af-
fects approximately 90-95% [6]. Apart from the direct risk diabetes patients
face, they are exposed to increased risks of other diseases or ailments indirectly
caused by the effects of diabetes [7]. Patients have a higher propensity of get-
ting stroke, renal (kidney) failure, visual impairment and blindness, tuberculosis
or the need to have their lower limbs amputated [8]. One of the most common
and effective ways of treating diabetes is through insulin therapy. Insulin therapy
consists of two different modes, subcutaneous injection and insulin pump. Insulin
pump therapy has been gaining popularity as it helps patients to significantly
improve on their glycemic control [9]. To further improve the lives of diabetic
patients, automating the insulin pump to behave like an artificial pancreas by
releasing the correct amount of insulin without the need for human intervention
would be a major milestone. This would reduce or even remove the risk of poor
carbohydrate estimation that often results in hypoglycemia or hyperglycemia in
current patients.

The research motivations and objectives of the article are: (i) to design a
computational model for T2DM that can mimic actual blood glucose concentra-
tion levels based on a real T2DM patient’s data, (ii) design a neural network
based system to predict blood glucose level, and (iii) design an automated sys-
tem for insulin pump therapy.

To archive the research objectives, we have designed a computational model
for T2DM that can mimic actual blood glucose concentration levels based on a
real T2DM patient’s data. The area of focus for the T2DM model would be the
inclusion of the insulin profile that is used by the T2DM patient and finding the
optimal constant glucose uptake value. The research also seeks to verify the new
T2DM model through comparison with real patient data and design a closed-
loop circuit control to remove human intervention regarding insulin input. In
addition, a recurrent network will be introduced to allow accurate prediction of
blood glucose levels to reduce the time taken in administration of insulin.
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The article is organized as follows: Section 2 discuss the proposed pipeline and
detail of the type-2 diabetes simulator, recurrent TSK fuzzy neural network, and
the automated insulin control system. Section 3 discusses the results containing
the dataset, simulation results, and results on clinical data. Finally, Section 4
presents the conclusion of the article.

2 Proposed Method

The proposed method consists of five modules as shown in Fig. 2. Firstly, a
virtual type-2 diabetes patient simulator is used for generating training data.
The parameters of the simulator are estimated using genetic algorithm (GA)
[10]. Next, a Recurrent TSK Fuzzy Neural Network (RST-FNN) [11] is trained
to predict the suitable insulin dose based on the health parameters of the patient.
Finally, a control system is designed to deliver the suitable amount of insulin
dose. Here we discuss each module in detail.

Fig. 2. Proposed type-2 diabetes modeling and insulin injection automation system.

2.1 Type-2 Diabetes Simulator (T2DS):

The proposed T2DS is based on GlucoSim [12], which is primarily used for Type-
1 diabetes simulation. Here, we proposed a few modification of the system. We
propose a submodel of total glucose utilization (TGU), that primarily consists
of two parts: (A) insulin and glucose dependent utilization and (B) insulin and
glucose independent utilization. Eq. 1 and 2 indicate the calculations of the total
glucose utilization rate:

TGU = k.IA.GB + CNU + (1− e−GB/kg.body.weight) (1)

dTGU

dt
= − 1

TIA(IBD − IA)
, IA(t = 0) = IB0

(2)

where, IA= effective insulin concentration or activity, IBD= circulating blood
insulin concentration delayed by TD,TGU , TD,TGU= pure time delay for the total



4 Quah et al.

glucose utilization, TIA= first order time constant for insulin action activation,
GB= circulating blood glucose concentration, k = rate constant for the total glu-
cose utilization. CNU= glucose and insulin independent utilization rate, IB0=
initial blood insulin concentration. The parameter k is the most important pa-
rameter in the computational model for T2DS. It denotes the constant rate of
total glucose uptake and also reflects the degree of insulin resistance (IR) which
is a unique characteristic in T2DS. The value of k is positively correlated to IR
and can be expressed as k ∝ 1

IR . This representation shows that if the T2DM
patient has a high IR, he/she possesses a smaller glucose uptake rate, resulting
in the need to utilize a larger amount of insulin to help to convert glucose into
energy in the cells. In other words, the higher the IR value, the higher the k
value. To find the optimal value of k, we have used GA. The objective is to
maximize the rate of TGU, hence, eq. 2 is used as the fitness function for the
GA.

GA is used to find the optimal value of k. We have used 70% crossover rate,
0.1% mutation rate, 100 population size. We have used 1000 generations selecting
the top 10 chromosome for next generation. The upper and lower bounds of
each variable are K = [0.00, 0.001], IA = [14000, 500], GB = [200, 30], CNU =
[2.0, 0.5], and TGU = [500, 80]. After running GA, optimal value of k is found
as 0.000222.

Insulin Submodel-based simulation : To further improve the GlucoSim model,
we propose an insulin submodel that simulates closer to reality. To do that,
we must first understand the profile of Actrapid (Actrapid is a solution for
injection that contains the active substance human insulin). This requires an
understanding of the onset, peak, and duration of Actrapid. Here, we will use a
fixed onset, peak and duration of 30 minutes, 90 minutes and 480 minutes. Next,
we need a mathematical formula to calculate the amount of insulin being infused
into the body at each interval. As it would be very computationally complex to
model the full graph, it would be split into three parts (as shown (a),(b),(c) in
Fig. 3(b)) to simplify the problem as presented in Fig. 3(a), for an example of
10 units of insulin bolus. Fig. 3(b) illustrates the modelled insulin release.

Fig. 3. (a) Function to calculate proposed insulin submodel. (b) Example of the divi-
sion.

This is noted that there is a need for different amounts of insulin infusion
based on the requirements of the T2DM patient. Thus, we need to be able to
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Fig. 4. (a) Proposed six layred Self-evolving TSK Fuzzy Neural Network. (b) Proposed
type-2 diabetes modeling and insulin injection automation system.

make the equation (Fig. 3(a)), which is based on 10 units of insulin bolus, flexible
to be able to handle this requirement. Here, we made the assumption that the
difference between each interval of insulin infusion is constant. This need for
different amounts of insulin infusion can be resolved through the Eq. 3.

insulin =
bolus

10
× f(x) (3)

where f(x) s calculated from equation (Fig. 3(a)) with the proposed insulin
submodel. The optimal value of k is 0.000265, and used in experiments.

2.2 Recurrent Self-evolving TSK Fuzzy Neural Network
(RST-FNN) for Prediction

Recurrent neural fuzzy networks are being used to solve temporal and dynamic
problems. It brings the low-level learning and computational power of neural
networks into fuzzy systems and provides the high-level human-like thinking
and reasoning of fuzzy systems into neural networks. The main advantage of
recurrent neural network over the feedforward neural network is the ability to
involve dynamic elements in the form of feedback as internal memories to make
the output history- sensitive [11].

Fig. 4 illustrates the RST-FNN predictive model, which is a recurrent net-
work. This model starts with an empty rule base with subsequent new rules
added to be based on a novel fuzzy clustering algorithm which is completely
data-driven. Membership functions that are highly overlapping are merged while
obsolete rules are constantly pruned to maintain a compact fuzzy rule base that
is relevant and accurate.

Most of the existing recurrent networks like Elman network [13] and Hopfield
Network [14] do not have the capability to prune irrelevant rules by forgetting
the obsolete data. Over time, these irrelevant rules may degrade the quality
of the overall model, which may lead to poor prediction results. In contrast,
the RST-FNN has the ability to forget/unlearn by implementing a rule pruning
algorithm, which applies a ‘gradual’ forgetting approach and adopts the Hebbian
learning mechanism behind the long-term potentiating phenomenon in the brain.
RST-FNN does not require prior knowledge of the number of clusters or rules
present in the training data set.
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As shown in Fig. 4(a), the six-layered RST-FNN model defines a set of TSK-
type IF THEN fuzzy rules. The fuzzy rules are incrementally constructed by
presenting the training observations {..., (X(t), d(t)), ...} one after another, where
X(t) and d(t) denote the vectors containing the inputs and the corresponding
desired outputs respectively at any given time, which is represented by t. Each
fuzzy rule in RST-FNN has the form shown in Eq. 4:

Rk : IF (x1 is L1,jk1
)... AND (xi is Li,jki

)

THEN fk = b0k + b1kx1 + ...+ bikxi + ...+ bnkxn
(4)

whereX = [x1, ..., xi, ..., xn]T represents the numeric inputs of RST-FNN, Li,jki
(ji =

1, ..., ji(t), k = 1, ...,K(t)) denotes the jth linguistic label of the input xi that is
part of the antecedent of rule Rk. ji(t) is the number of fuzzy sets of x : i at
time t. K(t) is the number of fuzzy rules at time t, fk is the crisp output of rule
Rk, n is the number of inputs, and [b0k, ..., bnk] represents a set of consequent
parameters of rule Rk. As seen in Fig. 4, the RST-FNN network is modelled
as a multiple-input–single-output (MISO) network, requiring multiple inputs at
Layer I and producing a single output at Layer VI with the intermediate layers
being hidden from the user.

2.3 Automated Insulin Control System

The automated insulin control system proposed in [15] is an open-loop control
system where no feedback is available to immediately inform the user whether
the amount of input insulin, had achieved its task of reaching the desired output,
normoglycemia. It is based on the estimated food intake and to infuse the cor-
responding amount of insulin. If the T2DM patient detects a high blood glucose
level a period after the initial insulin infusion, the T2DM patient would then
be required to infuse insulin again to bring down his/her blood glucose level
as the initial infusion was insufficient. A closed-loop control (automated insulin
infusion) with feedback is proposed here. The feedback from the blood glucose
sensor would be able to help the system identify the amount of carbohydrate
in the food intake and hence infuse the appropriate corresponding amount of
insulin. Fig. 4(b) illustrates the proposed closed-loop control system that is be-
ing presented in this article. The two main modules of the proposed system are
Insulin Response Model (IRM) and the prediction algorithm that are connected
via feedback.

To reduce the risk of incorrect amount of insulin infusion in the open-loop
design reported in [15], closed-loop design is capable of detecting the amount
of carbohydrates in unknown food intake based on the blood glucose records
and matching the pattern against the training data. Using the predicted food
intake, the insulin response model would inform the insulin pump to release the
corresponding amount of insulin to maintain normoglycemia.

Insulin Response Model (IRM): There are two proposals for the imple-
mentation of the IRM. The first proposal is when a constant amount of insulin
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is infused into the body to neutralise the increasing blood glucose level. For ex-
ample, from (t) to (t + 5) there was an increase in 0.1 mmol/L, where t is the
time. Based on this increase, the IRM refers to a table or formula and pumps in
the corresponding amount of insulin to neutralise this increase.

The second proposal is when the amount of insulin infused into the body is
dependent on the prediction of food intake. Based on the same example stated
above, the system is to predict the food intake by referencing the increase of
blood glucose level to a lookup table or formula which indicates the food in-
take. The amount of insulin infused would then be decided based on the model
reported in [16].

The initial risk of the first proposal is the long onset of 20–30 minutes with
Actrapid. Without the aid of insulin for 30 minutes, the blood glucose level of
the T2DM patient will potentially rise to a much higher level. When the insulin
takes effect, it is insufficient to control the blood glucose level as the insulin dose
is only sufficient for the initial increase in blood glucose level, which is lower as
compared to 30 minutes later. This will result in the insulin consistently trying
to keep on the increasing blood glucose level.

The subsequent risk is when the blood glucose level is nearing its peak; the
blood glucose level is increasing at a decreasing rate, but the insulin reservoir
is still high due to the onset. This insulin reservoir will then take effect when
the blood glucose level is declining (30 minutes after infusion), resulting in a
dangerous steep drop in blood glucose level. For example, the gradient of points
(t + 40) and (t + 45) is 0.1 and the corresponding amount of insulin will be
infused based on the lookup table or formula. At points (t+45) and (t+50), the
gradient is -0.1. This implies that the peak is at (t + 45) and no insulin should
be infused. However, the insulin infused at (t + 45) will only take effect after
the onset at (t + 75), causing a steep drop in blood glucose level. This has the
potential to cause the T2DM patient to experience hypoglycemia.

The initial risk of the second proposal is similar to the initial risk of the
first proposal due to the long onset of 20 − 30 minutes taken for insulin to
take effect. However, instead of neutralising every increase in blood glucose level
which results in the need for the insulin to constantly “catch up”, the second
proposal causes a later one-time insulin infusion due to the need to monitor the
blood glucose level pattern and matching it against a lookup table or formula
to predict the food intake. As a result, there will still be a risk of the T2DM
patient going into hyperglycemia before insulin takes effect. With the predicted
food intake, the corresponding insulin can be calculated using the using [16]
and infused into the body. To reduce the time required to find the pattern, a
prediction algorithm can be introduced to predict the following insulin level.

3 Results and Discussion

Training Data: Training data is obtained through simulations with known
food intake using the model mentioned earlier. We use six different amounts
of food intakes; 15g, 30g, 45g, 60g, 75g and 90g of carbohydrates. These six
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intakes are critical based on the clinical data but are not exhaustive for all cases.
For each simulation, there will be two key attributes, carbohydrates (g) and
blood glucose level (mmol/L). Based on these two key attributes, the initial two
consecutive positive gradients and the difference of both gradients are recorded.
Gradient = yi−yi−1

xi−xi−1
is used to calculate the gradient, where (xi, yi) are data

points. Positive gradients represent an increasing blood glucose level which is
caused by the absorption of food by the body, thus only positive gradients are
recorded. Finding the difference in gradients is also important as we need to
ensure that the blood glucose level is increasing at an increasing rate, which
represents the start of food absorption. When it starts to increase at a decreasing
rate, it represents food absorption reaching its peak as food consumption has
stopped for some time and there is less food to be absorbed by the body. This
information is also recorded at different blood glucose levels to create a more
comprehensive training data. Here, we use three common points of blood glucose
levels; at 3.5, 5.5 and 8.0 mmol/L respectively.

As it is computationally complex and expensive to formulate a nonlinear
equation that represents the insulin reaction at different blood glucose levels
and food intake, using a fuzzy gain scheduling would be able to reduce the
complex problem into a simpler state which can be handled more easily. One
method of implementing gain scheduling is the classification of the raw data and
breaking it down to be handled locally. This will not only reduce the effort to
product the complex formula, but also reduce the time taken during runtime.
We have used a two-step method for the classification of the training data. The
first step is breaking down of multiple blood glucose level, looking at each blood
glucose level as an individual rather than a whole. By passing on the blood glu-
cose level parameter, it helps to narrow down the search function to a much
smaller pool of data, making it more efficient. We have three categories of blood
glucose levels here (3.5, 5.5 and 8.0 mmol/L). The second step is arranging the
actual data from each test for standardisation. It will be stored in the order of
[(gradient1) (gradient2) (difference between gradients)] format, where (difference
between gradients) is from (gradient2) – (gradient1). The IRM is used to predict
the unknown food intake by passing in the parameter [(current blood glucose
level) (gradient1) (gradient2) (difference between gradients)]. As it is impossible
to find an exact match during runtime unless the training data contains all pos-
sible permutations, we need to introduce another technique that would be able
to help us link the input parameters to the training data. We use a fuzzy rule
based for the task. The rules are:
Step 1: (a). IF (current blood glucose level) exists THEN return the column
(b). IF (current blood glucose level) does not exists THEN return the column of
the rounded-off value
Step 2: (a). IF (difference between gradients) is larger than 0.02 AND rounded-
off to the nearest (difference between gradients) AND (gradient1) is less than
50% different, THEN return current level of (food intake)
(b). IF (difference between gradients) is larger than 0.02 AND rounded-off to
the nearest (difference between gradients) AND (gradient1) is more than 50%
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different, THEN return upper level of (food intake)
(c). IF (difference between gradients) is smaller or equal to 0.02 THEN do noth-
ing

Clinical Data: The clinical data used in this project was obtained from
KK Women’s and Children‘s Hospital, Singapore. The data was collected from
a T2DM patient using a continuous glucose monitoring system (CGMS) over
a period of four days. Throughout this period, blood glucose readings, carbo-
hydrate intakes and insulin inputs were recorded. Insulin inputs consist of two
types, insulin basal rate and insulin bolus. The basal rate is a constant fixed
insulin infusion that is pumped into the body through the insulin pump at
intervals of one minute. The bolus is a single insulin infusion into the body
based on carbohydrate intake. Both are unique to individuals and prescribed
by the doctor. This is to aid T2DM patients’ blood glucose levels in main-
taining normoglycemia similar to that of a healthy person’s. The insulin used
in this study is Actrapid, a short-acting insulin. It will begin absorption into
the bloodstream after 20–30 minutes (onset), peak after 90 − 120 minutes and
have duration of about 8 − 12 hours. The information has been verified by ex-
perts. The T2DM patient involved in the study is obese, thus more glucose
uptake is required to satisfy the daily requirements. In addition, obese people
have higher risk of insulin resistance, hence making it necessary for more insulin
consumption. The prescription given to the patients involved in this study is 1.5
units/hr of insulin for basal rate and 2.5 units per 15g of carbohydrate consumed.
Bolus = ( 2.5

15 × c),where c = carbohydrate(g) is used to calculate the amount of
insulin, in units needed based on the amount of carbohydrates consumed. To
maintain the current blood glucose level, a pre-bolus of insulin would be recom-
mended to mitigate the spike in blood glucose levels from the food consumed.
With an onset of 20–30 minutes for Actrapid, a pre-bolus of insulin of a similar
timing is recommended to allow the insulin to take effect together with the food
consumed. Although the patient usually does the pre-bolus 5–10 minutes before
food consumption, it is still within the acceptable range of time given for insulin
infusion. Within this time frame, insulin can still serve its purpose of regulating
the blood glucose level quickly enough not to cause any endangerment to the
patient’s life. Over these four days, the CGMS records the blood glucose level ev-
ery five minutes. The normal range of blood glucose level is defined from 3.9–7.8
mmol/L. Blood glucose level above this range is labelled as hyperglycemia while
blood glucose level below this range is considered as hypoglycemia. A prolonged
period in either case is dangerous and would require immediate attention in
returning the blood glucose level to normoglycemia.

Results of the Simulation: Here, we present the results of the proposed
simulation engine. We have taken a real patient for a case study and put the
similar value input to the simulator. In the best case, the simulator should pro-
duce a highly correlated observation. We have validated the simulator using the
difference in peak and through. We also report the Pearson correlation among
them. Fig. 5(a) shows the simulation using this insulin submodel and Fig. 5(b)
represents the comparisons made against clinical data. From Table (Fig. 5(b)),
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we can see that based on the peaks and troughs, the time difference between the
data generated by the proposed insulin model and the clinical data are accept-
able. The correlation is 0.57015.
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Fig. 5. (a) Performance of the proposed T2DM patient simulation. (b) Difference of
the simulation result and clinical data.

Results of the RST-FNN-based Prediction: The proposed RSTSK is
trained using the simulated data. Furthermore, based on the explanation given
earlier, we split the simulated data into three parts and parts a and b are used
as training data. The RST-FNN is configured using the parameter [(t− 20)(t−
15)(t−10)(t−5)(t)(t+5)], where (t+5) is the output of the prediction process and
the rest are inputs. We have achieved Pearson’s Correlation Coefficient 0.99 for
the simulation and predicted values. Fig. 6(a) shows the comparisons between
simulations based on the study, the proposed design with RST-FNN and the
ideal situation. From Fig. 6(a), we can see that with the introduction of RST-
FNN, the results edge closer to the ideal situation. This is due to the earlier
insulin infusion which makes it more similar to the recommended timing for
insulin infusion. We found a correlation value of 0.99783 compared to the ideal
situation (recommended). Fig. 6(b) shows a case when the method fails to predict
correctly. As we can see from Fig. 6(b), both graphs do not fit perfectly, but the
general shape (peaks and troughs) show signs of similarity. The major differences
can be spotted after each day’s dinner (approximately time = 1700 and 3400).
Based on the clinical data, the T2DM patient’s blood glucose level fluctuates
mainly around 3.9–7.8 mmol/L, which is normal, although occasionally it would
dip below it.

4 Conclusion

The ultimate objective is to help T2DM patients manage and improve the dis-
ease as the implications of diabetes is not limited to the disease itself. This
article is split into two major components, producing a relevant model that is
capable of simulating a T2DM patient and designing a system that is capable of
removing human intervention regarding insulin infusion. This allows to reduce



Title Suppressed Due to Excessive Length 11

0       500        1000      1500        2000       2500       3000        3500       4000      4500

11

10

9

8

7

6

5

4

3

2

1

Time (minutes)

B
lo

o
d

 G
lu

co
se

 C
o

n
ce

n
tr

a
te

 (
n

m
o

l\
L) 11

10

9

8

7

6

5

4

3

2B
lo

o
d

 G
lu

co
se

 C
o

n
ce

n
tr

a
te

 (
n

m
o

l\
L)

1000         1500          2000          2500         3000          3500        4000         4500

Time (minutes)

Based on study
RST- FNN

Recommended

Success Case Failure Case Clinical data

Recommended

a. b.

Fig. 6. (a) Results of proposed RST-FNN based prediction. (b) A case when the pre-
diction fails.

human errors such as wrong estimation of food intake. The introduction of a
closed-loop control helps provide feedback to the input, which allows the system
to understand how different food intakes affect the blood glucose level. The sys-
tem can then more accurately infuse the necessary amount of insulin to achieve
the desired output. With the proposed design, we have managed to achieve a
closer fit to the ideal situation as compared to manual infusion performed by
the T2DM patient himself. The T2DM model and the proposed design provide
a basis for future research on the modelling and automation of insulin infusion
for T2DM patients. The design proposed in this article has illustrated that it is
able to improve on the regulation of blood glucose level in T2DM patients.
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