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Abstract. The identification of biomarkers to discriminate Parkinson's Disease 

from other motor diseases is crucial to provide suitable treatment to patients. 

This study proposes a novel approach for the classification of structural 

Magnetic Resonance Imaging (MRI), Dopamine Transporter scan data 

(DaTscan) and demographic information (age and gender) to differentiate PD 

patients, “Scans Without Evidence for Dopaminergic Deficit” (SWEDD) 

patients and healthy control subjects using Convolutional Neural Networks 

(CNN). In Control vs PD, the accuracy of the classifier increased by adding 

subject gender from 94.5% to 96.0%, while in PD vs SWEDD adding age lead 

to 88.7% accuracy using slices encompassing the basal ganglia. The CNN was 

not able to successfully discriminate SWEDD vs Control. Our results suggested 

that pattern changes in slices encompassing the basal ganglia and the 

mesencephalon are relevant biomarkers for PD suggesting that this approach 

may have the potential to aid in PD biomarkers detection.  
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1   Introduction 

Parkinson’s Disease (PD) is a progressive neurodegenerative disease associated with 

the degeneration of the dopamine neurons located at the Substantia Nigra (SN). This 

neurodegeneration causes one of the main features of PD patients: the presence of 

motor symptoms [1]. However, these symptoms only begin to emerge when about 

50% of the degeneration of the SN neurons has already occurred [2]. The incidence of 

PD is higher in the elderly [3] and men [4]. Nowadays, the diagnosis of PD is based 

on medical history, signs and symptoms, and positive response to PD medication [5]. 

However, misdiagnosis usually occurs mainly due to symptoms similarity between 

PD and other motor disorders [6]. Currently, medical imaging techniques, namely 

Magnetic Resonance Imaging (MRI) and Single Photon Emission Computed 

Tomography (SPECT), are not used for diagnosis but reveal useful insights regarding 
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the disease progression [1], [7]. SPECT with Dopamine Transporter imaging 

(DaTscan) is used to detect presynaptic dopamine dysfunction, which is a biomarker 

of PD [7]. An interesting finding of DaTscan usage was the identification of a small 

group of patients (10-20%) [8] diagnosed as having PD but presenting “Scans 

Without Evidence of Dopaminergic Deficit” (SWEDD), that is, presenting a normal 

DaTscan. MRI is also of particular interest to differentiate PD from other motor 

diseases characterized by structural brain changes [1]. In the last few years, Artificial 

Intelligence (AI) algorithms have become a promising approach for the classification 

of medical imaging of PD patients [9]. Therefore, the following research question 

aroused: “Can MRI and SPECT imaging together with subject demographic data (age 

and gender) provide useful information to aid physicians in reducing diagnosis 

uncertainty?”. In this paper, a model for PD and SWEDD prediction using MRI and 

SPECT imagens in combination with age and gender as additional information using 

Convolutional Neural Networks (CNN) is proposed.  

2   Contribution to Life Improvement 

It is possible to find in the literature numerous approaches using AI algorithms to 

detect diseases and relevant biomarkers [10], [11]. The model proposed in this study 

aims to address the need for accurate diagnosis, hence, contributing to the 

improvement of patients’ quality-of life. Usually, these patients have difficulty doing 

their daily tasks due to the motor and non-motor symptoms such as sleep 

disturbances, mood disorders and smell impairment [12], which lead to poor quality-

of-life. Therefore, early diagnosis at the disease onset may contribute to adjusting the 

therapeutics and relieve symptoms [13]. Besides, the identification of biomarkers 

allows PD monitorization and the understanding of the mechanism underlying the 

disease.   

3   State of the Art 

Several studies have used medical imaging techniques such as MRI and DaTscan to 

detect anatomical and physiopathological features of PD [1], [7]. For instance, a 

review study focused on MRI imagens and Voxel-Based Morphometry (VBM) 

reported volume differences in the grey matter of the frontal lobe, olfactory bulb, 

basal ganglia, and SN [1]. Regarding SPECT imagens, a study found that performing 

this exam during a two-year follow-up reduced the period of observation even in 

ambiguous cases [14] in 90% of the cases. In this regard, each imaging modality 

provides different biomarkers associated with PD [1]. More recently, some studies 

made use of AI, namely, machine learning algorithms to differentiate PD from other 

diseases [10], [11], [15]–[17]. Using Support Vector Machine (SVM), Singh et al. 

[18] classified previously extracted intensities from segmented T1-Weighted (T1-W) 

MRI images of PD, SWEDD and Controls subjects (accuracies above 95%), while 

Oliveira et al. [19] computed and classified striatal region ratios at voxel level from 
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DaTscan images of PD patients and control subjects (97% accuracy). Adeli et al. [11] 

classified extracted features from MRI and SPECT images using a kernel-based 

SVM. However, studies using SVM have the disadvantage of using features that are 

known to be related to PD, which leads to lost information that may provide new 

insights regarding the disease. For instance, Oliveira et al. only considered binding 

ratio, a PD biomarker, which is expected to lead to higher accuracies.  In single-

modality classification, Choi et al. [15] used 3D CNN to classify PD and Control 

images (96% accuracy) and used the trained CNN to classify SWEDD patients, while 

Esmaeilzadeh et al. [10] used 3D T1-W images to discriminate PD patients from 

Control subjects and analyzed the heatmaps, highlighting the most relevant features 

for the classification (SN and basal ganglia). However, although presenting higher 

accuracy, the majority of these studies including those that used CNN have the 

disadvantage of using imbalanced data. Beyond medical imaging, demographic 

information, such as age [10], [20] and gender [10], have also been considered 

relevant to differentiate between PD patients from control subjects. 

4   Model for Images and Demographic Data Classification 

Data used in study were extracted from the Parkinson’s Progression Markers Initiative 

(PPMI) database (www.ppmi-info.org/data). For up-to-date information on the study, 

visit www.ppmi-info.org. One MRI and one DaTscan image per subject were 

extracted from PD, SWEDD and Control cohorts. According to PPMI documentation 

[21], 3D T1-W images were acquired at 1.5T and 3T with MPRAGE GRAPPA or 

SAG FSPGR sequences, and DaTscan images were obtained 4 hours after radiotracer 

Ioflupane I123 administration. The Mann-Whitney U and the Chi-Squared tests were 

performed to verify if the data sample used in this study were age and gender-

matched using a 5% significance level. MRI pre-processing was performed using 

SPM12 [22] and included Anterior Commissure (AC) – Posterior Commissure (PC) 

alignment correction, bias regularization, spatial normalization to Montreal 

Neurological Institute (MNI) brain template, bias regularization and smoothing. 

According to PPMI documentation [23], DaTscan images were already pre-processed 

when extracted from the database. They were reconstructed using an iterative 

reconstruction algorithm based on hybrid ordered-subset expectation maximization in 

HERMES (Hermes Medical Solutions, Stockholm, Sweden). Then, a standard 3D 

Gaussian 6.0 mm filter was applied to the resultant image and normalized to the MNI 

template. In this work, DaTscan images were co-registered to the corresponding MRI 

image of each subject. Then, MRI and DaTscan data were divided into 2D axial slices 

to better adapt our approach and classification models to current clinical practice, and 

a Contrast Limited Adaptive Histogram Equalization was applied to each MRI slice to 

improve and uniformize image contrast without overamplify noisy regions [24]. For 

the classification, three slices of each subject encompassing SN and basal ganglia 

were averaged, since they are associated with PD. The architecture of CNN used in 

this work is illustrated in Fig1, and it was implemented using the Caffe framework 

http://www.ppmi-info.org/
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[25]. The CNN, in contrast with other algorithms such as SVM, are able to directly 

extract features from images and classify their weights, which may result in higher 

classification accuracies and smaller classification times. The Monte Carlo Cross-

Validation (MCCV) method was used to provide an unbiased classification 

performance estimation. Five batches were created using MCCV with the proportion 

2:1:1 for train, validation and test sets. Besides brain images, age and gender were 

also provided to the network. Two images were created for each feature to represent 

this additional information, as illustrated in Fig. 2. 
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Fig. 1. CNN Architecture 

Males were defined with horizontal and vertical lines (similar to a chessboard), while 

vertical lines only represented females. Concerning the age of the subjects, each age 

value was divided by 100 to be in the range of 0 and 1. Then, for each age, an image 

with black squares and the background set with the value of the normalized age was 

created. The Gradient-weighted Class Activation Mapping (Grad-CAM) method 

proposed by Selvaraju et al. [26] was used to identify relevant regions in the 

classification. The proposed classification model was computed in a CentOS Linux7 

and using the graphics card NVIDIA GeForce GTX TITAN X. 

 

 
Fig. 2. The 3 channels comprised slices of the mesencephalon or the basal ganglia together with 

age or gender, while 4 channels comprise that data with both demographic information (age and 

gender) or alternatively slices of the basal ganglia and the mesencephalon simultaneously. 

5   Results and Discussion 

The developed model yielded relevant results for the discrimination of PD, SWEDD, 

and control subjects using a multimodal approach and demographic information. The 

number of subjects used was 168 control (60±11 years old, 59 females, 109 males), 

378 PD (62±10 years old, 136 females, 242 males), 58 SWEDD (62 ±10 years old, 20 

females, 38 males). The results of the Mann-Whitney U and Chi-Square tests suggest 

that those Control, PD and SWEDD groups do not show statistically significant age 
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and gender differences (p> 0.05). The relevant features using by CNN to classify the 

images are illustrated in Fig. 3. The results of each classification are shown in Table 

1. Overall, the accuracy of the classifier was higher using slices encompassing the 

basal ganglia in comparison with slices, including the mesencephalon as in the study 

of Pereira [27]. As expected, the classification Control vs PD using slices 

encompassing the mesencephalon and the basal ganglia yielded higher accuracy 

(94.5%) corresponding to a Receiver’s Operating Characteristic Area Under Curve 

(AUC) = 0.98 [0.95-1.00] and Cohen’s kappa = 0.98±0.05.These results are 

consistent with the study of Adeli et al. [20] in which SN, putamen and caudate were 

selected as the more relevant region of interest by the SVM model, and with Kollia et 

al. [28] which achieved 94% using also CNN (55 PD and 33 Control). Although with 

lower accuracy (79.3%) than SPECT slices, MRI slices encompassing the 

mesencephalon were able to discriminate Control from PD. Moreover, the analysis of 

the features extracted from de CNN, illustrated in Fig. 3., suggests the SN as a 

relevant region for the classification, corroborating other studies in which changes in 

the SN were found [1]. Concerning the classification of the Control vs SWEDD 

groups, the CNN was not able to discriminate these two groups, hence supporting the 

evidence that SWEDD patients present similar brain scans to Control subjects [8].  

 

Fig. 3. The heatmaps obtained using the GRAD-Cam algorithm. Regions in red represent the 

most relevant features for the classification, while blue illustrate the regions less important. 

 

The classification of PD vs SWEDD using only MRI and DaTscan slices suggest that 

the performance of our model  is better [29] when using slices encompassing the basal 

ganglia (AUC = 0.93 [0.83-1.00]) in contrast to slices encompassing the  

mesencephalon (AUC = 0.67 [0.82-0.86]), supporting the hypothesis that PD and 

SWEDD are two distinct groups, in which SWEDD shows no evidence of dopamine 

deficit [30]. Adding gender to the classification, only increased the accuracy in 

Control vs PD with slices encompassing the basal ganglia, while decreased in MRI 

slices encompassing the mesencephalon. These results support the study of Haaxma et 

al. [31] in which striatal dopamine levels differences were found between men and 

women. However, for both Control vs SWEDD and PD vs SWEDD, gender 

decreased the accuracy. It is important to note that in these two comparisons, the 

number of subjects used in train, validation and test (subjects = 116) was smaller than 

in Control vs PD (subjects = 336). In contrast to some studies in which age improved 

the classification of PD vs Control [10], [20], the results obtained in this study 

showed a decrease in the accuracy value. However, those studies used imbalanced 

data, which may lead to a biased classification towards the group with more subjects 

increasing misclassification of minority classes [32]. Interestingly, our classification 
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of PD vs SWEDD improved when age was included. However, it is important to note 

that for this case, a small data set (test set = 30 subjects) was used which can 

potentiate biased estimations. Besides, this CNN model is only able to classify 2D 

imagens, loosing information that 3D imagens can provide, such as volume of brain 

structures [10]. 

Table 1.  Results of the classification.  

Group Mesencephalon Basal Ganglia 

 
Acc 

(%) 

Sen 

(%) 

Spe 

(%) 

Acc 

(%) 

Sen 

(%) 

Spe 

(%) 

Control vs PD 79.3 82.9 75.7 93.1 93.8 92.7 

Control vs 

SWEDD 
52.7 56.0 49.3 57.0 48.0 57.3 

PD vs SWEDD 63.3 66.7 60.0 87.3 90.1 84.0 

Control vs PD + 

age 
76.9 83.4 71.4 93.3 93.8 92.9 

Control vs 

SWEDD + age 
62.7 62.7 62.7 54.0 60.0 48.0 

PD vs SWEDD + 

age 
65.3 64.0 66.7 88.7 86.7 90.7 

Control vs PD + 

gender 
71.4 72.3 70.0 96.0 97.3 94.3 

Control vs 

SWEDD + gender 
52.0 65.3 39.7 56.7 56.0 57.3 

PD vs SWEDD + 

gender 
61.3 62.7 60.0 86.7 93.3 80.0 

Control vs PD + 

age + gender 
72.4 70.0 74.7 92.3 91.9 89.3 

Control vs 

SWEDD + age + 

gender 

53.3 46.7 60.0 53.3 53.3 57.3 

PD vs SWEDD + 

age + gender 
67.6 68.0 65.3 85.7 85.3 89.3 

 Mesencephalon + Basal Ganglia 

 Acc (%) Sen (%) Spe (%) 

Control vs PD 94.5 92.9 96.1 

Control vs 

SWEDD 
53.3 57.3 49.3 

PD vs SWEDD 84.7 84.0 85.3 

Acc = Accuracy, Sen = Sensitivity, Spe = Specificity 

6   Conclusion and Future Work 

A multi-modality approach using CNN and additional demographic information is 

proposed to differentiate between PD, SWEDD and Control subjects. Notably, this 
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work extends previous studies by adding age and gender as additional information for 

the CNN classifier, being the first study that combines MRI, SPECT, age and gender 

to distinguish between PD and SWEDD patients. The results support the relevance of 

biomarkers, such as the basal ganglia and the SN for the classification of images of 

PD and SWEDD patients. However, it is essential to note some limitations of this 

study. Although previous studies support the results, the model was only internally 

validated. Moreover, the images that represent age and gender were created 

arbitrarily. Therefore, future work should include an external validation of the 

proposed approach as well as optimization of network parameters or improve the 

CNN architecture to classify also 3D images. Additional techniques to translate and 

integrate the demographic information in the network should also be investigated. 
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