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Parameter Estimation for Quantum Trajectories:

Convergence Result

Maël Bompais Nina H. Amini ∗ Clément Pellegrini†

Abstract

A quantum trajectory describes the evolution of a quantum system undergoing indirect
measurement. In the discrete-time setting, the state of the system is updated by applying
Kraus operators according to the measurement results. From an experimental perspective,
these Kraus operators can depend on unknown physical parameters p. An interesting and
powerful method has been proposed in [1] to estimate a parameter in a finite set; however,
complete results of convergence were lacking. This article fills this gap by rigorously
showing the consistency of the method, whereas there was only numerical evidence so far.
When the parameter belongs to a continuous set, we propose an algorithm to approach
its value and show simulation results.

1 Introduction

Parameter estimation is a fundamental subject in Statistics. In the context of quantum
trajectories, it can be formulated as parameter estimation for a particular hidden Markov
chain. The system of interest is not directly observed and a measurement apparatus captures
only partial information [2, 3, 4, 5, 6].

The theory of parameter estimation is well studied for hidden Markov models [7, 8]. For
instance, many papers established the consistency and asymptotic normality of the maximum
likelihood estimator [9, 10, 11]. Parameter estimation is a rapidly developing field in the
context of quantum dynamical systems with central application in quantum metrology [12,
13, 14]. For example, achieving the Heisenberg limit is a key challenge [15, 16].

Theoretical investigations regarding estimation of an unknown physical parameter through
continuous measurement have been initiated by Mabuchi for identifying an effective Hamil-
tonian in the context of cavity quantum electrodynamics [17]. Another series of papers has
further developed identification of dynamical quantum systems [18, 19, 20, 21, 22, 23, 24, 25].

Parameter estimation has been developed in various directions in quantum mechanics. In
the context of quantum non-demolition measurements, in [26], the authors show the asymp-
totic normality and consistency of the maximum likelihood estimator. In the framework of
quantum statistics, local asymptotic normality has been investigated in [27]. Regarding quan-
tum Fisher information and Cramér Rao bound notions in the quantum dynamical systems
framework, we refer to [28].
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Toulouse, Cedex 9, France (clement.pellegrini@math.univ-toulouse.fr).

ar
X

iv
:2

20
4.

00
34

3v
1 

 [
qu

an
t-

ph
] 

 1
 A

pr
 2

02
2



This paper focuses on the estimation problem for discrete-time quantum trajectories,
where unknown parameters appear in the Kraus operators. We consider the same problem
which was previously introduced in [29],[30],[1] in the aim of parameter discrimination. We
apply the same formalism considered in these papers, meaning that we define an extended
quantum trajectory on a larger Hilbert space, and we suppose that the initial state is unknown.
In particular, we make use of the block structure proposed in [1] and we work with a prior
law on the set of parameters. In [1], the authors show that the posterior law on the true
parameter multiplied by the fidelity between the true trajectory and the estimated one is a
submartingale, i.e., this quantity is non-decreasing in average. We prove that this posterior
law on the true parameter converges to one.

Our approach differs from the previous ones by employing a weaker condition than the
asymptotic stability of quantum trajectories. For example, the asymptotic stability has been
originally applied in [30] in the aim of parameter discrimination. In [1], the parameter dis-
crimination is related in some ways to the study of asymptotic stability as the authors work
with fidelity. They show that such discrimination can be achieved in a non-decreasing manner
in average; however, the complete convergence proof was missing. Here using an identifia-
bility condition, we prove that the complete convergence towards the true parameter can be
achieved for the case where the unknown parameter belongs to a finite set. Roughly speaking,
this condition means that each parameter gives rise to an observation process whose law is
different for two distinct parameters. In particular, we make the condition precise in terms
of invariant states of quantum channels [31]. In addition, we provide the convergence speed
of this selection of true parameter. Our contribution closes the underlined issue in [1] since
we show rigorously the result of convergence. In particular, our paper confirms that the
technique developed in [1] is efficient. We go further by exhibiting an exponential speed of
convergence. To this end, we adapt ergodic theory tools as initiated in [32].

The paper is structured as follows. Section 2 presents a model description of discrete-time
quantum trajectories and preliminary tools. In Section 3, we show the convergence towards
the true parameter under the identifiability condition (Theorem 3.1). Section 4 gives the
speed of convergence (Theorem 4.1). In Section 5, we discuss discrimination of parameters
through a heuristic algorithm and simulations in the case where the unknown parameter can
take values in an infinite set. Finally, Section 6 concludes this work.

2 Model description

This section presents dynamics of discrete-time quantum trajectories and states the estimation
problem.

2.1 Quantum trajectory

We consider the Hilbert space H = Cd describing a finite-dimensional quantum system un-
dergoing repeated indirect measurements. The state evolution of the system is given by the
following Markov chain

ρn+1 =
Kyn (ρn)

Tr
(
Kyn (ρn)

) . (1)

Here



• ρn represents quantum state at time n and belongs to the set of density matrices S(H) :=
{ρ ∈ Cd×d| ρ = ρ†, ρ ≥ 0, Tr(ρ) = 1}.

• yn corresponds to the measurement result at step n and takes values in a finite alphabet
Y.

• The probability of yn = y is given by Tr(Ky(ρn)).

• The Ky are the Kraus operators: for y ∈ Y, Ky(ρ) =
∑

µ Vy,µρV
†
y,µ.

• Vy,µ ∈ Cd×d and
∑

y,µ V
†
y,µVy,µ = 1, where 1 denotes the identity operator.

The sequence of states (ρn)n≥0 is called a quantum trajectory. The formulation with opera-
tors Ky takes into account possible measurement imperfections and/or partially read mea-

surements. For perfect measurements, Ky(ρ) = VyρV
†
y and for imperfect measurements,

Ky(ρ) =
∑

µ ηy,µVµρV
†
µ , where η denotes the correlation matrix (see e.g. [33]).

An important feature of a quantum trajectory is the associated quantum channel Φ =
∑

yKy.
It is a completely positive and trace-preserving map, characterizing the conditionnal expec-
tation of ρn+1 knowing ρn:

E[ρn+1|ρn] = Φ(ρn).

Under experimental conditions, it might happen that the initial state ρ0 of the physical
system is unknown, hence (ρn) cannot be directly computed. In this situation, we build an
estimation (ρ̂n) of the quantum trajectory by setting an arbitrary initial state ρ̂0 and make
it evolve according to the measurement results coming from the system:

ρ̂n+1 =
Kyn (ρ̂n)

Tr
(
Kyn (ρ̂n)

) , (2)

where the (yn) involved correspond to trajectory (1). To prevent the denominator from
vanishing, we usually require ker ρ̂0 ⊂ ker ρ0. A natural choice for this purpose is to set ρ̂0 as
the completely mixed state: ρ̂0 = 1

d . The asymptotic behaviour of this estimated trajectory
has been studied in [34]; in particular the authors showed that it converges to the actual
trajectory under a purification assumption.

2.2 Problem setting

The goal of this paper is to consider the situation where the Kraus operators {Ky} depend
on an unknown physical parameter p, and try to estimate it. We mark the dependence in p
as follows

ρn+1 =
Kp

yn (ρn)

Tr
(
Kp

yn (ρn)
) , ρ̂n+1 =

Kp
yn (ρ̂n)

Tr
(
Kp

yn (ρ̂n)
) (3)

The parameter pmight be scalar or vectorial; we denote by p∗ its exact value. We consider that
the initial state ρ0 of the system is unknown, hence the only pieces of information available
are the measurement records (y0, y1, y2, ...) obtained over time: this is a typical situation of
a hidden Markov model. The following section provides a sufficient condition allowing the
determination of p∗. In order to formalize our results, we state the following preliminary
tools.



2.3 Preliminary tools

Probability space Let put Ω = YN. A state ρ and a parameter p generate a probability
measure Ppρ on the finite sequences of elements of Y:

Ppρ (y0, . . . , yn−1) = Tr(Kp
yn−1
◦ . . . ◦Kp

y0(ρ))

with ◦ denoting the composition of operators. More precisely, if we define the cylinder set
Cy0,...,yn−1 = {ω ∈ Ω | ω0 = y0, . . . , ωn−1 = yn−1} of size n, the above expression defines a
probability measure on the σ-algebra Fn generated by all these cylinder sets. It can be
extended to a probability measure, still denoted by Ppρ, on the whole cylinder algebra F
generated by all the F ′ns (using the consistency Kolmogorov extension Theorem). This prob-
ability measure allows to consider asymptotic events for a quantum trajectory with Kraus
operators {Kp

y} taking ρ as an initial state.

Minimal subspaces An invariant state ρinv is defined as a fixed point of the quantum
channel: Φ(ρinv) = ρinv. Throughout this paper, we consider that every quantum channel is
faithful, that is there exists a full-rank invariant state, or, equivalently, no transient part (see

[35]). In this situation, the Hilbert space can be decomposed in a unique fashion H =
m⊕
i=1
Vi,

where Vi is stable by Φ and is the support of a unique minimal invariant state ρiinv. By mini-
mal, we mean there does not exist any other invariant state with support strictly included in
Vi. In addition, we define Mi the orthogonal projector on Vi. Finally, in order not to carry
the heavy notation Pp

ρp,iinv

, we denote by Ppi the probability measure generated by the unique

invariant state of the quantum channel Φp with support Vpi .

A selection theorem and an ergodic theorem Here we recall our theorem in [34]
regarding the selection of a minimal subspace.

Theorem 2.1 (Amini et al., 2021). Consider a quantum trajectory (ρn) described by the
Markov chain (1). Denote respectively by Vi, Mi and Pi the minimal subspaces, the cor-
responding orthogonal projectors, and the probability measures generated by the associated
minimal invariant state, all labelled by i ∈ {1, ...,m}. Assume Pi 6= Pj for i 6= j. Then there
exists a random variable I valued in {1, ...,m} such that:

lim
n→∞

Tr(MIρn) = 1 Pρ0 − a.s.

with Pρ0(I = i) = Tr(Miρ0). Moreover, if ρ̂0 > 0,

lim
n→∞

Tr(MI ρ̂n) = 1 Pρ0 − a.s.

Remark 2.2. We will say that the trajectory (ρn) selects the minimal subspace Vi when
lim
n→∞

Tr(Miρn) = 1.



Remark 2.3. The hypothesis Pi 6= Pj for i 6= j can be relaxed: if there exists i1 6= i2 in
{1, ...,m} such that Pi1 = Pi2, we may group them into an equivalence class, and the same
result holds with the projectors on the direct sums of minimal subspaces belonging to the same
equivalence class.

The following theorem recalls Kingman’s subadditive ergodic theorem [36]. This will be
applied to derive the speed of convergence in Section 4. We introduce θ the shift operator:

θ((ω0, ω1, ω2, ...)) = (ω1, ω2, ω3, ...)

and denote by θn the composition θ ◦ ... ◦ θ repeated n times.

Theorem 2.4 (Kingman’s subadditive ergodic theorem). Let (Ω,P, θ) be an ergodic dynam-
ical system. Let (gn)n≥0 be an almost subadditive sequence of integrable functions on Ω, that
is there exists some real number c such that

gn+m(ω) ≤ gn(ω) + gm(θn(ω)) + c.

Then:
1

n
gn

P−a.s., L1

−−−−−−−→
n→∞

lim
n→∞

1

n
E[gn].

3 Parameter in a finite set

In this section, we assume that the parameter p∗ takes one of the values in the finite set
P = {p1, ..., pr}. We begin by recalling the structure of quantum filters designed for param-
eter discrimination, used for example in [29],[30],[1]. The main idea consists in embedding
the set of parameters P into a larger Hilbert space HP ⊗H, where HP is an abstract Hilbert
space whose dimension is equal to the number of elements in P. In the sequel, for the sake of
clarity, we will take P = {a, b} a set of two elements, leading to a tensorial space Ha,b⊗H of
dimension 2d. We will get convinced that every proof can be extended to any set P of finite
cardinality.
On this tensorial Hilbert space Ha,b ⊗H, we build an abstract block-diagonal quantum tra-
jectory (Ξn) evolving according to Kraus operators K̃y = diag(Ka

y ,K
b
y), i.e.

K̃y(Ξ) =
∑
µ∈Y

(
V a
y,µ 0

0 V b
y,µ

)
Ξ

(
V a
y,µ 0

0 V b
y,µ

)†
and

Ξn+1 =
K̃yn (Ξn)

Tr
(
K̃yn (Ξn)

) . (4)

Strictly speaking, the measurement results are emitted by the trajectory (ρn) initialized
with ρ0 and with parameter p = p∗. However, they can be rigorously seen as coming from the
trajectory (Ξn) initialized with ρ0 in the block of the true parameter -let us say for example
p∗ = a-

Ξ0 =

(
ρ0 0

0 0

)
.



More precisely, the probability measures induced on the set Ω by initial state Ξ0 and Kraus

operators {K̃y} on one side and ρ0 and {Kp∗
y } on the other side are equal: P(a,b)

Ξ0
= Pp

∗
ρ0 .

Hence, an estimated trajectory (Ξ̂n) run with measurement records (y0, y1, ...) coming from

the system (i.e., emitted according to Pp
∗
ρ0) can be seen as an estimation of the autonomous

Markov chain (Ξn). We set an estimated starting state Ξ̂0 spread out between the two blocks
corresponding to a and b

Ξ̂0 =

(
πa0 ρ̂0 0

0 πb0ρ̂0

)
with ρ̂0 any full rank state on H and (πa0 , π

b
0) a prior law on {a, b}: (πa0 , π

b
0) ∈ [0, 1]2 and

πa0 + πb0 = 1. Then the time evolution may be written as

Ξ̂n =

(
πanρ̂

a
n 0

0 πbnρ̂
b
n

)
(5)

with a state ρ̂pn evolving according to operators {Kp
y} and πpn = Tr(MpΞ̂n), where Mp :=∑mp

i=1M
p
i for p = a, b. The coefficients πan and πbn vary over time due to the normalization

taking in account both blocks at each step.

We now state the identifiability assumption. Recall that the minimal subspaces Vpi of
a quantum channel Φp are labelled by i ∈ {1, ...,mp}, and that Ppi denotes the probability
measure generated by the unique invariant state with support Vpi .

Assumption (ID): For any i ∈ {1, ...,ma} and j ∈ {1, ...,mb}, we assume

Pai 6= Pbj .

Assumption (ID) may be reformulated as follows: for any minimal invariant state ρa,iinv of Φa

and ρb,jinv of Φb, there exists an integer l > 0 and a sequence (y1, . . . , yl) ∈ Y l such that

Tr(Ka
yl
◦ ... ◦Ka

y1(ρa,iinv)) 6= Tr(Kb
yl
◦ ... ◦Kb

y1(ρb,jinv)).

Now we are ready to state our main theorem.

Theorem 3.1. Consider the trajectory (Ξ̂n) initialized with πa0 > 0, πb0 > 0 and a full rank
state ρ̂0. Denote by p∗ ∈ {a, b} the true value of the parameter. Assume (ID) holds. Then

lim
n→∞

πp
∗
n = 1

and for p 6= p∗:
lim
n→∞

πpn = 0

Pp
∗
ρ0 almost surely.



Proof. Apply theorem 2.1 to the quantum trajectory (Ξn). Because of its block-diagonal
construction, the minimal subspaces are the gathering of the Vai ′s and the Vbi

′
s. Let us say

p∗ = a. Since Tr(M b
i Ξ0) = 0 for all i ∈ {1, ...,mb}, the trajectory (Ξn) almost surely never

selects one of the Vbi
′
s. Then there exists a random variable I valued in {1, ...,ma} such that

Tr(Ma
IΞn) −−−→

n→∞
1 and, since Ξ̂0 > 0, Tr(Ma

I Ξ̂n) −−−→
n→∞

1 as well. As πan =
∑ma

i=1 Tr(Ma
i Ξ̂n)

and πbn =
∑mb

i=1 Tr(M b
i Ξ̂n) and πan + πbn = 1, we have πan −−−→n→∞

1 and πbn −−−→n→∞
0. Mutatis

mutandis, when p∗ = b, then Ξ0 = diag(0, ρ0) and therefore πan −−−→n→∞
0 and πbn −−−→n→∞

1.

Remark 3.2. In [1], the authors showed that πp
∗
n F (ρn, ρ̂n) is a sub-martingale, where F de-

notes the fidelity ([37]) between quantum states. In other words πp
∗
n F (ρn, ρ̂n) is non-decreasing

in average. This means even if asymptotic stability is ensured, i.e., limn→∞ F (ρn, ρ̂n) = 1,

we can only guaranty the increase in average of πp
∗
n . The above theorem shows πp

∗
n converges

to one with a weaker condition (identifiability assumption) than the ones required for stability
such as purification.

4 Convergence speed

The speed of selection of the true parameter can be captured by the limit of the quantity

1

n
log

(
πpn

πp
∗
n

)
, p 6= p∗

Roughly speaking, assume that there exists some constant C > 0 such that

lim
n→∞

1

n
log

(
πpn

πp
∗
n

)
= −C

Then for large n
πpn ' πp

∗
n e
−nC

Let us denote by P|Fn the probability P restricted to the cylinder σ-algebra Fn. We intro-
duce the quantities S(P) := lim

n→∞
1
nH(P|Fn

), where H is the Shannon entropy and, for two

probabilities P and Q, S(P,Q) := lim
n→∞

1
nD

(
P|Fn

|| Q|Fn

)
, where D is the Kullback-Leibler

divergence also called relative entropy.

Theorem 4.1. For p 6= p∗, we have

lim
n→∞

1

n
log

(
πpn

πp
∗
n

)
≤ − min

i,j
S(Pp

∗

i ,P
p
j )

Pp
∗
ρ0 almost surely, where the minimum is taken over i ∈ {1, ...,mp} and j ∈ {1, ...,mp∗} and

the right-hand side is a strictly negative constant under (ID).



Proof. The proof is based on Kingman’s subadditive theorem (theorem 2.4). For any probabil-
ity Pρinv generated by a minimal invariant state, the dynamical system (Ω,Pρinv , θ) is ergodic

(see [32, Theorem 1.1]). Set qp,in (ω) := Tr(Mp
i Kωn ◦ ... ◦Kω0(Ξ̂0)) and gp,in (ω) := log(qp,in (ω)).

Due to submultiplicativity of trace norm, the sequence (gp,in )n≥0 is almost subadditive:

gp,in+m(ω) ≤ gp,in (ω) + gp,im (θn(ω))− log(λpi )

with λpi such that Mp
i Ξ̂0 ≤ λpiM

p
i . We first consider the behaviour of gp,in under a probability

Pp
∗

j . Using Kingman’s theorem, 1
ng

p,i
n converges Pp

∗

j -a.s to −S(Pp
∗

j ,P
p
i ) − S(Pp

∗

j ). Then

1
n log

(
qp,in

qp
∗,j

n

)
converges Pp

∗

j -a.s to −S(Pp
∗

j ,P
p
i ). Under (ID), this last quantity is strictly

negative (see [32, Proposition 2.2]).

To get back to the probability Pp
∗
ρ0 , we make use of a result stated in [38]: under (ID), for

any shift-invariant event A, we have

Pp
∗
ρ0(A) =

∑
j

Tr(Mp∗

j ρ0)Pp
∗

j (A).

In addition:
Pp
∗
ρ0(A) =

∑
j

Tr(Mp∗

j ρ0)Pp
∗

j (A | I = j),

where I is the selection random variable appearing in theorem (2.1). Identifying the two

expressions above allows to announce that 1
n log

(
qp,in

qp
∗,I

n

)
converges to S(Pp

∗

I ,P
p
i ) , Pp

∗
ρ0-a.s.

Finally,

lim
n→∞

1

n
log

(
πpn

πp
∗
n

)
= lim

n→∞

1

n
log

(∑
i q
p,i
n

qp
∗,I
n

)

≤ max
i

(
lim
n→∞

1

n
log

(
qp,in

qp
∗,I
n

))

≤ max
i,j

(
lim
n→∞

1

n
log

(
qp,in

qp
∗,j
n

))
= max

i,j
(−S(Pp

∗

j ,P
p
i )).

Thus

lim
n→∞

1

n
log

(
πpn

πp
∗
n

)
≤ − min

i,j
(S(Pp

∗

j ,P
p
i )),

which finishes the proof.

5 An algorithm for a parameter in a continuous set

5.1 Description of the algorithm

Suppose that no a priori information exists on the value of the parameter and that P is a
continuous set. What would happen if we run trajectory (Ξ̂n) and neither a nor b is equal to
the true value p∗? Repeating the same arguments used in the proof of theorem 4.1, it can be



shown that (Ξ̂n) still selects one of the parameters a or b.

Assume first quantum channels Φa, Φb and Φp∗ each have a unique invariant state. De-
note by Pa, Pb and Pp

∗
the respective generated probability measures. With Kingman’s

theorem again, we can establish that 1
n log(π

a
n

πb
n

) converges to S(Pp
∗
,Pb) − S(Pp

∗
,Pa). If this

last quantity is negative, i.e. S(Pp
∗
,Pb) < S(Pp

∗
,Pa), then πan → 0 and πbn → 1, and vice

versa if S(Pp
∗
,Pa) < S(Pp

∗
,Pb). In brief, (Ξ̂n) will select the parameter which is the closest

to p∗ with respect to the distance (p∗, p) := S(Pp
∗
,Pp). In the same vein, when the quantum

channels have more than one minimal invariant state, (Ξ̂n) selects the closest parameter with

respect to the distance (p∗, p) = min
i

(S(Pp
∗

I ,P
p
i )).

Based on these considerations, we can construct an algorithm to approach p∗ by testing
two values at a time and refining more and more the procedure.
Assuming that there is a set of measurement data (y0, y1, ..., yT ), and that p∗ is a real number
belonging to an interval [u, v].

1. Initialize a = u+ 1
3(v − u) ; b = u+ 2

3(v − u) . Set a threshold ε > 0.

2. Run trajectory (Ξ̂n) with data (y0, y1, ..., yT ) until πan or πbn > 1- ε
3. Take s ∈ {a, b} the selected value such that πsn > 1− ε and redefine a, b = s− 1

3(b−a) , s+
1
3(b− a)
4. Go to step 2

After a while, the algorithm may stop at step 2 when a and b become very close: neither
πaT nor πbT is larger than 1− ε. All available data will have been exhausted; the last selected
value constitutes an approximation of p∗.

5.2 Simulations results

Let us take H = C2 and two Kraus operators K0(.) = V0 . V
†

0 and K1(.) = V1 . V
†

1 with

V0 =

(√
p√
3

0

0 1
2

)
, V1 =

(
0

√
3

2√
3−p√

3
0

)
, and p ∈ [0, 3].

To generate a set of measurements records (y0, y1, ..., yT ), we simulate the trajectory (ρn)
with p = p∗ until a time T=2000, and then use this set of records to run the algorithm. Figure
1 presents simulation results until the algorithm is no longer able to discriminate between the
two values.

An interesting phenomenon occurs on the 3rd run. Whereas the tested parameter on the
right is closer to p∗ than the tested parameter on the left with respect to the euclidian distance,
the left parameter is selected, which shows that it is closer with respect to the distance .
Despite this kind of phenomenon, if p 7→ (p∗, p) is convex (or even simply decreasing on the



left side of p∗ and increasing on the right side), the algorithm will still come back to the true
parameter at the end.

A generalization of this algorithm for a parameter in a k-dimensional space is possible.
We then no longer test 2 values at a time, but rather 2k values distributed in the parameter
space and repeat the procedure around the selected one.

Figure 1: Estimation of p∗ = 1.8 marked with a green cross. Tested values marked with
circles, selected value colored in red.

6 Conclusion and further work

In this paper, we show the convergence of the method developed in [1] to decide among
several parameters which one is actually at stake in the physical setting. This method does
not require the knowledge of the initial state of the quantum trajectory; it is only based on the
measurement results obtained over time. We find a strictly negative Lyapunov exponent for
the ratio of interest πp

n

πp∗
n

, showing the method is exponentially efficient. When the parameter

belongs to an infinite set, we provide an algorithm to approach its true value. In future work,
we will further investigate the latter case and develop a rigorous estimator.
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