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Abstract. HotStuff is a recent algorithm for repeated distributed con-
sensus used in permissioned blockchains. We present a simplified version
of the HotStuff algorithm and verify its safety using both Ivy and the
TLA Proof Systems tools.
We show that HotStuff deviates from the traditional view-instance model
used in other consensus algorithms and instead follows a novel tree model
to solve this fundamental problem. We argue that the tree model results
in more complex verification tasks than the traditional view-instance
model. Our verification efforts provide initial evidence towards this claim.

1 Introduction

The advent of blockchain technology has significantly increased interest in Byzan-
tine Fault Tolerant (BFT) systems. BFT systems tolerate arbitrary misbehavior
of a fraction of participating nodes. Therefore, these systems build a key com-
ponent for recent permissioned [2, 23] and federated [17] blockchain systems.
However, BFT algorithms are notoriously difficult to design or implement and
thus have been the subject of numerous efforts in formal methods [1, 13,14,22]

In this paper we verify safety properties of the HotStuff [23] algorithm using
both the TLA Proof System (TLAPS) [5] and the recent Ivy tool [18]. The
HotStuff algorithm is used in the Diem, formerly libra blockchain, and was, to
the best of our knowledge, not previously formally verified. Drawing inspiration
from blockchain technology, the HotStuff algorithm presents a novel paradigm
in consensus algorithms, replacing views and instances with a tree model. We
show that this new paradigm complicates the verification of safety properties
compared to the more traditional view-instance model. We find that the need
to ensure the tree structure and a reachability or ancestor predicate for the tree
model in inductive invariants complicates verification. The different nature of
the formal frameworks used allows us to address this issue in different ways.
Additionally, our efforts led us to discover a simplified version of the HotStuff
protocol, which restricts the use of reachability to the safety properties and
removes it from the algorithm.

In addition to contributing to the formal verification and better understand-
ing of the HotStuff algorithm and its novel paradigm, this work also presents
a case study and comparison of the two verification systems, TLAPS and Ivy.
Both of these aim to make formal verification available to practitioners and en-
gineers and at least the TLA+ model checker is actively used in industry [19].
Thus, our comparison of the recent Ivy tool with more mature TLAPS forms an



important evaluation of that system. We are not aware of a previous use of the
Ivy tool that did not involve the original authors.

2 View-instance and tree model for repeated consensus

This section presents the different paradigms used to implement repeated con-
sensus. Repeated consensus is a fundamental problem in distributed computing.
The problem requires processes to maintain an append-only log in the presence
of faults. Repeated consensus allows to implement arbitrary objects in a fault
tolerant manner, by maintaining a log of deterministic operations, applied to the
object. This state machine approach [21] is widely deployed in the cloud, e.g. in
Zookeeper [10], but also builds the basis for recent blockchain systems.

A common model for algorithms solving repeated consensus (e.g. [3, 16]) is,
what we call the view-instance model. As shown in Figure 1, this model uses a
matrix of possibly infinitely many slots (or fields), each indexed by two integers,
instance and view. In each slot a value can be proposed by a leader and com-
mitted by the processes. We say that the slot is committed. Since fault tolerant
consensus is impossible to solve in an asynchronous system [6], some slots may
remain uncommitted, or even without a proposed value, e.g. due to leader failure
or network partitions. Indeed, in some algorithms, such as FlexiblePaxos [9] or
PBFT [3], slots have a preassigned leader that may fail. In such cases, values
may be committed in additional slots, using higher views. The instances rep-
resent the entries in the distributed log. If a value is committed in one slot, it
is adopted for that instance. Algorithms thus need to ensure, that values com-
mitted in different slots belonging to one instance are the same. This property
forms the main safety condition for algorithm using the view-instance model.

The view-instance model has advantages both for algorithm design and per-
formance. For algorithm design, the slots belonging to one instance can be viewed
as solving a single instance of the consensus problem. Most prominently the
Paxos algorithm has been presented in this way [16]. Similarly, the safety con-
dition stated above can be applied to a single instance. Thus, in the formal
verification of these algorithms, a common approach is to first validate the al-
gorithm in a single instance [14,15] and subsequently extend the model to cover
multiple instances [4,20]. Additionally, the view-instance model allows optimiza-
tions that apply operations across instances. For example a new view may be
started simultaneously in all instances [16].

Tree model: HotStuff [23] introduces a new way to implement repeated consen-
sus, that organizes slots in a rooted tree, as shown in Figure 2. We call this
the tree model. If a slot is committed, the slot and its ancestors are used as the
current prefix of the log. Thus, the depths of slots in the tree-model corresponds
to the instance in the view-instance model. If a slot cannot be committed, the
processes can try to commit one of its descendants instead. Alternatively, a new
slot can be proposed at the same depth. To distinguish slots at the same depth,
the tree model uses rounds, similar to views in the view-instance model. E.g. if
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in the tree model.

a slot was not proposed at a certain depth, a new slot can be proposed at the
same depth, but with a larger round. Different from views, rounds do not restart
for every depth, but instead the round of a slot is larger than the round of its
parent. The core safety property in the tree model is that any two committed
slots are on the same branch of the tree, or equivalent for two committed slots,
one is the ancestor of the other.

The advantage of the tree model is that it is not necessary to ensure that
different slots commit the same value. Thus, this model is suited to allow simple
leader change procedures, since it is not necessary to ensure that the new leader
proposes the same value as an old leader. Indeed, leader change with linear
communication complexity is the main contribution of the HotStuff protocol.
An additional advantage is that not every slot has to be actually committed, as
long as a descendant of the slot is eventually committed. Similar to the view-
instance model, the tree model alows specific optimizations. HotStuff spreads
the process of committing a slot over the slot’s descendants.

The verification of an algorithm in the tree model poses some novel chal-
lenges. First, the existing approach to first prove safety of a single instance and
then extend this proof to multiple instance does not apply. Second, in the tree
model, the safety property, and in some cases also the algorithm contain a reach-
ability predicate. Reachability on finite graphs, i.e. the transitive closure of the
neighbor relation, cannot be expressed in first order logic [12].

3 Simplified HotStuff algorithm

We now present our simplified version of the HotStuff algorithm and explain
how it differs from HotStuff [23]. As common in BFT algorithms, HotStuff as-
sumes 3f + 1 processes, of which at most f may be faulty. Faulty processes may
stop but also violate the protocol. However, faulty nodes cannot subvert crypto-
graphic primitives. Especially, a digital signature scheme is used to authenticate
messages, preventing impersonation of correct (non-faulty) processes.

The algorithm contains the following two operations. The leader of a round
may propose new slots. If the followers accept the proposed slot they sign it. The
leader collects these signatures into a certificate, containing 2f + 1 signatures.



We say that a slot is certified, if there exists a certificate for that slot. The root
slot has a certificate at startup. Slots are propagated using reliable broadcast [8],
ensuring that either all or none of the correct nodes receive it.

To correctly propose a slot, it needs to include the signature of the leader,
and the round in which it is proposed. Additionally, the slot must specify its
parent and contain a certificate for that parent slot. Thus, any slot that has a
child is certified. Finally, the slot’s round must be bigger than its parent’s round.

Two rules govern whether a correct process signs a slot. Rule 1 allows pro-
cesses to only sign in increasing rounds. E.g. after signing in round 3, a correct
process would no longer sign a slot in round 2. For Rule 2, processes maintain a
locked slot l and only sign a new slot snew, if the round of the parent of snew is
greater or equal to the round of l.

parent(snew).round
?
≥ l.round (Rule 2)

The lock l of every process is initially set to the root of the tree. On signing a
new slot snew a process checks whether the grandparent of snew has a higher
round than the process’s current lock l. If that is the case, l is updated to said
grandparent.

A slot s is committed, if it has a grandchild sgc, which is certified, and no
rounds are omitted between s and sgc: s.round + 2 = sgc.round. In practice, on
receiving a new slot, processes check whether its great-grand parent is commit-
ted. For example, in Figure 2, slot d does not commit slot a, because round 2 was
omitted between them. However, if slot e is certified, slot c will be committed.

The two rules stated guarantee safety. To propose a slot that can be signed
by all correct processes, a new leader collects the last certificate (with highest
round) from 2f + 1 processes, selects the one with the highest round among
them, and uses the certified slot as parent in a new proposal.

3.1 Original HotStuff

Here we explain how the original HotStuff algorithm differs from our simplified
version presented above. We refer the reader to [23] for an in depth specification
of the original algorithm. Original HotStuff does not require the parent of a
new slot to be certified. Instead of a certificate for its parent, the slot includes
a certificate for one of its ancestors. Thus, HotStuff has a more complex tree
structure with each slot specifying both a link to its parent and a link to a
certified ancestor. It is these ancestor links that correspond to parent links in
our simplified version.

To be able to commit a slot in original HotStuff, parent and certified links
must point to the same slot, resulting in the same condition as in our simplified
version. Thus, during normal operation and when original HotStuff can commit
slots, it is identical to our simplified version.

The removal of uncertified parent links significantly simplifies Rule 2. The
original rule is as follows, where parentc(s) is the certified ancestor of s.

ancestor(l, snew) ∨ parentc(snew).round > l.round (ORule 2)



4 Verification

In the following we report on our effort to verify safety of simplified HotStuff in
both TLAPS and Ivy. Models and proofs are available online [11]. We mainly
focus on our experience with these tools, their ease of use, as perceived by us
and how we modelled the ancestor relationship.

Ivy is a recent tool for the verification of distributed algorithms [18]. The default
tactic in Ivy, used to verify safety properties, is a proof of an inductive invariant
using an SMT solver. To avoid the SMT solver diverging, Ivy requires the spec-
ification to be written in uninterpreted first order logic. This prohibits the use
of interpreted theories, e.g. integers. The required rewriting is quite straightfor-
ward. For example, instead of using integers, we require that rounds are totally
ordered and use an intersection property on sets of processes, instead of process
counts [20].

Additionally, Ivy requires that the verification condition must lie in a de-
cidable logical fragment called FAU [7]. This requires the elimination of certain
functions and quantifier combinations in the model. On submitting a model, Ivy
checks if the given model lies within FAU and if not, specifies which functions
or formulas violate conditions. Given a verification condition in FAU, Ivy either
proves the invariant, or produces a counterexample to inductivity. Counterex-
amples can be ruled out through additional invariants.

Violations through functions can be removed by replacing functions with
relations. For example, we had to rewrite the function relating a proposed slot
to its parent. Violations through quantifier combinations are more difficult to
remove. Following Padon et. al. [20], resolving this issue requires to introduce new
relations into the model. Understanding which relations we could add required
a good understanding of our model and the quantifier restrictions it implies. For
example consider the following condition expressing that for a given slot z and
process n, there exists a slot s in a higher round, which n has signed and which
is not a descendant of z:

∃s ∈ Slot : s.round > z.round ∧ ¬ancestor(z, s) ∧ signed(n, s) (1)

If z or n are free variables or under universal quantification, this expression does
violate FAU in our model. Realizing that we could existentially quantify over
rounds, we introduced two predicates, signedIn(N,R) and signedAncIn(N,R, S)
and replaced Expression (1) with the following, that specifies that n has signed
a slot in some round r but has not signed an ancestor of z in round r:

∃r ∈ Rounds : r > z.round ∧ signedIn(n, r) ∧ ¬signedAncIn(n, r, z) (2)

To model the ancestor relation we included this relation as predicate in our
model and update it whenever a new slot is added to the tree. This is similar to
the signedIn and signedAncIn relations added to express invariants in FAU. The
drawback with this approach is that it requires many invariants to be added. We



were able to prove that our ancestor relation can be implemented by checking
parent links of individual slots inside a while loop.

Our finished model contains 36 auxiliary invariants, 18 or which are only
concerned with the tree structure and ancestor relation. While developing the
proof, we struggled with long running times in Ivy. In some cases the tool timed
out, without a proof or counterexample. After a decomposition and some final
simplification, however, Ivy verifies our proof in a few seconds.

The complexity of our model is significantly larger than what we found in
consensus algorithms using the instance-view model. For example, to verify both
Paxos or Multipaxos, the authors of the Ivy tool required only 4 auxiliary in-
variants. While some complexity may be due to our inexperience, we believe this
also shows an increased complexity of the tree model.

One of the main advantages with Ivy was that it was easy to modularize or
refactor our model. After several such refactorings, the proof was still running,
or at least easy to reestablish.

HotStuff in TLA+ Based on our experience in Ivy we specified simplified Hot-
Stuff in TLA+ and proved safety using TLAPS. We also verified the safety
condition for small instances of our model using the TLC model checker. In
using TLAPS, we benefited from an active and helpful user group.

In TLA+ we could use both integers and functions, where our Ivy model uses
totally ordered sets and relations. While the availability of integers made little
difference, the ability to use functions significantly simplified the formulation of
the model and the inductive invariant.

TLA+ and TLAPS allowed us to define the ancestor relation inductively.
However, we were unable to apply lemmas about the ancestor relation to primed
variables. This however was necessary to use the ancestor relation in the induc-
tive invariant. Instead, we discovered Rule 2, which allowed us to formulate both
the model and the inductive invariant without the notion of ancestry. The an-
cestor relation thus only appears in the safety property, which we prove follows
from the inductive invariant.

Again we found that the verification was quite complex, due to the com-
plex safety condition in the tree model, but also due to the need to ensure a
correct tree structure in the inductive invariant. In total our proof amounts to
approximately 1000 lines, plus additional 200 lines to prove properties about the
ancestor relation. For comparison, previous work proved safety of Paxos [15] and
Multi-Paxos [4] in around 500 lines.

5 Conclusion

We have presented the tree model for repeated consensus and a simplified version
of the HotStuff algorithm. The advantages of the model, especially similarity to
techniques from permissionless blockchains encourages further investigation.

Our verification efforts using both Ivy and TLAPS highlight both advantages
and disadvantages of these tool and suggest that the tree model may result in
more complex verification tasks, than the traditional view-instance model.
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