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Abstract. Cybersecurity education is critical in addressing the global cyber cri-

sis. However, cybersecurity is inherently complex and teaching cyber can lead to 

cognitive overload among students. Cognitive load includes: 1) intrinsic load (IL- 

due to inherent difficulty of the topic), 2) extraneous (EL- due to presentation of 

material), and 3) germane (GL- due to extra effort put in for learning). The chal-

lenge is to minimize IL and EL and maximize GL. We propose a model to de-

velop cybersecurity learning materials that incorporate both the Bloom’s taxon-

omy cognitive framework and the design principles of content segmentation and 

interactivity. We conducted a randomized control/treatment group study to test 

the proposed model by measuring cognitive load using two eye-tracking metrics 

(fixation duration and pupil size) between two cybersecurity learning modalities 

– 1) segmented and interactive modules, and 2) traditional-without segmentation 

and interactivity (control). Nineteen computer science majors in a large compre-

hensive university participated in the study and completed a learning module fo-

cused on integer overflow in a popular programming language. Results indicate 

that students in the treatment group had significantly less IL (p<0.05), EL 

(p<0.05), and GL (p < 0.05) as compared to the control group. The results are 

promising, and we plan to further the work by focusing on increasing the GL. 

This has interesting potential in designing learning materials in cybersecurity and 

other computing areas. 

Keywords: Bloom’s taxonomy, cognitive overload, cybersecurity, eye tracking, 

pupillometry, secure coding, curriculum. 

1 Introduction 

Demand for effective cybersecurity education has led to the increased development of 

cybersecurity learning materials [1, 2]. Learning complex topics, including cybersecu-

rity, involve the use of higher cognitive resources within learners’ limited working 

memory [3]. Educational materials that consume too much of limited working memory 
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can lead to cognitive overload [4]. Therefore, instructional designers need to design and 

develop learning materials that minimize cognitive overload to enhance learning. 

 According to the cognitive load theory (CLT), learning materials can impose three 

types of cognitive loads – intrinsic, extrinsic and germane. Intrinsic load is induced 

because of the inherent difficulty of the topic due to several interconnected concepts 

that a learner needs to simultaneously understand [5]; extraneous load is induced be-

cause of the way information or tasks are presented to a learner [5]; germane load is 

desirable and is induced when extra effort is put in a task carried out to construct new 

learning [6].  Therefore, in order to prevent learners from reaching a state of cognitive 

overload, instructional designers need to carefully design learning materials to manage 

the three types of cognitive loads by minimizing intrinsic and extraneous loads, and 

maximizing germane load [5]. 

 To address this, we propose a theoretical model for developing effective cyberse-

curity learning materials to minimize cognitive overload in a learner. We test the effec-

tiveness of the model by conducting an experimental study with 19 computer science 

majors completing cybersecurity learning modules and measuring their cognitive load 

using an eye-tracker. 

2 Theoretical Model 

The proposed theoretical model incorporates Bloom’s taxonomy (remember, under-

stand, apply, analyze, evaluate and create) and the design principles of segmentation 

and interactivity to develop cybersecurity learning materials. We map these cognitive 

levels to the cognitive loads as follows -1) remember and understand are mapped to 

intrinsic load, because inherent difficulty of the topic can be addressed at the first two 

levels of Bloom’s taxonomy; 2) apply, analyze, evaluate, create are mapped to germane 

load, because learning for long term can be addressed at the last four levels of Bloom’s 

taxonomy [7]. 

 Segmentation is defined as chunking content and displaying each chunk one at a 

time, whereas interactivity is the responsiveness to the users’ (learner) action on the 

content. We choose segmentation and the interactivity design principles, because these 

are known to reduce cognitive load due to the content presentation issues. We measure 

learner’s cognitive load (intrinsic, extraneous and germane) induced while going 

through a learning material by measuring pupil size and fixation duration using eye-

tracker. Applying principles of Bloom’s taxonomy to create learning material mini-

mizes intrinsic load and maximizes germane load, and applying the design principles 

of segmentation and interactivity minimizes extraneous. 

 Assuming all learning materials incorporate some component of Bloom’s taxon-

omy, the proposed theoretical model (see Figure 1) compares traditional (linear) non-

interactive with segmented and interactive learning materials and shows their impact 

on learner’s intrinsic, germane and extraneous cognitive load in the learner’s working 

memory. Using Bloom’s taxonomy based segmented and interactive learning material 

will have a lower intrinsic (--) and extraneous load (--); and, higher germane load (++) 

compared to traditional (linear) non-interactive learning material. 
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Fig. 1. Proposed Theoretical Model for Cybersecurity Learning Materials 

Based on the proposed theoretical model, we answer the following research questions 

in this paper: 

RQ1: Does segmented and interactive cybersecurity learning material induce signif-

icantly less cognitive load (intrinsic) as compared to traditional (linear) non-interactive 

learning material at the remember and understand cognitive levels? 

RQ2: Does segmented and interactive cybersecurity learning material induce signif-

icantly high cognitive load (germane) as compared to traditional (linear) non-interac-

tive learning material at the apply, analyze, evaluate and create cognitive levels? 

RQ3: Does segmented and interactive cybersecurity learning material induce signif-

icantly less cognitive load (extraneous) as compared to traditional (linear) non-interac-

tive learning material at all six cognitive levels? 

3 Literature Review 

This section discusses literature related to cognitive load theory, Bloom’s taxonomy, 

design principles of segmentation and interactivity, eye-tracking and cognitive load. 

3.1 Cognitive Load Theory 

Cybersecurity involves problem solving that requires knowledge and skills in many 

areas, including secure programming, networking security, operating system security, 

cryptography, and vulnerability analysis [8]. Such computing-based problem solving 

skills induce excessive cognitive load in learners during the learning process [9, 10]. 

Extensive research has been conducted to assess cognitive load in computer science 
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education, specifically with regards to programming. A study by Asai et al. [11] pro-

posed a model that could detect intrinsic and germane load to help teachers adjust their 

learning materials. Morrison et al. [12] adapted a previously developed instrument to 

measure intrinsic, extraneous and germane load in an introductory programing course. 

 Excessive cognitive load can cause frustration that may discourage further learn-

ing activities [13]. Therefore, in recent years, to address cognitive load issues, there has 

been growing interest in designing learning materials that follow principles of cognitive 

load theory to manage intrinsic, extrinsic and germane loads in the working memory 

[14]. 

 Intrinsic load is imposed when the topic itself is difficult to learn due to several 

interconnected elements that a learner needs to simultaneously understand [5]. If a 

learner has a high level of previous knowledge, the intrinsic load imposed will be less 

compared to a learner who has no previous knowledge [15]. For example, in order to 

learn the concept of integer overflow, a learner needs to learn other interrelated topics 

including variables, data types and programming. A learner with a prior knowledge of 

programming will face less intrinsic load as compared to a learner with no program-

ming knowledge. 

 Extraneous load (EL) is the load placed on working memory due to presentation 

of the learning material that does not contribute directly toward the learning [5]. For 

example, if a learning material presents a text or a diagram or a video and each of these 

does not explain the integer overflow clearly to a learner. The learning material will 

impose extraneous load on the learner. The IL and EL are the factors that can be con-

trolled through instructional design [16]. 

 Germane load occurs when a learner requires an effort to learn the complex con-

tent for long-term storage [6]. For example, use of working examples to learn about 

integer overflow will impose germane load. Thus, more germane load contributes to-

wards learning. In order to manage cognitive load during learning, intrinsic and extra-

neous loads must be minimized. Minimizing intrinsic load will create a space in the 

working memory to accommodate germane load [5]. 

3.2 Bloom’s Taxonomy Cognitive Levels 

The use of Bloom’s taxonomy is frequently seen in computing related disciplines in-

cluding computer science and cybersecurity [17, 18]. Bloom’s learning taxonomy con-

sists of six levels which increase in complexity as the learner moves up through these 

levels [7]. The levels include remember, understand, apply, analyze, evaluate and cre-

ate. ‘Remember’ represents the lowest level of learning in the cognitive level domain. 

At this level, the learner is required to rote recall the terms introduced through the learn-

ing material. There is no presumption that the learner has understood the learning ma-

terial. ‘Understand’ allows the learner to comprehend the material towards the goal of 

using this understanding in the future for problem solving and decision making. ‘Apply’ 

allows the learner to apply learned materials in new tasks with a minimum direction. 

‘Analyze’ enables the learner to dissect complex problems into smaller components in 

order to better understand the structure. ‘Evaluate’ enables the learner to assess differ-

ent problem-based scenarios and make a decision using a certain criteria and knowledge 
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acquired from prior levels. ‘Create’ enables the learner to come up with new ideas based 

on his/her knowledge acquired from the prior levels. Bannert, M [19] asserts that the 

use of learning taxonomies (Bloom’s) can be used to manipulate intrinsic cognitive load 

for novice learners. 

3.3 Design principles of segmentation & interactivity  

Segmentation implies breaking large content into smaller chunks and presents one 

chunk at a time on a single screen. Segmentation makes processing, retention and re-

calling of information easier. The design principles of segmentation are known to min-

imize cognitive load [20]. Interactivity is the “responsiveness to the learner’s actions 

during learning” [21]. Interactivity can be implemented using dialoging and controlling. 

The process of a learner answering a question and receiving feedback on his/her input 

is referred to as dialoguing. Dialoguing improves learning as learners can relate feed-

back to the current content. Controlling implies that the learner can determine the pace 

of the presentation. Controlling facilitates learning by allowing students to process in-

formation at their own pace. Interactivity has been shown to increase engagement and 

reduce cognitive load [20]. Extraneous load occurs as a result of how learning material 

is presented to the learner; therefore, use of segmentation and interactivity may reduce 

extraneous cognitive load. 

3.4 Eye-tracking and Cognitive Load  

To measure the effectiveness of learning materials in the context of cognitive load, 

several studies have used survey-based instruments [12, 22]. While survey-based in-

struments are easier to administer in a classroom setup, their results may not indicate 

accurate measure of cognitive load [23]. Some studies have used methods that measure 

learners’ physiological behavior to measure cognitive load including electroencephalo-

gram (EEG) and eye-tracking [24, 25]. Borys et al. [26] compared data captured using 

EEGs and eye-tracking to measure cognitive load. The study found that eye-tracking 

captured the best cognitive load measures as compared to EEG. While several eye-

tracking metrics can be used to measure cognitive load including fixation duration, sac-

cades, pupil size and blink rate; fixation duration and pupil size have been found to be 

the most used eye-tracking metrics to measure cognitive load [27]. Bafna et al uses 

performance related typing scores and eye tracking metrics such as blink rate and pupil 

size to measure cognitive load during eye-typing tasks [28]. 

 Fixation refers to a focused state when the eye remains still over a period of time. 

Fixation duration is the average time for fixations. The levels of cognitive processing 

affect fixation duration indicating an increased strain on the working memory. There-

fore, the higher the fixation duration, the higher the cognitive load [27]. 

 Pupil size refers to the diameter of the pupil in the human eye. Psychologists have 

observed that pupil size varies with cognitive processing. If the difficulty and the effort 

to understand the task increases, pupil size increases. Therefore, the higher the pupil 

size, the higher the cognitive load [27]. 
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4 Research Method 

In this section, we present learning interventions used in the study followed by research 

design. 

4.1 Learning Materials 

To test the effectiveness of our proposed theoretical model, we picked two versions of 

Cyber4All@Towson (SI) cybersecurity learning modules in this study (refers to Figure 

2). 

 

Fig. 2. Linear (A) vs Segmented and Interactive (B) 

Both versions are designed using Bloom’s taxonomy. Each version has five sections, 

including background, code responsibly, laboratory assignment, security checklists and 

discussion questions. Some of the above sections also have subsections that are outlined 

in Figure 3. The first version, traditional (linear), is a non-interactive module, implying 

that the entire learning module (all five sections) is displayed on a single scrollable web 

page; the second version, is segmented and interactive, where only one section dis-

played on a web page at a time. In both versions, learners start with the background 

section, followed by code responsibly, the laboratory assignment section, the security 

checklist and finally the discussion questions. In segmented and interactive modules - 

students read content related to the topic in the background and code responsibly sec-

tions and answer feedback-based interactive checkpoint questions; in the laboratory as-

signment section, students complete interactive code checklists and answer interactive 

text-response questions; and in the discussion section, students answer discussion ques-

tions. Students cannot move to the next section until they have answered the checkpoint 
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questions correctly. In the traditional (linear) module, no checkpoint and feedback-

based questions are provided. Figure 3 shows the mapping of Bloom’s taxonomy cog-

nitive levels to cognitive load types between traditional (linear) and segmented and in-

teractive SI cybersecurity learning modules. 

 

Fig. 3. Mapping of Bloom’s taxonomy cognitive levels to cognitive load types between tradi-

tional (linear) and segmented & interactive learning modules 

4.2 Research Design 

An experimental study was conducted in the human computer interaction (HCI) labor-

atory at a large comprehensive university, using a control-group treatment-group de-

sign. A total of 19 (6 females, 13 males) computer science undergraduate students par-

ticipated in the study. To avoid selection bias, participants were randomly assigned to 

two groups: control (n=10) and treatment (n=9). Randomization of the samples were 

done using drawing of paper chits from a box container. The container box included an 

equal number of chits stating which version of the security injection modules students 

should use. The paper chit also includes the URL for the module the students should 

complete. The control group completed an integer error module using traditional (lin-

ear) format and the treatment group completed the same module presented in a seg-

mented and interactive format. Each participant was allocated different time slots (one 

hour each) due to the availability of a single eye-tracking device.  For each participant, 
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the experiment involved three steps -1) eye calibration; 2) a demographics survey and 

3) completing the module. 

Apparatus. The eye movements of each participant were recorded using a Tobii T60 

eye tracker with Tobii studio 3.0 software package. The eye-tracker was installed on a 

Windows 7 operating system with 64 GB memory, 3 GHz processor and 1 TB hard 

drive. The device was placed on the bottom frame of a 17 inch LCD monitor with a 

resolution of 1280 * 1020 pixels and 60 Hz frequency. The eye fixations were detected 

using Tobii's I-VT filter fixation detection algorithm. A second monitor, connected to 

the eye tracking computer and kept at a distance in the same room, was used to monitor 

participants' eye-track status. 

 
  

Fig. 4. Experiment Setup 

 Procedure. Each participant showed up in their allocated one-hour time slot in 

the HCI laboratory. Participants were given brief introductions about the experiment, 

shown the IRB protocols, followed by eye calibration. 

 Eye Calibration. The eye calibration includes a three-step process - 1) eye de-

tection, 2) calibration, and 3) result acceptance (Refer Fig. 5). In eye-detection, partic-

ipants were asked to sit on a chair in a comfortable position in front of the eye-tracker 

and look at the monitor. The participants’ positions were adjusted until eyes were de-

tected at the center of the eye-track status window to be able to capture eye-movements 

accurately with high precision. The allowable distance of the participants' position from 

the monitor was 50 cm - 80 cm. In calibration, participants were asked to look at the 

center point of a moving ball on a 9-point calibration view. In result acceptance, the 

calibration results are presented with an option to accept the calibration or re-calibrate. 

The calibration was accepted only when green dots were within each 9-point circle, 

otherwise recalibration was performed. After calibration, participants completed the 

demographics survey, the integer error module, and the usability survey in sequence. 
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Fig. 5. Eye Calibration 

 

Fig. 6. Participants Eye Gaze 

Data Processing. In order to compare students’ fixation duration and pupil size for 

each section of the content, we process the raw data from Tobii T60 eye-tracker that 

involved the following steps: 
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Fig. 7. Data Processing 

 Data Export. The eye movement data from the eye-tracker was exported for each 

participant in tab separated values (tsv) format using Tobii Studio 3.0. 

 Data Import. Each participants’ gaze data was extracted from the tsv file and 

stored in a SQL database using the SSIS package. The SSIS package includes three 

main tasks; 1) read tsv files from the input folder; 2) insert data in SQL data table and 

3) move files to the processed folder. Participants’ start and end recording times for 

each section of the content were manually taken from the recorded videos. These tim-

ings were also stored in SQL data tables. 

 Computing Mean Pupil Size. Tobii T60 eye tracker output pupil size information 

for each eye together with each gaze point through the Tobii Pro Studio. The pupil size 

data is provided for the left and the right eye individually and is an estimate of the pupil 

size in millimeters. We only include pupil size where both left and right validity code 

is 0 as this means that the eye tracker is certain that it has recorded all relevant data for 

both left and right eye. We compute mean pupil size per section for each participant for 

both treatment and control group (Refer Fig. 8) 

 

 

Fig. 8. Average pupil size code snippet 

 

 Computing Mean Fixation Duration. Fixation duration is the elapsed time be-

tween the first gaze point and the last gaze point in the sequence of gaze points that 

makes up the fixation. Fixations were classified using Tobii’s I-VT fixation filter algo-

rithm. We compute mean fixation duration per section for each participant’s for both 

treatment and control groups (Refer Fig. 9). 
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Fig. 9. Average fixation duration code snippet 

4.3 Research Design 

RQ1, RQ2 and RQ3 were tested using independent sample t – tests to compare mean 

pupil size and mean fixation duration between the control (linear module) and the treat-

ment (segmented and interactive module) groups. We picked independent sample t- 

tests because: 1) data for the groups was found to be normally distributed using kolmo-

gorov-smirnov and shapiro-wilk test (p >0.05), and 2) the two groups were independent 

samples. 

Pupil size as a function of time. An example of participant pupil size as a function 

of time for Linear and Segmented content types for each of the sections is displayed in 

Figure 10 below. Participants spend more time in the laboratory assignment section for 

both content types. 

 

Fig. 10. A participant’s average pupil size by content sections 

 Pupil size changes as a function of time. An example of participant changes in 

pupil size as a function of time for linear and segmented content is displayed in Figure 

11 below. Linear content type displays larger changes in pupil size than Segmented. 

Changes in pupil size are associated with changes in cognitive state [29]. 
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Fig. 11. A participant’s average change in pupil size by content sections 

 Average pupil size as a function of average fixation duration. Participants aver-

age pupil size as a function of average fixation duration for linear and segmented con-

tent is displayed in Figure 12 below. Linear content type has longer fixation durations 

and higher pupil size when compared to Segmented content type. 

 

Fig. 12. Average pupil size as a function of average fixation duration by content type 

Comparison for mean pupil size and mean fixation duration in the control and 

treatment group for Intrinsic Load. The mean pupil size for the treatment group 
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(2.61) was lower than the mean pupil size for the control group (2.88) at the remember, 

apply cognitive levels of Bloom’s taxonomy and this difference was found to be statis-

tically significant at the 95% level (p <= .05, p = 0.05). The mean fixation duration for 

the treatment group (213) was lower than the mean fixation duration for the control 

group (288) at the remember, apply cognitive levels of Bloom’s taxonomy and this 

difference was found to be statistically significant at the 95% level (p < .05, p = 0.028). 

This implies segmented and interactive learning modules induce less average intrinsic 

load (IL) on students than traditional (linear) non-interactive learning modules. This 

answers RQ1 (refer to Figures 13 and 14.). 

 

Fig. 13. IL - Average pupil size in control and treatment groups for intrinsic load 

 

Fig. 14. IL - Average fixation duration in control and treatment groups for intrinsic load 
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Comparison for mean pupil size and mean fixation duration in the control and 

treatment group for Germane Load. The mean pupil size for the treatment group 

(2.58) was lower than the mean pupil size for the control group (2.98) at the apply, 

analyze, evaluate cognitive levels of Bloom’s taxonomy, and this difference was found 

to be statistically significant at the 95% level (p < .05, p = 0.03). The mean fixation 

duration for the treatment group (194) was lower than the mean fixation duration for 

the control group (339) at the apply, analyze, evaluate cognitive levels of Bloom’s tax-

onomy, and this difference was found to be statistically significant at the 95% level (p 

< .05, p = 0.001). This implies that segmented and interactive learning modules induce 

less average germane load (GL) on students than traditional (linear) non-interactive 

learning modules. This is because the treatment group completed interactive modules 

and received feedback for each task, requiring less cognitive effort as compared to the 

traditional (linear) non-interactive learning module, where students did not receive any 

hint/feedback to answer questions, which requires more cognitive effort. Van Mer-

riënboer et al [30] concluded that only limited guidance and feedback should be pro-

vided to increase germane load. This answers RQ2 (refer Figures 15 and 16.).  

 

Fig. 15. GL - Average pupil size in control and treatment groups 
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Fig. 16. GL - Average fixation duration in control and treatment groups 

Comparison for mean pupil size and mean fixation duration in control and 

treatment group for Extraneous Load. The mean pupil size for the treatment group 

(2.62) was lower than the mean pupil size for the control group (2.91) at all cognitive 

levels of Bloom’s taxonomy, and this difference was found to be statistically significant 

at the 95% level (p < .05, p = 0.03). The mean fixation duration for the treatment group 

(214.19) was lower than the mean fixation duration for the control group (299.34) at all 

cognitive levels of Bloom’s taxonomy, and this difference was found to be statistically 

significant at the 95% level (p < .05, p = 0.006). This implies that the segmented and 

interactive learning modules induce less average extraneous load (EL) on students than 

traditional (linear) non-interactive learning modules. This answers RQ3 (refer Figures 

17 and 18.). 
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Fig. 17. EL - Average pupil size in control and treatment groups 

 

Fig. 18. EL - Average fixation duration in control and treatment groups 

5 Conclusion and Future Work 

We proposed a theoretical model for developing effective cybersecurity learning mate-

rials to minimize intrinsic and extraneous cognitive load and maximize germane load 

among learners. The model incorporated Bloom’s taxonomy and the design principles 

of segmentation and interactivity. We conducted a study to test the effectiveness of the 

model. The results indicate that the intrinsic and extraneous loads are significantly min-

imized using segmented and interactive modules.  However, we also found germane 

load to be significantly less in the segmented and interactive modules, compared to the 

traditional (linear) modules. Van Merrienboer et al [30] suggest that, because the inter-

active modules provide feedback, students are able to progress through content more 

quickly with less effort on learning. In the future, we plan to further expand the study 

to investigate the three types of cognitive load on the novice and expert learners. How-

ever, this model and methodology provides uses eye-tracking in a novel way to influ-

ence design of learning materials and cybersecurity and other computing disciplines. 
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