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#### Abstract

We give an asymptotic development of the maximum likelihood estimator (MLE), or any other estimator defined implicitly, in a way which involves the limiting behavior of the score and its higher-order derivatives. This development, which is explicitly computable, gives some insights about the non-asymptotic behavior of the renormalized MLE and its departure from its limit. We highlight that the results hold whenever the score and its derivative converge, including to non Gaussian limits. Our approach is based on an asymptotic implicit function theorem, inspired from perturbative approaches.
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## 1 Introduction

The traditional approach of dealing with parametric estimation consists in defining an estimator as the root or minimizer of a function and then to study its asymptotic properties as the size of the observations increases. This is the case for the Maximum Likelihood Estimation (MLE, [35]) and its variants (pseudo- or quasi- likelihood

[^0]estimation), or the Generalized Method of Moments which are used in a broad variety of problems [25, 34]. A typical statement is that the estimator is consistent and asymptotically (mixed) normal: The properly renormalized error between the estimator and the unknown value converges in distribution to a (mixed) Gaussian random variable.
The limiting distribution may be used to quantify the quality of the estimation, and to construct for example confidence intervals. As pointed by D.A. Sprott 40 , 41], the quality of the approximation depends more on the distance between the law of the estimator and the limiting distribution than on the size itself. Various tools have been introduced to improve the estimator for small or average sample size or to quantify its departure from its limiting distribution. Among them, let us cite Edgeworth expansions [38], Berry-Esséen inequality [12, 33, 44], Stein method [3, 5], jacknife [17], bootstrap [19], "magic formula" [8], Bartlett corrections [9, 15], and so on. Some of these corrections use considerations on the density of the estimator, others are pointwise ones.
We look for an expansion of the univariate root $\theta(n)$ of $F_{n}(\theta(n))=0$ - think of the MLE - of the form
$$
\theta(n)=\theta+H\left(n, G_{n}\right)
$$
where $\theta$ is the true, unknown parameter, $G_{n}$ is asymptotical pivotal converging to some $G$ (think of the standard Gaussian random variable coming from a Central Limit Theorem) and $x \mapsto H(n, x)$ is a non-linear, random function of the kind
\[

$$
\begin{equation*}
H(n, x)=\sum_{k=1}^{p} \alpha_{k}(n) \varphi(n)^{k} x^{k}+\mathrm{O}\left(\varphi(n)^{p+1}\right) \tag{1}
\end{equation*}
$$

\]

In the latter expansion, $\varphi(n)$ decreases to 0 as $n \rightarrow \infty$ and

$$
\begin{equation*}
\left\{\alpha_{k}(n)\right\}_{k=1}^{p} \xrightarrow[n \rightarrow \infty]{\text { law or probability }}\left\{\alpha_{k}\right\}_{k=1}^{p} \tag{2}
\end{equation*}
$$

for some $\alpha_{k}$ 's. Of course, the $\alpha_{k}$ 's and the $\alpha_{k}(n)$ 's may depend on $\theta$. The expansions may have different forms for some particular values of $\theta$ for which some of the $\alpha_{k}$ vanishes (which we call a phase transition). We highlight that our approach is pointwise, and the order $p$ is related to the regularity of $F_{n}$. Note that the expansion of $\theta(n)$ is such that

$$
\varphi(n)^{-1}(\theta(n)-\theta) \underset{n \rightarrow \infty}{\text { dist. }} c_{1} G .
$$

The main result is provided in Theorem 3 in Section 3: An expansion of $\theta(n)$ as just described.

The family of coefficients $\left\{\alpha_{k}(n)\right\}_{k=1}^{p}$ in (1) is not unique. However, in Section 4 , given a function $F_{n}$ and knowing the asymptotic behavior of $F_{n}$ and its high order derivatives $\mathrm{D}^{k} F_{n}$, we give a procedure to compute automatically the $\alpha_{k}(n)$ 's satisfying (2) from $F_{n}$ and its derivatives.
The expansion we provide may remind the reader of the Edgeworth expansions in [38] for the law of the MLE, but our result is pathwise.
Our approach is based on an asymptotic implicit function theorem (see Theorem 1 . below), inspired from perturbative approaches. Performing asymptotic expansions has a long history with a broad range of applications, notably to study perturbations of (partial) differential equations and dynamical systems [16, 27, 29] or in change of scale analysis [10]. Although in one case, we recover the Lagrange inversion formula for power series [21, 22, 39, our starting point is different and seems not to have been considered in a general form but mostly for particular cases. Moreover, we also consider functions that are not necessarily analytic. Our approach seems to be new because it assumes weak general assumptions on the regularity of $F_{n}$ and takes into account different possible asymptotic behaviors of $\mathrm{D}^{k} F_{n}$ (for statistical applications, think that $\mathrm{D}^{k} F_{n}$ may converge thanks to the Law of Large Numbers or to the Central Limit Theorem, hence with different rates).
Theorem 3 is a sort of generalization of the Delta method [42] in the sense that knowing the asymptotic behavior of the score and its derivative, we get the asymptotic behavior of a function of it, in particular the estimator. Besides, we do not restrict ourselves to a first order linearization.

In Section 5.1 we study the effects on our procedure of change of variable for reparametrization of the space of parameters. Related to the problem of reparametrization, changing $F_{n}$ to $F_{n} / \Phi$ for a suitable $\Phi$ does not change the root $\theta(n)$ but leads to a different expansion in (1) which is sometimes more convenient (see Section 5.2 and Section 6.2).
We illustrate our results through several known examples: exponential family (Section 6.1) and parametric estimation for stochastic processes (Section 6.4). A far less trivial application is provided in [31] where we apply our procedure to the Skew Brownian motion obtaining new expansions of the MLE estimator of the skewness parameter and showing that it is asymptotically mixed normal. In this context, when Skew Brownian motion is a Brownian motion, we recover the expansion given in [32] and give an alternative one obtained via a finer expansion for some specific asymptotics of the $\mathrm{D}^{k} F_{n}$. We refer to this situation of getting two expansions as phase transition, which we explain in this paper on the binomial model (see Section 6.3).
The examples we mention show that we are not restricted to independent samples nor to asymptotic normality. We highlight that we are not restricted to the MLE
but we may consider as well the Generalized Method of Moment, pseudo- or quasi-likelihood estimators, and other variants (see e.g., [34]).

Our procedure can also be used to study the lack of normality of the estimator under a fixed sample size $n$ when $G$ is Gaussian. The lack of normality may come from the fact that $G_{n}$ has not reached the Gaussian regime and/or by the non-linearity of $H(n, \cdot)$. We develop this in Example 6 on the exponential distribution and in Example 8 on the binomial distribution.

Before introducing Theorem 3, in the next section, we present some preliminary analytical results in which no randomness is involved. However, to introduce some notations, we may refer to the desired probabilistic properties.

## 2 The asymptotic implicit function theorem

Let us introduce the subsets $\Theta \subset \mathbb{R}$ (the space of parameters), $\mathbb{I} \subset \mathbb{R}$, the space of rates, and $\mathbf{S}$, the space of scales.
Hypothesis 1. The space $\Theta$ contains an open interval around $0,(0, \epsilon) \subset \mathbb{I}$ for some $\epsilon>0$, and there exists a function $\varphi: \mathbf{S} \rightarrow \mathbb{I}$, which we call the rate function.
Hypothesis 2. We fix $p \in\{1, \ldots,+\infty\}$ and we consider $\boldsymbol{\beta}:=\left\{\beta_{k}\right\}_{k=0,1, \ldots, p+1} \in \mathbb{Z}^{p+2}$. We define

$$
\begin{align*}
& \boldsymbol{\beta}_{\star}:=\max _{m=2, \ldots, p+1} \beta_{m},  \tag{3}\\
& \gamma_{m}:=p+1+\left(\beta_{m}-\boldsymbol{\beta}_{\star}\right) \wedge 0 \text { for } m=1, \ldots, p . \tag{4}
\end{align*}
$$

Notation 1. For a parametric family of functions $\theta \mapsto F(s, \theta)$ which is of class $\mathscr{C}^{p}(\Theta, \mathbb{R})$ for any $s \in \mathbf{S}$ (or $F \in \mathscr{C}^{p}(\Theta, \mathbb{R})^{\mathbf{S}}$ ), we denote by $\mathrm{D}^{m}$ the derivative of order $m$ with respect to $\theta$. We define

$$
\{F\}_{m}(s):=\varphi(s)^{\beta_{m}} \mathrm{D}^{m} F(s, 0) \text { for } m=0, \ldots, p \text { and } s \in \mathbf{S}
$$

The idea of the above notation is that the $\beta_{m}$ are such that $\varphi(s)^{\beta_{m}} \mathrm{D}^{m} F(s, 0)$ converges.
Let us introduce two notations, one related to $\boldsymbol{\beta}$, and the other related to multiindices.

Notation 2. We define

$$
\begin{align*}
\boldsymbol{\beta}_{\star} & :=\max _{m=2, \ldots, p+1} \beta_{m},  \tag{5}\\
\gamma_{m} & :=p+1+\left(\beta_{m}-\boldsymbol{\beta}_{\star}\right) \wedge 0 \text { for } m=1, \ldots, p . \tag{6}
\end{align*}
$$

Notation 3. In a systematic manner, we use sums overs multi-indices satisfying some constraints. Such multi-indices are denoted by $\left(k_{1}, \ldots, k_{m}\right)$ and each $k_{i}$ is an integer.

We state a series expansion which approximates the roots of $F(s, \cdot)$.
Theorem 1 (Approximation of roots). Assume Hypotheses 1 and 2 hold and that $\beta_{1} \geqslant \beta_{\star}$. Let $F \in \mathscr{C}^{p+1}(\Theta, \mathbb{R})^{\mathbf{S}}$. Let $s \in \mathbf{S}$ such that there exist a sequence $\boldsymbol{\alpha}(s)=\left\{\alpha_{k}(s)\right\}_{k=0, \ldots, p}$ and a convex neighborhood $U(s)$ of 0 in $\Theta$ satisfying:
(i) $\alpha_{0}(s)=0$ and

$$
\begin{align*}
& \{F\}_{0}(s) \varphi(s)^{-\beta_{0}} \\
& \quad+\sum_{m=1}^{p} \frac{\{F\}_{m}(s)}{m!} \sum_{k_{1}+\cdots+k_{m}<\gamma_{m}} \alpha_{k_{1}}(s) \cdots \alpha_{k_{m}}(s) \varphi(s)^{\sum_{n=1}^{m} k_{n}-\beta_{m}}=0 \tag{7}
\end{align*}
$$

(ii) There exists $\theta(s) \in U(s)$ such that $F(s, \theta(s))=0$.
(iii) It holds that

$$
\begin{gathered}
|\varphi(s)|^{\beta_{1}}|\mathrm{D} F(s, w)| \geqslant c(s)>0, \text { for all } w \in U(s) \\
\text { and } \max _{m \in\{2, \ldots, p+1\}} \sup _{w \in U(s)}\left|D^{m} F(s, w)\right|<+\infty .
\end{gathered}
$$

(iv) It holds that $\sum_{i=1}^{p}\left|\alpha_{i}(s)\right| \cdot|\varphi(s)|^{i} \in U(s)$.

Then

$$
\left|\theta(s)-\sum_{i=1}^{p} \alpha_{i}(s) \varphi(s)^{i}\right| \leqslant K(s) \max \left\{\sum_{k=1}^{p}\left|\alpha_{k}(s)\right|,\left(\sum_{k=1}^{p}\left|\alpha_{k}(s)\right|\right)^{p+1}\right\}|\varphi(s)|^{p+1},
$$

with

$$
K(s) \leqslant \frac{\max _{\substack{m \in\{1, \ldots, p\} \\ \beta_{m}+1 \leqslant \boldsymbol{\beta}_{\star}}}|\varphi(s)|^{\beta_{1}-\boldsymbol{\beta}_{\star}}\left|\{F\}_{m}(s)\right|+\max _{m \in\{2, \ldots, p+1\}} \sup _{w \in U(s)}|\varphi(s)|^{\beta_{1}}\left|\mathrm{D}^{m} F(s, w)\right|}{c(s)}<\infty
$$

The proof of Theorem 1 is provided in Appendix A. We also consider the case of analytic functions, in which the expansion is infinite.

Theorem 2 (Approximation of roots, analytic case). Assume that Hypotheses 1 and 2 hold for $p=+\infty$. Let $F: \mathbf{S} \times \Theta \rightarrow \mathbb{R}$ be such that $F(s, \cdot)$ is analytic. Let $s \in \mathbf{S}$ such that there exist a sequence $\boldsymbol{\alpha}(s)=\left\{\alpha_{k}(s)\right\}_{k \geqslant 0}$ and a convex neighborhood $U(s)$ of 0 in $\Theta$ satisfying:
(i) $\alpha_{0}(s)=0$ and (7) holds with $p=+\infty$ and $\gamma_{m}=+\infty$ for $m \geqslant 1$.
(ii) There exists $\theta(s) \in U(s)$ such that $F(s, \theta(s))=0$.
(iii) It holds that $|\varphi(s)|^{\beta_{1}}|\mathrm{D} F(s, w)| \geqslant c(s)>0$ for all $w \in U(s)$.
(iv) It holds that $\sum_{i=1}^{+\infty}\left|\alpha_{i}(s)\right| \cdot|\varphi(s)|^{i} \in U(s)$.

Then

$$
\theta(s)=\sum_{i=1}^{+\infty} \alpha_{i}(s) \varphi(s)^{i} .
$$

In the next sections, in particular in Section 4 we define the notion of $(\boldsymbol{\beta}, p)$-related sequence to a given sequence $\boldsymbol{\delta}$ and we show that, if $\boldsymbol{\alpha}$ is a $(\boldsymbol{\beta}, p)$-related sequence to $\boldsymbol{\delta}$, then it satisfies an equation analogous to (7):

$$
\begin{equation*}
\delta_{0} \varphi(s)^{-\beta_{0}}+\sum_{m=1}^{p} \delta_{m} \sum_{k_{1}+\cdots+k_{m}<\gamma_{m}} \alpha_{k_{1}} \cdots \alpha_{k_{m}} \varphi(s)^{\sum_{n=1}^{m} k_{n}-\beta_{m}}=0 . \tag{8}
\end{equation*}
$$

Note that (7) corresponds to (8) with $\boldsymbol{\delta}(s)=\left\{\{F\}_{k}(s) / k!\right\}_{k=0, \ldots, p}$, but also with $\boldsymbol{\delta}(s)=\left\{-\{\vec{F}\}_{k}(s) /\left(k!\{F\}_{1}(s)\right)\right\}_{k=0, \ldots, p}$ when $\{F\}_{1}(s) \neq 0$.
Later, we focus on two sequences

$$
\boldsymbol{\beta}^{\boldsymbol{\sim}}:=(1,2,2, \ldots, 2) \text { and } \boldsymbol{\beta}^{\boldsymbol{\wedge}}:=(1,2,1,2, \ldots, 1,2)
$$

which are relevant for statistical applications. We refer to these choices of $\boldsymbol{\beta}$ respectively as "up-flat" and "zigzag" cases.
For the reader convenience, we provide here sequences $\boldsymbol{\alpha}$ which are $(\boldsymbol{\beta}, p)$-related sequence to a given sequence $\boldsymbol{\delta}$ with $\delta_{1}=-1$ and $\boldsymbol{\beta}=\boldsymbol{\beta}^{\boldsymbol{\sim}}$ or $\boldsymbol{\beta}^{\boldsymbol{\wedge}}$. For $\boldsymbol{\beta}^{\boldsymbol{}}$, let

$$
\begin{equation*}
\alpha_{1}=\delta_{0} \quad \text { and } \quad \alpha_{q}=\sum_{m=2}^{q} \delta_{m} \sum_{k_{1}+\cdots+k_{m}=q} \alpha_{k_{1}} \cdots \alpha_{k_{m}} \text { for } 2 \leqslant q \leqslant p, \tag{9}
\end{equation*}
$$

and, for $\boldsymbol{\beta}^{\boldsymbol{\wedge}}$, take $\alpha_{1}=\delta_{0}, \alpha_{2 q}=0$ for $2 q \leqslant p$ and for $2 q+1 \leqslant p$

$$
\begin{equation*}
\alpha_{2 q+1}=\sum_{\substack{m=2 \\ m \text { even }}}^{2 q} \delta_{m} \sum_{k_{1}+\cdots+k_{m}=2 q} \alpha_{k_{1}} \cdots \alpha_{k_{m}}+\sum_{\substack{m=3 \\ m \text { odd }}}^{2 q+1} \delta_{m} \sum_{k_{1}+\cdots+k_{m}=2 q+1} \alpha_{k_{1}} \cdots \alpha_{k_{m}} . \tag{10}
\end{equation*}
$$

We refer to Lemmas 4,5 and 7 in Section 4 for the proofs.
For $\boldsymbol{\beta}^{\boldsymbol{-}}$ with $p=5$ we have $\alpha_{1}=\delta_{0}$ and

$$
\begin{array}{ll}
\alpha_{2}=\delta_{2} \delta_{0}^{2}, & \alpha_{3}=\left(\delta_{3}+2 \delta_{2}^{2}\right) \delta_{0}^{3} \\
\alpha_{4}=\left(\delta_{4}+5 \delta_{2} \delta_{3}+5 \delta_{2}^{3}\right) \delta_{0}^{4}, & \alpha_{5}=\left(\delta_{5}+6 \delta_{2} \delta_{4}+21 \delta_{2}^{2} \delta_{3}+14 \delta_{2}^{4}+3 \delta_{3}^{2}\right) \delta_{0}^{5}
\end{array}
$$

For $\boldsymbol{\beta}^{\boldsymbol{\wedge}}$ with $p=5$ we have $\alpha_{1}=\delta_{0}$ and

$$
\begin{array}{ll}
\alpha_{2}=0, & \alpha_{3}=\delta_{3} \delta_{0}^{3}+\delta_{2} \delta_{0}^{2} \\
\alpha_{4}=0, & \alpha_{5}=\left(\delta_{5}+3 \delta_{3}^{2}\right) \delta_{0}^{5}+\left(5 \delta_{2} \delta_{3}+\delta_{4}\right) \delta_{0}^{4}+2 \delta_{2}^{2} \delta_{0}^{3}
\end{array}
$$

Note that $\alpha_{2 k+1}$ is not homogeneous in $\delta_{0}^{2 k+1}$ but contains terms in $\delta_{0}^{j}$ for $j \in$ $\{k+1, \ldots, 2 k+1\}$.

## 3 The stochastic asymptotic implicit function theorem

In this section we consider the inference of a parameter $\theta_{0} \in \mathbb{R}$ and we assume that $\Theta$ contains an open interval around $\theta_{0}$.

To deal with convergence, we need some topological assumptions. We consider that $(\mathbf{S}, \prec)$ is a directed set that is a set with a partial order $\prec$ such that for any $s, s^{\prime}$ in $\mathbf{S}$, there exists $r \in \mathbf{S}$ such that $s \prec r$ and $s^{\prime} \prec r$. Typically, we consider $\mathbf{S}=\mathbb{R}$ or $\mathbf{S}=\mathbb{N}$ (sample size) yet this framework allows consider partitions and pairs (sample size and discretization step).

Hypothesis 3. The rate function $\varphi: \mathbf{S} \rightarrow \mathbb{I} \cap(0,1]$ is monotone decreasing, that is $\varphi(s) \leqslant \varphi\left(s^{\prime}\right)$ whenever $s^{\prime} \prec s$.

Note that, since $(\mathbf{S}, \prec)$ is a directed set, the rate function is a net.
Notation 4. Let $F \in \mathscr{C}^{p}(\Theta, \mathbb{R})^{\mathbf{S}}$ such that $\mathrm{D} F\left(s, \theta_{0}\right) \neq 0$ then, analogously to Notation 1, let for all $k \in\{0, \ldots, p\}$,

$$
\{F\}_{k}(s):=\varphi(s)^{\beta_{k}} \mathrm{D}^{k} F\left(s, \theta_{0}\right) .
$$

Let $\boldsymbol{\delta}^{F}$ be the family of $\left(\mathbb{R}^{p+1}\right)^{\mathbf{S}}$ defined by

$$
\boldsymbol{\delta}^{F}(s):=\left\{-\frac{1}{k!} \frac{\{F\}_{k}(s)}{\{F\}_{1}(s)}\right\}_{k=0, \ldots, p} .
$$

In the next result, our main result, we use the notion of $(\boldsymbol{\beta}, p)$-related sequence to a given sequence $\boldsymbol{\delta}$. This notion has been briefly presented in the previous section, but it is introduced in full details in Section 4

Proposition 1. We consider a family of random functions $(F(s, \theta))_{(s, \theta) \in \mathbf{S} \times \Theta}$ on a probability space $(\Omega, \mathscr{F}, \mathbb{P})$ as well as $p$ as in Hypothesis 2. Assume that for all
$s \in \mathbf{S}$ and $\mathbb{P}$-almost all $\omega \in \Omega$ the function $\theta \mapsto F(s, \theta)$ is of class $\mathscr{C}^{p}$ at $\theta_{0}$, and there exists a random vector $\boldsymbol{\mu}=\left\{\mu_{k}\right\}_{k=0}^{p}$ such that

$$
\left(\{F\}_{0}(s), \ldots,\{F\}_{p}(s)\right) \underset{s \rightarrow \infty}{\text { dist. }} \boldsymbol{\mu} .
$$

For every $s \in \mathbf{S}$ let $\boldsymbol{\alpha}(s)$ the $(\boldsymbol{\beta}, p)$-related sequence to $\boldsymbol{\delta}^{F}(s)$. Then
(i) $\boldsymbol{\delta}^{F}(s) \xrightarrow[s \rightarrow \infty]{\text { dist. }} \boldsymbol{\delta}:=\left\{-\frac{1}{m!} \frac{\mu_{m}}{\mu_{1}}\right\}_{m=0, \ldots, p}$.
(ii) $\boldsymbol{\alpha}(s) \xrightarrow[s \rightarrow \infty]{\text { dist. }} \boldsymbol{\alpha}$ where $\boldsymbol{\alpha}$ is the $(\boldsymbol{\beta}, p)$-related sequence to $\boldsymbol{\delta}$.

Definition 1 (Boundedness in probability). A family of random variables $\left\{X_{s}\right\}_{s \in \mathbf{S}}$ is said to be bounded in probability if for any $\epsilon>0$, there exist $K \geqslant 0$ and $s \in \mathbf{S}$ such that $\sup _{s \prec s^{\prime}} \mathbb{P}\left[\left|X_{s^{\prime}}\right| \geqslant K\right] \leqslant \epsilon$.

Hypothesis 4. We consider a family of random functions $(F(s, \theta))_{(s, \theta) \in \mathbf{S} \times \Theta}$ on a probability space $(\Omega, \mathscr{F}, \mathbb{P})$ as well as $\boldsymbol{\beta} \in\left\{\boldsymbol{\beta}^{-}, \boldsymbol{\beta}^{\mathcal{}}\right\}$ and $p$ as in Hypothesis 2 and the rate function as in Hypothesis 3. Assume that there exists an open neighborhood $U \subseteq \Theta$ of $\theta_{0}$ such that for all $s \in \mathbf{S}$ and $\mathbb{P}$-almost all $\omega \in \Omega$ :
(i) $\theta \mapsto F(s, \theta)$ is of class $\mathscr{C}^{p+1}$ in $U$.
(ii) There exists $\theta(s) \in U$ such that $F(s, \theta(s))=0$.
(iii) $\mathrm{D} F(s, \theta) \neq 0$ for all $\theta \in U \backslash\left\{\theta_{0}\right\}$ and $\left\{1 /\{F\}_{1}(r)\right\}_{r \in \mathbf{S}}$ is bounded in probability.
(iv) The family $\left\{N_{r}(F)\right\}_{r \in \mathbf{S}}$ is bounded in probability with

$$
N_{s}(F):=\sup _{1 \leqslant k \leqslant p+1} \sup _{\theta \in U}\left|\varphi(s)^{\beta_{1}} \mathrm{D}^{k} F(s, \theta)\right| .
$$

The following proposition is a direct consequences of Theorem 1.
Theorem 3. Assume Hypothesis 4 and assume that the net $\varphi$ in Hypothesis 3 converges to 0 . Assume that there exists a random vector $\boldsymbol{\mu}=\left\{\mu_{k}\right\}_{k=0}^{p}$ such that

$$
\left(\{F\}_{0}(s), \ldots,\{F\}_{p}(s)\right) \xrightarrow[s \rightarrow \infty]{\text { dist. }} \boldsymbol{\mu}
$$

and for every $s \in \mathbf{S}$ let $\boldsymbol{\alpha}(s)$ the $(\boldsymbol{\beta}, p)$-related sequence to $\boldsymbol{\delta}^{F}(s)$ (see (9)-(10)). Let $\boldsymbol{\alpha}$ and $\boldsymbol{\delta}$ as in Proposition 1. We introduce

$$
\begin{gather*}
P_{\ell}(\varphi(s) ; \boldsymbol{\alpha}(s)):=\sum_{k=0}^{\ell} \alpha_{k}(s) \varphi(s)^{k},  \tag{11}\\
\theta_{\ell}(s):=\theta_{0}+P_{\ell}(\varphi(s), \boldsymbol{\alpha}(s)) \text { and } \theta_{\ell}(s, \infty):=\theta_{0}+P_{\ell}(\varphi(s), \boldsymbol{\alpha}) \tag{12}
\end{gather*}
$$

for $\ell=0, \ldots, p$. Then,
(i) $P_{p}(\varphi(s) ; \boldsymbol{\alpha}(s))$ converges to 0 in probability.
(ii) $\left|\theta(s)-\theta_{0}-P_{p}(\varphi(s) ; \boldsymbol{\alpha}(s))\right| \varphi(s)^{-(p+1)}$ is bounded in probability.
(iii) $\varphi(s)^{-(k+1)}\left(P_{p}(\varphi(s) ; \boldsymbol{\alpha}(s))-P_{k}(\varphi(s) ; \boldsymbol{\alpha}(s))\right) \xrightarrow[s \rightarrow \infty]{\text { dist. }} \alpha_{k+1}$ and

$$
\varphi(s)^{-(k+1)}\left(\theta(s)-\theta_{k}(s)\right) \xrightarrow[s \rightarrow \infty]{\text { dist. }} \alpha_{k+1}
$$

for $k \in\{0, \ldots, p-1\}$ (with $P_{0} \equiv 0$ ). In particular if $k=0$

$$
\varphi(s)^{-1}(\theta(s)-\theta) \xrightarrow[s \rightarrow \infty]{\text { dist. }} \alpha_{1} .
$$

(iv) $\theta(s)-\theta_{p}(s, \infty)$ converges to 0 in probability with rate $\varphi(s)\left(\alpha_{1}(s)-\alpha_{1}\right)$.

The previous result exhibits two approximations of $\theta(s)$, i.e.,

$$
\theta_{p}(s):=\theta_{0}+P_{p}(\varphi(s), \boldsymbol{\alpha}(s)) \quad \text { and } \quad \theta_{p}(s, \infty):=\theta_{0}+P_{p}(\varphi(s), \boldsymbol{\alpha})
$$

In Section 6 we consider applications in which the estimator $\theta(s)$ of $\theta_{0} \in \Theta$ (assume $\Theta$ is open) is a zero of $\theta \mapsto F(s, \theta):=g(\theta) T(s)-f(\theta)$ where $f, g \in \mathscr{C}^{p}(\Theta)$ and $T(s)$ is a sample statistic. Indeed this is often the case for MLE estimators for independent observations with distributions belonging to an exponential family or for the method of moments.

We aim at highlighting the following facts:
(F1) When $F$ is the score, the result above shows the importance of the hidden variable $\alpha_{1}(s)=\delta_{0}^{F}(s)=-\{F\}_{0}(s) /\{F\}_{1}(s)$ to assess the quality of the MLE. This variable $\alpha_{1}(s)$ depends on $F$ and its derivative. The other variables $\alpha_{k}(s)$ are polynomial expressions in $\alpha_{1}(s)$ and $\delta_{k}^{F}(s)=-\{F\}_{k}(s) /\left(k!\{F\}_{1}(s)\right)$ for $k \geqslant 1$. In the case "up-flat", owing to the homogeneity in $\alpha_{1}(s)$ granted by (9),

$$
\theta(s)=\theta_{0}+\sum_{k=1}^{p} \xi_{k}(s) \alpha_{1}(s)^{k} \varphi(s)^{k}+\mathrm{O}\left(\varphi(s)^{p+1}\right)
$$

where the coefficients $\xi_{k}(s), k \geqslant 2$ are polynomials expressions in the terms $\delta_{\ell}^{F}(s)$, $1 \leqslant \ell \leqslant k$, and $\xi_{1}(s)=1$. We shorten this as

$$
\begin{equation*}
\theta(s)=\theta_{0}+H\left(s, \alpha_{1}(s) \varphi(s)\right)+\mathrm{O}\left(\varphi(s)^{p+1}\right) \tag{13}
\end{equation*}
$$

where $H(s, \cdot)$ is a non-linear (polynomial or analytic) random function with $H(s, x)=x+\mathrm{O}\left(x^{2}\right)$.
In many practical situations, the term $\{F\}_{0}(s) /\{F\}_{1}(s)=-\alpha_{1}(s)$ fluctuates asymptotically as a (mixed) Gaussian random variable, while the coefficients of the expansion of $H(s, \cdot)$ converges in probability to constants.

A similar result holds for the case "zig-zag" $\left(\boldsymbol{\beta}=\boldsymbol{\beta}^{\boldsymbol{N}}\right)$, excepted that the expression is no longer polynomial in $\alpha_{1}(s) \varphi(s)$, but still polynomial in $\alpha_{1}(s)$ and $\varphi(s)$ (granted by (10)). Some of the coefficients of $H$ converges in probability to (mixed) Gaussian distributions.
(F2) Considering $\theta_{p}(s, \infty)$ instead of $\theta_{p}(s)$ consists in replacing $\alpha_{1}(s)$ and $H(s, \cdot)$ by their limits. It gives then a "proxy" of the behavior of the MLE which is useful when the convergence of $\alpha_{k}(s)$ 's toward their limits is faster than the one of $\theta_{p}(s)$. This happens with the Skew Brownian motion [31, or with the exponential distribution as seen below in Example 6
(F3) In the examples in Section 6 below, $\alpha_{1}(s)^{2}\{F\}_{1}(s)$ (alternatively $\alpha_{1}(s)^{2} \mu_{1}$ and $\{F\}_{0}(s)^{2} /\{F\}_{1}(s)$ and $\left.\{F\}_{0}(s)^{2} / \mu_{1}\right)$ appears to be asymptotically "pivotal" for $s$ large enough, in the sense that its distribution no longer depends on the parameter. We could say it is the Wald's statistics. Hence, we could change (13) to express the MLE as a non-linear transform of one of these pivotal quantities. A further direction of research is to use this to design confidence intervals or hypothesis tests that takes the lack of normality into account.
(F4) The upper error bound in Theorem 1 (non-random version of Theorem 3) also depends on $\alpha_{1}(s)$. Therefore, when $\alpha_{1}(s)$ deviates from 0 , the truncated expansions $\theta_{p}(s)$ are not always accurate.
(F5) In some situations, for $k \geqslant 1, \delta_{k}^{F}(s)$ is both deterministic and constant in $s$ (see Section 6.2). In the case "up-flat"

$$
\begin{aligned}
\theta(s) & =\theta_{0}+H\left(\delta_{0}^{F}(s) \varphi(s)\right)=\theta_{0}+H\left(\alpha_{1}(s) \varphi(s)\right) \\
\text { and } \theta(s, \infty) & =\theta_{0}+H\left(\alpha_{1} \varphi(s)\right)
\end{aligned}
$$

for a deterministic, polynomial (or analytic function $H$ ). The randomness in the MLE comes only from the one of $\{F\}_{0}(s)$ that usually converges thanks to a CLT. We have seen that $\varphi(s)^{-1}\left(\theta(s)-\theta_{0}\right)$ converges to $\alpha_{1}$, and often in applications $\alpha_{1}$ has a Gaussian distribution $\mathcal{N}\left(0, \sigma^{2}\right)$.

Now, we quantify the distance of the distribution function of

$$
\varepsilon(s):=\varphi(s)^{-1}\left(\theta_{p}(s)-\theta_{0}\right)=\varphi(s)^{-1} H\left(\alpha_{1}(s) \varphi(s)\right)
$$

from the one of its limiting distribution. Let us consider the Kolmogorov-Smirnov distance: For any two random variables $X_{1}, X_{2}$, let

$$
\begin{equation*}
\Delta\left(X_{1} ; X_{2}\right):=\sup _{x \in \mathbb{R}}\left|\mathbb{P}\left[X_{1} \leqslant x\right]-\mathbb{P}\left[X_{2} \leqslant x\right]\right| . \tag{14}
\end{equation*}
$$

Whenever $H$ is invertible with inverse $H^{-1}$, we have

$$
\begin{aligned}
\Delta\left(\varepsilon(s) ; \alpha_{1}\right) & \leqslant \Delta\left(\varepsilon(s) ; \varphi(s)^{-1} H\left(\alpha_{1} \varphi(s)\right)\right)+\Delta\left(\varphi(s)^{-1} H\left(\alpha_{1} \varphi(s)\right) ; \alpha_{1}\right) \\
& =\Delta\left(\alpha_{1}(s) ; \alpha_{1}\right)+\Delta\left(\varphi(s)^{-1} H\left(\alpha_{1} \varphi(s)\right) ; \alpha_{1}\right)
\end{aligned}
$$

The distance $\Delta\left(\varepsilon(s) ; \alpha_{1}\right)$ is then given by the competition of two terms $\Delta\left(\alpha_{1}(s) ; \alpha_{1}\right)$ and $\Delta\left(\varphi(s)^{-1} H\left(\alpha_{1} \varphi(s)\right) ; \alpha_{1}\right)$. The quantity $\Delta\left(\alpha_{1}(s) ; \alpha_{1}\right)$ is the distance of $\varepsilon(s)$ to a possibly non linear transformation of $\alpha_{1} \varphi(s)$. Indeed in the case we are considering $H$ is deterministic and does not even depend on the sample size. The fact that $\Delta\left(\alpha_{1}(s) ; \alpha_{1}\right) \approx 0$ often follows from Berry-Esséen result or can be dealt with Stein's method, and it rewrites: for any $x \in \mathbb{R}$,

$$
\mathbb{P}[\varepsilon(s) \leqslant x] \approx \mathbb{P}\left[\alpha_{1} \leqslant \frac{H^{-1}(x \varphi(s))}{\varphi(s)}\right]
$$

The term $\Delta\left(\varphi(s)^{-1} H\left(\alpha_{1} \varphi(s)\right) ; \alpha_{1}\right)$, with

$$
\frac{1}{\varphi(s)} H\left(\alpha_{1} \varphi(s)\right)=\alpha_{1}+\delta_{2} \alpha_{1}^{2} \varphi(s)+\left(\delta_{3}+2 \delta_{2}^{2}\right) \alpha_{1}^{3} \varphi(s)^{2}+\cdots
$$

concerns the error introduced by the non-linearity. We show in Example 6 that the effect of the latter error might be predominant.
Note that we can also consider

$$
\begin{aligned}
\theta(s) & =\theta_{0}+H\left(\delta_{0}^{F}(s) \varphi(s)\right)+\mathrm{O}\left(\varphi(s)^{p+1}\right) \\
\text { and } \theta_{p}(s, \infty) & =\theta_{0}+H\left(\alpha_{1} \varphi(s)\right)
\end{aligned}
$$

or dealing when $H$ depends on $s$ and is possibly random by using the limit of its coefficients as an approximation.
(F6) Sometimes a suitable change of variable, as in the following Section 5.1, provides an expression of $\theta(s)$ instead of an approximation (see Example 8 below).
(F7) There are also situations which exhibit some boundary layer, meaning that the coefficients $\alpha_{k}$ are themselves high and $\theta_{p}$ are not suitable approximation of the MLE. This is the case for the binomial distribution with a parameter $\theta_{0}$ close to 0 or 1 . See Example 7 or the article 31.
(F8) For specific values of the parameter to estimate, sometimes several choices of $\boldsymbol{\beta}$ are possible (note that $\beta_{k}^{\widetilde{ }} \leqslant \beta_{k}^{\boxed{ }}$ ), leading to different finite approximation of the estimator. We call this phenomena phase transition. See Section 6.3 for an example or 31.

## 4 Formal manipulation of expansions

In Theorems 1 and 2 , the expansion of the root $\theta(s)$ to $F(s, \theta(s))=0$ is performed in term of $\varphi(s)$ with $s$-dependent coefficients. This implies a lack of uniqueness in the expansion. To enforce uniqueness, we identify the coefficients by transforming series to formal ones. Although natural, this choice is arbitrary and "righteous" ${ }^{1}$

The main idea is to decouple the scale ( $s$, playing the role of sample size) and the rate $(\varphi(s)$ ), considering the latter as a variable. In Section 4.1 we introduce the necessary operators to decouple and re-couple: dummization and evaluation. Next, in Section 4.2 we recall Faà di Bruno and Taylor formulae and show how dummization and evaluation behave in Taylor expansion of composition of functions. In Section 4.3, we propose a definition of sequences that satisfy Eq. (7). We call them $(\boldsymbol{\beta}, p)$-related sequences. We provide a different presentation in Section 4.4 . Next we show that there exists a unique $(\boldsymbol{\beta}, p)$-related sequence when $\boldsymbol{\beta}$ is $\boldsymbol{\beta}^{-}$and $\boldsymbol{\beta}^{\boldsymbol{\wedge}}$ and we provide the proof of the recursive formulas (9)-(10) in Sections 4.5-4.6. In the "up-flat" case, we provide different characterizations of the ( $\boldsymbol{\beta}^{-}, p$ )-related sequence (see Lemmas 7 and 8) that we propose also in the context of Theorem 1 in Section 4.7. To conclude, we show in Section 4.8 how an additive perturbation acts on the sequence.

### 4.1 Dummization and evaluation

For a ring $\mathbb{K}$ and a family of indeterminates $\mathbf{X}:=\left(X_{1}, \ldots, X_{n}\right), \mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ (resp. $\left.\mathbb{K}\left(X_{1}, \ldots, X_{n}\right)\right)$ denotes the ring of polynomials (resp. rational functions) with indeterminates $X_{1}, \ldots, X_{n}$ and coefficients in $\mathbb{K}$. Also, the set of formal power series is $\mathbb{K}\left[\left[X_{1}, \ldots, X_{n}\right]\right]$.

To a finite, numerical sequence $\mathbf{a}=\left(a_{1}, \ldots, a_{q}\right)$, we consider the "dummization" operation which consists in transforming each of the $a_{i}$ 's to an indeterminate $a_{i}^{\boldsymbol{\Theta}}$. Therefore $\mathbb{R}\left[\mathrm{a}^{\boldsymbol{\top}}\right]$ (resp. $\mathbb{R}\left(\mathbf{a}^{\boldsymbol{\theta}}\right)$ ) is the ring of polynomials (resp. rational functions) whose indeterminates are the $a_{i}^{\boldsymbol{\theta}}$.
We consider another indeterminate $z$, that we will use later as a placeholder for $\varphi(s)^{\boldsymbol{\theta}}$ or for $x \in \mathbb{R}$. We denote by $\mathbb{K}[z]$ the ring of polynomials whose coefficients are in $\mathbb{K}$. We are concerned with $\mathbb{K}=\mathbb{R}\left(\mathbf{a}^{\otimes}\right)$. We also denote by $\mathbb{K}\left[z, z^{-1}\right]$ the Laurent series whose coefficients are in $\mathbb{K}$.

The evaluation - denoted by $e$ - consists in transforming back $a_{i}^{\boldsymbol{\theta}}$ to $a_{i}$. It is the dual operation of the dummization. We extend $e$ as an algebra homomorphism

[^1]from $\mathbb{R}\left[\left[\mathrm{a}^{\ominus}\right]\right]$ to $\mathbb{R}$. We furthermore extend $e$ on $\mathbb{R}\left(\mathbf{a}^{\otimes}\right)$ by setting $e(P / Q):=$ $e(P) / e(Q)$ as well as to $\mathbb{K}\left[\left[z, z^{-1}\right]\right]$ by setting $e\left(z^{k}\right)=\varphi(s)^{k}$ for any $k \in \mathbb{Z}$.

Notation 5. Let $p \in \mathbb{N}$. Given a sequence $\boldsymbol{\delta}=\left\{\delta_{k}\right\}_{k=0, \ldots, p} \subset \mathbb{K}$, we denote by $P_{p}(z ; \boldsymbol{\delta})$ the polynomial $P_{p}(z ; \boldsymbol{\delta}):=\sum_{k=0}^{p} \delta_{k} z^{k} \in \mathbb{K}[z]$.
Notation 6 (Projection onto polynomials of degrees at most $p$ ). Let $p \in \mathbb{N}$. We denote by $\mathfrak{p}_{p}$ is the projection of a power series $P \in \mathbb{K}[[z]]$ onto the polynomials of degree at most $p$ by setting $z^{q}=0$ whenever $q>p$.

Note that we can extend the latter notation to $p=\infty$ taking $\mathfrak{p}_{\infty}$ the identity and $P_{\infty}(z ; \boldsymbol{\delta})$ the series $\sum_{k=0}^{\infty} \delta_{k} z^{k}$ when it is well defined.
The next lemma is immediate by expanding powers.
Lemma 1. Let $p \in \mathbb{N}$. Consider three families $\boldsymbol{\delta}^{\boldsymbol{\theta}}, \boldsymbol{\alpha}^{\boldsymbol{\bullet}}, \boldsymbol{\eta}^{\boldsymbol{\bullet}}$ with components in a field $\mathbb{K}$. Assume that $\alpha_{0}^{\cdot}=0$. These families $\boldsymbol{\delta}^{\boldsymbol{\Theta}}, \boldsymbol{\alpha}^{\bullet}$ and $\boldsymbol{\eta}^{\bullet}$ are linked by the relation

$$
\begin{equation*}
\eta_{0}^{\dot{\bullet}}=\delta_{0}^{\Theta} \text { and } \eta_{k}^{\cdot}=\sum_{m=1}^{k} \delta_{m}^{\Theta} \sum_{k_{1}+\cdots+k_{m}=k} \alpha_{k_{1}}^{\cdot} \cdots \alpha_{k_{m}}^{\cdot} \in \mathbb{R}\left(\boldsymbol{\delta}^{\boldsymbol{\Theta}}\right) \text { for all } k \in\{1, \ldots, p\} \tag{15}
\end{equation*}
$$

if and only if

$$
P_{p}\left(z ; \boldsymbol{\boldsymbol { \eta } ^ { \bullet }}\right)=\mathfrak{p}_{p} \circ P_{p}\left(\cdot ; \boldsymbol{\delta}^{\boldsymbol{\otimes}}\right) \circ P_{p}\left(z ; \boldsymbol{\alpha}^{\bullet}\right) .
$$

### 4.2 Taylor and Faà di Bruno formulae

The Taylor formula is the main tool to go back and forth between the realm of analysis and the one of algebra.
The Faà di Bruno formula is a way to compute the higher order derivatives of the composition of two functions [27]. It is a useful tool to deal with power series [1, 28] and can be seen both from the points of view of analysis [30] or of algebra [20].
Proposition 2 (Faà di Bruno formula). Let $U, V$ be open subsets of $\mathbb{R}$. Let $f: U \rightarrow \mathbb{R}$ and $g: V \rightarrow U$ be two functions of class $\mathscr{C}^{p}$ for $p \geqslant 1$. Then $f \circ g$ is of class $\mathscr{C}^{p}(V, \mathbb{R})$ and ${ }^{2}$

$$
\begin{equation*}
\mathrm{D}^{\ell}(f \circ g)(x)=\ell!\sum_{m=1}^{\ell} \frac{\mathrm{D}^{m} f(g(x))}{m!} \sum_{k_{1}+\cdots+k_{m}=\ell} \frac{\mathrm{D}^{k_{1}} g(x)}{k_{1}!} \cdots \frac{\mathrm{D}^{k_{m}} g(x)}{k_{m}!} \tag{16}
\end{equation*}
$$

for $\ell=1, \ldots, p$ and $x \in V$.

[^2]Definition 2 (Formal Taylor series). Let $f$ be a function of class $\mathscr{C}^{p}(\mathbb{R}, \mathbb{R})$ for $p=1, \ldots,+\infty$. We set $\delta_{k}:=\mathrm{D}^{k} f(0) / k!, k=0, \ldots, p$ and $\boldsymbol{\delta}:=\left\{\delta_{k}\right\}_{k=0, \ldots, p}$. The Taylor series operator $\mathscr{T}_{p}$ is defined as

$$
\mathscr{T}_{p} f(x):=P_{p}(x ; \boldsymbol{\delta})=\sum_{k=0}^{p} \delta_{k} x^{k} \in \mathbb{R}[[x]]
$$

that is, it gives the Taylor series of $f$ around 0 . The formal Taylor series of $f$ is

$$
\begin{equation*}
\mathscr{T}_{p}^{\boldsymbol{\otimes}} f(z):=P_{p}\left(z ; \boldsymbol{\delta}^{\boldsymbol{\Theta}}\right)=\sum_{k=0}^{p} \delta_{k}^{\boldsymbol{\otimes}} z^{k} \in \mathbb{K}[[z]] \text { with } \mathbb{K}=\mathbb{R}\left[\boldsymbol{\delta}^{\boldsymbol{\otimes}}\right] \tag{17}
\end{equation*}
$$

If $e(z)=x$ for $f \in \mathscr{C}^{p+1}(\mathbb{R}, \mathbb{R})$,

$$
e\left(\mathscr{T}_{p}^{\otimes} f(z)\right)=\mathscr{T}_{p} f(x)=f(x)-R(x)
$$

with $|R(x)| \leqslant|x|^{p+1} \sup _{y \in[-x, x]}\left|\mathrm{D}^{p+1} f(y)\right| /(p+1)$ ! for any $x$ small enough.
A consequence of Lemma 1 and the Faà di Bruno formula is the following one.
Lemma 2. Let $p \in \mathbb{N}$, let $f, g$ and $h$ be three functions of class $\mathscr{C}^{p+1}$ such that $g(0)=0$ and $\mathscr{T}_{p} k(x)=e\left(\mathscr{T}_{p}^{\ominus} k(z)\right)$ for $k=f, g$, $h$ with $e(z)=x$. Then $\mathscr{T}_{p}^{\otimes} h=\mathfrak{p}_{p}\left(\mathscr{T}_{p}^{\otimes} f \circ \mathscr{T}_{p}^{\otimes} g\right)$ if and only if $\mathscr{T}_{p} h=\mathscr{T}_{p}(f \circ g)=\mathfrak{p}_{p}\left(\mathscr{T}_{p} f \circ \mathscr{T}_{p} g\right)$.

We end this section by relating the composition of analytic functions and their formal developments.

Notation 7. For $r>0$, we denote by $\mathscr{A}_{r}$ the class of analytic functions whose radius of convergence is at least $r$. We also set $B_{r}:=\{x \in \mathbb{R}| | x \mid<r\}$ the open ball of radius $r$.

Hypothesis 5. The functions $f, g, h$ satisfy $f \in \mathscr{A}_{r_{f}}, g \in \mathscr{A}_{r_{g}}, h \in \mathscr{A}_{r_{h}}$ with $g\left(B_{r_{g}}\right) \subset$ $B_{r_{f}}$, so that $f \circ g \in \mathscr{A}_{r_{g}}$.

Note that for an analytic function with a positive radius of convergence $r_{f}, f(x)=$ $\mathscr{T}_{\infty} f(x)$ whenever $|x|<r_{f}$.

Lemma 3. Let the same assumptions of Lemma 2, and let $f, g, h$ as in Hypothesis 5 . Then $\mathscr{T}_{\infty}^{\otimes} h=\mathscr{T}_{\infty}^{\otimes} f \circ \mathscr{T}_{\infty}^{\otimes} g$ if and only if $h=f \circ g$.

Remark 1. Let $p \in \mathbb{N}$ and $\boldsymbol{\delta}=\left\{\delta_{k}\right\}_{k=0}^{\infty} \subset \mathbb{R}$ such that $P_{\infty}(\cdot ; \boldsymbol{\delta}) \in \mathscr{A}_{r}$ for some $r>0$. Then $P_{p}(x ; \boldsymbol{\delta})=\mathfrak{p}_{p} P_{\infty}(x ; \boldsymbol{\delta})=\mathscr{T}_{p} P_{\infty}(x ; \boldsymbol{\delta})$ and $P_{p}(x ; \boldsymbol{\delta})=\mathscr{T}_{p} P_{p}(x ; \boldsymbol{\delta})$. In particular if $f \in \mathscr{A}_{r}$ for some $r>0$, then $\mathscr{T}_{p} f=\mathfrak{p}_{p} \mathscr{J}_{\infty} f=\mathscr{T}_{p} \mathscr{J}_{\infty} f$.

### 4.3 Constructing ( $\boldsymbol{\beta}, p$ )-related sequences

The goal of this section is, for $s \in \mathbf{S}$ fixed, to find a sequence $\boldsymbol{\alpha}(s)$ satisfying (7). The idea is to consider the coefficients $\alpha_{m}(s)^{\bullet}$ and $\{F\}_{m}(s)$ as dummy variables, then identify the coefficients $\alpha_{m}(s)^{\bullet}$ by the dummy version of Eq. (7), and finally transfer them back to their numerical values.

Definition 3 ( $(\boldsymbol{\beta}, p)$-related sequences). Let $p$ and $\boldsymbol{\beta}$ as in Hypothesis 2. Let $\boldsymbol{\delta}=\left\{\delta_{k}\right\}_{k=0, \ldots, p}$ and $\boldsymbol{\alpha}=\left\{\alpha_{k}\right\}_{k=0, \ldots, p}$. We say that $\boldsymbol{\alpha}$ is $(\boldsymbol{\beta}, p)$-related to $\boldsymbol{\delta}$ if there exist $\alpha_{k}^{\boldsymbol{\bullet}}, k=0, \ldots, p$ which are rational functions in $\mathbb{K}:=\mathbb{R}\left(\boldsymbol{\delta}^{\boldsymbol{\Theta}}\right)$ such that
(i) For $k=0, \ldots, p, \alpha_{k}=e\left(\alpha_{k}^{\bullet}\right)$ with $\alpha_{0}^{\bullet}=0$.
(ii) $\operatorname{In} \mathbb{K}\left[\left[z, z^{-1}\right]\right]$,

$$
\begin{equation*}
\delta_{0}^{\boldsymbol{\Theta}} z^{-\beta_{0}}+\sum_{m=1}^{p} \delta_{m}^{\boldsymbol{\Theta}} \sum_{k_{1}+\cdots+k_{m}<\gamma_{m}} \alpha_{k_{1}}^{\bullet} \cdots \alpha_{k_{m}}^{\bullet} z^{\sum_{n=1}^{m} k_{n}-\beta_{m}}=0 \tag{18}
\end{equation*}
$$

with $\gamma_{m}$ defined by (6), meaning that all the coefficients in $\mathbb{K}$ vanish for each of the powers of $z$.

Remark 2. If $\boldsymbol{\alpha}$ is a $(\boldsymbol{\beta}, p)$-related sequence to $\boldsymbol{\delta}$, then $\boldsymbol{\alpha}$ it is also $\left(\boldsymbol{\beta}^{\prime}, p\right)$-related sequence to $\boldsymbol{\delta}$ for $\boldsymbol{\beta}^{\prime}=\left\{\beta_{k}+\gamma\right\}_{k=0, \ldots, p+1}$ for any $\gamma \in \mathbb{Z}$.
Remark 3. If $\boldsymbol{\alpha}$ is a $(\boldsymbol{\beta}, p)$-related sequence to $\boldsymbol{\delta}$, then $\boldsymbol{\alpha}$ it is also $(\boldsymbol{\beta}, p)$-related sequence to $\boldsymbol{\delta}_{\lambda}$ for $\boldsymbol{\delta}_{\lambda}=\left\{\lambda \delta_{k}\right\}_{k=0, \ldots, p}$ for any $\lambda \in \mathbb{R}$.

Example 1 (Non-existence/non-uniqueness). We consider $p=2, \beta_{0}=0, \beta_{1}=1$, $\beta_{2}=2$ and $\beta_{3} \in\{1,2\}$. Then $\gamma_{m}=1+\beta_{m}$ for $m=1,2$. Eq. (18) becomes

$$
\delta_{0}^{\boldsymbol{\Theta}}+\delta_{1}^{\boldsymbol{\Theta}} \alpha_{1}^{\boldsymbol{\theta}}+\delta_{2}^{\boldsymbol{\Theta}}\left(\alpha_{1}^{\boldsymbol{\Theta}}\right)^{2}=0
$$

The possibility to find $\alpha_{1}^{\boldsymbol{\theta}} \in \mathbb{R}$ depends on the relative values of $\boldsymbol{\delta}$. Even if we are able to do so, we are free to choose $\alpha_{2}^{\boldsymbol{\theta}}$ and the choice of $\boldsymbol{\alpha}$ which is $((0,1,2), 2)$-related to $\boldsymbol{\delta}$ is not unique.

Example 2 (Non-existence/non-uniqueness). We consider $p=2, \boldsymbol{\beta}=(0,1,1,2)$. If $\delta_{2}^{\Theta} \neq 0$, then $\gamma_{m}=1+\beta_{m}$ for $m=1,2$. Eq. (18) becomes

$$
\delta_{0}^{\Theta}+\delta_{1}^{\Theta} \alpha_{1}^{\Theta}+\delta_{2}^{\Theta}\left(\alpha_{1}^{\boldsymbol{\Theta}}\right)^{2} z=0,
$$

so that this could not be solved unless $\delta_{0}^{\otimes}=0$ and $\alpha_{1}^{\Theta}=0$. In the latter case, we are free to choose $\alpha_{2}^{\Theta}$.

The next lemma relates the definition above to the assumption (i) in Theorem 1 .

Lemma 4. Let $F \in \mathscr{C}^{p}(\Theta, \mathbb{R})^{\mathbf{S}}$ such that $\{F\}_{1} \neq 0$, and fix $s \in \mathbf{S}$. Let $\boldsymbol{\alpha}(s)$ be a $(\boldsymbol{\beta}, p)$-related sequence to $\boldsymbol{\delta}^{F}(s)$. Define the evaluation map so that $e(z)=\varphi(s)$. Then $\boldsymbol{\alpha}(s)$ satisfies (7).

We study below two examples of $\boldsymbol{\beta}$ for which $\boldsymbol{\alpha}$ is unique when using Definition 3 However, given a sequence $\boldsymbol{\alpha}(s)$ satisfying (7), it is possible to change $\alpha_{1}(s)$ by a term of order $\varphi(s)$ so that (7) is still satisfied. Therefore, there are an infinite number of solutions to (7). Our construction is a way to impose a unique choice of $\boldsymbol{\alpha}(s)$ satisfying (7) obtaining (9) and (10).

### 4.4 Scrambling operator

We provide here an alternative formulation of equation (18) of Definition 3 .
Definition 4 (Scrambling operator). Given $P_{p}(z ; \boldsymbol{\delta})=\sum_{k=0}^{p} \delta_{k} z^{k} \in \mathbb{K}[[z]]$ and $\boldsymbol{\beta} \in$ $\mathbb{R}^{p+1}$, the scrambling operator is

$$
\mathfrak{s}_{\boldsymbol{\beta}}\left(P_{p}(z ; \boldsymbol{\delta})\right):=\sum_{k=0}^{p} \delta_{k} z^{k-\beta_{k}} \in \mathbb{K}\left[\left[z, z^{-1}\right]\right] .
$$

With Definition 4, Notation 5 and Notation 6, (18) is equivalent to

$$
\begin{equation*}
\mathfrak{s}_{\boldsymbol{\beta}} \circ \mathfrak{p}_{p} \circ P_{p}\left(\cdot ; \boldsymbol{\delta}^{\boldsymbol{\otimes}}\right) \circ P_{p}\left(z ; \boldsymbol{\alpha}^{\bullet}\right)=0 \text { with } \alpha_{0}^{\bullet}=0 . \tag{19}
\end{equation*}
$$

Under the assumptions of Lemma 4, (18) (and so (19)) rewrites

$$
\begin{equation*}
\mathfrak{s}_{\boldsymbol{\beta}} \circ \mathfrak{p}_{p} \circ \mathscr{T}_{p}^{\boldsymbol{\otimes}} F\left(s, P_{p}\left(z ; \boldsymbol{\alpha}(s)^{\bullet}\right)\right)=0 \text { in } \mathbb{R}\left(\delta^{\boldsymbol{\otimes}}(s)\right)\left[\left[z, z^{-1}\right]\right] . \tag{20}
\end{equation*}
$$

We now study $(\boldsymbol{\beta}, p)$-related sequences for some particular choices of $\boldsymbol{\beta}$, which are fitted for statistical applications.

### 4.5 The case "zig-zag"

Our first case of interest is $\boldsymbol{\beta}^{\boldsymbol{N}}=(1,2,1,2, \ldots)$. Its statistical usefulness is justified below in Section 6.3. Eq. (18) becomes

$$
\begin{aligned}
& \delta_{0}^{\boldsymbol{\Theta}} z+\sum_{\substack{m \geqslant 0 \\
2 m+1 \leqslant p}} \delta_{2 m+1}^{\boldsymbol{\Theta}} \sum_{k_{1}+\cdots+k_{2 m+1} \leqslant p} \alpha_{k_{1}}^{\cdot} \cdots \alpha_{k_{2 m+1}}^{\cdot} z^{k_{1}+\cdots+k_{2 m+1}} \\
&+\sum_{\substack{m \geqslant 1 \\
2 m \leqslant p}} \delta_{2 m}^{\boldsymbol{\Theta}} \sum_{k_{1}+\cdots+k_{2 m}<p} \alpha_{k_{1}}^{\cdot} \cdots \alpha_{k_{2 m}} z^{k_{1}+\cdots+k_{2 m}+1}=0 .
\end{aligned}
$$

And it can be rewritten using the scrambling operator, which in this case is

$$
\mathfrak{s}_{\beta} \mathcal{N}\left(\sum_{k=0}^{+\infty} \delta_{k}^{\boldsymbol{\Theta}} z^{k}\right)=\frac{1}{z^{2}}\left(\sum_{k=0}^{+\infty} \delta_{2 k+1}^{\Theta} z^{2 k+1}+z \sum_{k=0}^{+\infty} \delta_{2 k}^{\boldsymbol{\Theta}} z^{2 k}\right)
$$

Lemma 5. Assume that $\delta_{1}=-1$. Then $\boldsymbol{\alpha}$ is $\left(\boldsymbol{\beta}^{\wedge}, p\right)$-related to $\boldsymbol{\delta}$ if and only if $\alpha_{1}^{\bullet}=\delta_{0}^{\boldsymbol{\otimes}}, \alpha_{2 q}^{\bullet}=0$ for $2 q \leqslant p$ and

$$
\alpha_{2 q+1}^{\cdot}=\sum_{\substack{m=2 \\ m \text { even }}}^{2 q} \delta_{m}^{\bullet} \sum_{k_{1}+\cdots+k_{m}=2 q} \alpha_{k_{1}}^{\cdot} \cdots \alpha_{k_{m}}^{\cdot}+\sum_{\substack{m=3 \\ m \text { odd }}}^{2 q+1} \delta_{m}^{\Theta} \sum_{k_{1}+\cdots+k_{m}=2 q+1} \alpha_{k_{1}}^{\cdot} \cdots \alpha_{k_{m}}^{\cdot}
$$

for $2 q+1 \leqslant p$. In particular, there exists one and only one sequence $\boldsymbol{\alpha}$ which is $\left(\boldsymbol{\beta}^{\boldsymbol{\wedge}}, p\right)$-related to $\boldsymbol{\delta}$.

Lemma 4 and Lemma 5 prove (10).
Remark 4. If $\boldsymbol{\alpha}$ is $\left(\boldsymbol{\beta}^{\boldsymbol{\wedge}}, \infty\right)$-related to $\boldsymbol{\delta}$, then $\left\{\alpha_{k}\right\}_{k=0}^{p}$ is $\left(\boldsymbol{\beta}^{\boldsymbol{\wedge}}, p\right)$-related to $\left\{\delta_{k}\right\}_{k=0}^{p}$.
Lemma 6. We consider a sequence $\boldsymbol{\alpha}$ which is $\left(\boldsymbol{\beta}^{\boldsymbol{\wedge}},+\infty\right)$-related to $\boldsymbol{\delta}$. Let $p \in$ $\{1,2, \ldots, \infty\}$. We set

$$
f_{\text {odd }}(x):=\sum_{\substack{k \geqslant 0 \\ 2 k+1 \leqslant p}} \delta_{2 k+1} x^{2 k+1} \quad \text { and } \quad f_{\text {even }}(x):=\sum_{\substack{k \geqslant 1 \\ 2 m \leqslant p}} \delta_{2 k} x^{2 k}
$$

and $g(x):=P_{p}(x ; \boldsymbol{\alpha})$. Assume in addition that $f_{\text {odd }}, f_{\text {even }} \in \mathscr{A}_{r_{f}}$ and $g \in \mathscr{A}_{r_{g}}$ with $g\left(B_{r_{g}}\right) \subset B_{r_{f}}$ (necessary if $\left.p=\infty\right)$. Then

$$
\begin{equation*}
\mathscr{T}_{p}\left(f_{\text {odd }}(g(x))+x f_{\text {even }}(g(x))\right)=-\delta_{0} x \text { for } x \in B_{r_{f}} . \tag{21}
\end{equation*}
$$

Besides, if $\delta_{0} \delta_{1} \neq 0$, then there exists an analytic function $h$ that solves (21) (with $h$ instead of $g$ ) and therefore $\alpha_{k}:=\mathrm{D}^{k} h(0) / k$ ! for any $k \geqslant 1$.

Proof. We restrict to the case $p=\infty$, see Remark 4. Let us introduce a new parameter $\nu$ and we define

$$
\check{f}(x, \nu):=f_{\text {odd }}(x)+\nu f_{\text {even }}(x)
$$

and the analogous $\check{f}^{\oplus}(z, \nu)$ with $\delta^{\otimes}$ and $g^{\otimes}(z):=P_{\infty}\left(z ; \alpha^{\bullet}\right)$. As in Lemma 1, if $\boldsymbol{\alpha}^{\bullet}, \boldsymbol{\gamma}^{\bullet} \in \mathbb{R}\left(\boldsymbol{\delta}^{\boldsymbol{\Theta}}\right)$ and $\boldsymbol{\delta}^{\boldsymbol{\Theta}}$ are linked by the relation

$$
\begin{align*}
& \sum_{m \geqslant 0} \delta_{2 m+1}^{\otimes} \sum_{k_{1}, \ldots, k_{2 m+1} \geqslant 0} \alpha_{k_{1}}^{\bullet} \cdots \alpha_{k_{2 m+1}}^{\bullet_{2}} z^{k_{1}+\cdots+k_{2 m+1}} \\
& +\nu^{\ominus} \sum_{m \geqslant 1} \delta_{2 m}^{\oplus} \sum_{k_{1}, \ldots, k_{2 m} \geqslant 0} \alpha_{k_{1}}^{\bullet} \cdots \alpha_{k_{2 m}}^{\dot{R}^{\prime}} z^{k_{1}+\cdots+k_{2 m}} \\
& =\sum_{m \geqslant 0} \boldsymbol{\gamma}_{2 m+1}^{\bullet} z^{2 m+1}+\nu^{\otimes} \sum_{m \geqslant 1} \hat{\gamma}_{2 m}^{\bullet} z^{2 m} \tag{22}
\end{align*}
$$

in $\mathbb{R}\left(\delta^{\ominus}\right)\left[\left[z, \nu^{\ominus}\right]\right]$ for some indeterminate $\nu^{\ominus}$, then

$$
\check{f}^{\otimes}\left(g^{\otimes}(x), \nu^{\otimes}\right)=\sum_{m \geqslant 0} \gamma_{2 m+1}^{\bullet} x^{2 m+1}+\nu^{\ominus} \sum_{m \geqslant 1} \gamma_{2 m}^{\bullet} x^{2 m}
$$

If $\boldsymbol{\alpha}$ is $\left(\boldsymbol{\beta}^{\boldsymbol{\wedge}},+\infty\right)$-related to $\boldsymbol{\delta}$, then (22) holds for $\nu^{\boldsymbol{\theta}}=z, \gamma_{k}=0$ for $k=0,2,3, \ldots$ and $\gamma_{1}=-\delta_{0}$ with $\gamma_{k}:=e\left(\gamma^{\bullet}\right)$. This proves (21).

We set $q(y, x)=\delta_{0} x+\check{f}(y, x)$. If $\delta_{1} \neq 0$, then $D_{y} q(y, 0) \neq 0$. From the analytic implicit function theorem (see e.g., [1]), there exists a unique analytic function $h$ defined in a neighborhood of 0 such that $q(h(x), x)=0$, meaning that $h$ solves $f_{\text {odd }}(h(x))+x f_{\text {even }}(h(x))=-\delta_{0} x$ and so (21). By uniqueness in a neighborhood of $0, h=g$.

### 4.6 The case "up-flat"

We consider the case $\boldsymbol{\beta}^{\boldsymbol{-}}=(1,2, \ldots, 2)$, which we call the case "up-flat". With Remark 2, (18) in the definition of $\left(\boldsymbol{\beta}^{\boldsymbol{-}}, p\right)$-related sequences (Definition 3) can be replaced by

$$
\begin{equation*}
\delta_{0}^{\boldsymbol{\Theta}} z+\sum_{m=1}^{p} \delta_{m}^{\boldsymbol{\Theta}} \sum_{k_{1}+\cdots+k_{m} \leqslant p} \alpha_{k_{1}}^{\bullet} \cdots \alpha_{k_{m}} z^{k_{1}+\cdots+k_{m}}=0 . \tag{23}
\end{equation*}
$$

We now give an explicit, recursively computable expressions for the $\alpha_{k}$ 's from the $\delta_{k}$. Other ways to express the $\alpha_{k}$ 's are possible, for example using Bell polynomials. See also [13, 43] for considerations on the efficiency of numerical implementations.

Lemma 7. Assume that $\delta_{1} \neq 0$. Then $\boldsymbol{\alpha}$ is $\left(\boldsymbol{\beta}^{-}, p\right)$-related to $\boldsymbol{\delta}$ if and only if

$$
\begin{equation*}
\alpha_{1}^{\dot{\bullet}}=\frac{-\delta_{0}^{\boldsymbol{\Theta}}}{\delta_{1}^{\boldsymbol{\Theta}}} \text { and } \alpha_{q}^{\cdot}=-\sum_{m=2}^{q} \frac{\delta_{m}^{\boldsymbol{\Theta}}}{\delta_{1}^{\boldsymbol{\Theta}}} \sum_{k_{1}+\cdots+k_{m}=q} \alpha_{k_{1}}^{\cdot} \cdots \alpha_{k_{m}}^{\cdot} \text { for } 2 \leqslant q \leqslant p \text {. } \tag{24}
\end{equation*}
$$

In particular, there exists one and only one sequence $\boldsymbol{\alpha}$ which is $\left(\boldsymbol{\beta}^{-}, p\right)$-related to $\boldsymbol{\delta}$. Besides, each of the $\alpha_{q}^{\bullet}$ is a polynomial expression in $\delta_{m}^{\boldsymbol{\otimes}}, m=0, \ldots, q$ whose term in $\delta_{0}^{\otimes}$ has degree $q$.

Proof. We rewrite (23) as

$$
\begin{equation*}
\delta_{0}^{\boldsymbol{\Theta}} z+\sum_{q=1}^{p} \sum_{m=1}^{p} \delta_{m}^{\boldsymbol{\otimes}}\left(\sum_{k_{1}+\cdots+k_{m}=q} \alpha_{k_{1}}^{\bullet} \cdots \alpha_{k_{m}}^{\cdot}\right) z^{q}=0 . \tag{25}
\end{equation*}
$$

We identify $\alpha_{k}^{\bullet}$ 's according to the power of $z$. In particular, $\delta_{0}^{\boldsymbol{Q}}+\delta_{1}^{\boldsymbol{\otimes}} \alpha_{1}^{\boldsymbol{\bullet}}=0$ so that $\alpha_{1}^{\boldsymbol{\bullet}}=-\delta_{0}^{\boldsymbol{\theta}} / \delta_{1}^{\boldsymbol{\theta}}$. Since $\alpha_{0}^{\boldsymbol{\theta}}=0$, for $2 \leqslant q \leqslant p$,

$$
0=\sum_{m=1}^{p} \delta_{m}^{\Theta} \sum_{k_{1}+\cdots+k_{m}=q} \alpha_{k_{1}}^{\cdot} \cdots \alpha_{k_{m}}^{\cdot}=\delta_{1}^{\bullet} \alpha_{q}^{\bullet}+\sum_{m=2}^{q} \delta_{m}^{\Theta} \sum_{\substack{\leqslant k_{1}, \ldots, k_{m}<q \\ k_{1}+\cdots+k_{m}=q}} \alpha_{k_{1}}^{\cdot} \cdots \alpha_{k_{m}}^{\cdot} .
$$

This proves that a $\left(\boldsymbol{\beta}^{-}, p\right)$-related sequence may be constructed for any $\boldsymbol{\delta}$ with $\delta_{1} \neq 0$. The converse is proved by the same argument of identifying the coefficients in the power of $z$.
The form of the expression and the degree of the term $\delta_{0}^{\theta}$ is proved by a direct induction.

Lemma 4 and Lemma 7 prove (9).
We now consider an alternative way to compute the coefficients in terms of the inverse of an analytic function. Let us consider the scrambling operator and (19), which was an alternative expression to (18), in this case becomes the following alternative expression to (23):

$$
0=\mathfrak{s}_{\beta^{\prime}} \sim_{-2} \circ \mathfrak{p}_{p} \circ P_{p}\left(\cdot ; \boldsymbol{\delta}^{\boldsymbol{\Theta}}\right) \circ P_{p}(z ; \boldsymbol{\alpha} \boldsymbol{\bullet})=\mathfrak{p}_{p} \circ P_{p}\left(\cdot ; \boldsymbol{\delta}^{\boldsymbol{\Theta}}\right) \circ P_{p}\left(z ; \boldsymbol{\alpha}^{\bullet}\right)-\delta_{0}^{\Theta}+\delta_{0}^{\boldsymbol{\Theta}} z .
$$

Therefore, (18) in Definition 3 (represented here by (23)) can be replaced by

$$
\begin{equation*}
\mathfrak{p}_{p} \circ f^{\boldsymbol{\bullet}} \circ P_{p}\left(z ; \boldsymbol{\alpha}^{\bullet}\right)=-\delta_{0}^{\boldsymbol{\Theta}} z \tag{26}
\end{equation*}
$$

with $f^{\otimes}(z):=P_{p}\left(z ; \boldsymbol{\delta}^{\boldsymbol{\otimes}}\right)-\delta_{0}^{\boldsymbol{\otimes}}=\sum_{k=1}^{p} \delta_{k}^{\boldsymbol{\otimes}} z^{k}$.
Remark 5. To prove the equivalence of (23) and (26) we could also use Lemma 1, if $p \in \mathbb{N}$. Indeed (23) is equivalent to 15$)$ in Lemma 1 with $\eta_{0}=\delta_{0}, \eta_{1}=-\delta_{0}$ and $\eta_{k}=0$ for $k \geqslant 2$ (let us recall that $\alpha_{0}=0$ by definition).

We then see that to get $\boldsymbol{\alpha}$, we compute the compositional inverse of a power series. Hence, our problem is related to the Lagrange inversion formula [22]. Another consequence is that one may look at other ways than series expansions to compute approximations of the root, for example using continued fractions or close form expressions.

The next lemma, Lemma 8, ensures that identifying the inverse of a function constructed as a series/polynomial of coefficients $\delta_{k}$ 's yields the coefficients $\alpha_{k}$ 's.
Lemma 8. Let $p \in\{1,2, \ldots, \infty\}$, $\boldsymbol{\alpha}$ be $\left(\boldsymbol{\beta}^{\boldsymbol{}}, p\right)$-related to $\boldsymbol{\delta}$, and $f(x):=\sum_{k=1}^{p} \delta_{k} x^{k}=$ $P_{p}(x ; \boldsymbol{\delta})-\delta_{0}$ and $g(x):=P_{p}(x ; \boldsymbol{\alpha})$. If $p=\infty$, assume in addition Hypothesis 5 . Recall that $g(0)=0$. Then

$$
\mathscr{T}_{p}(f \circ g(x))=\mathfrak{p}_{p}(f \circ g(x))=-\delta_{0} x .
$$

If in addition $\delta_{0} \neq 0$ and $\delta_{1} \neq 0$ then $f$ is invertible on an open neighborhood of 0 and

$$
\alpha_{k}=\left(-\delta_{0}\right)^{k} \mathrm{D}^{k} f^{-1}(0) / k!\quad \text { for any } k \geqslant 1 .
$$

Proof. The first part is a direct consequence of the combination of dummizationevaluation, Eq. (26) (see Lemmas 2-3). The second part of the statement follows from the Inverse Function Theorem for analytic functions [1] which one may applies when $\delta_{1}=\mathrm{D} f(0) \neq 0$. The proof is completed, by uniqueness shown in Lemma 7

The next corollary follows from the fact that $\mathscr{T}_{p}(f \circ g)=\mathfrak{p}_{p}\left(\mathscr{T}_{p} f \circ \mathscr{T}_{p} g\right)$.
Corollary 1. Let $p \in\{1,2, \ldots, \infty\}$, $\boldsymbol{\alpha}$ be $\left(\boldsymbol{\beta}^{-}, p\right)$-related to $\boldsymbol{\delta}$, and let $f, g$ functions of class $\mathscr{C}^{p}$ (if $p=\infty$, assume in addition Hypothesis (5) such that $\mathscr{T}_{p} f(x)=$ $\sum_{k=1}^{p} \delta_{k} x^{k}=P_{p}(x ; \boldsymbol{\delta})-\delta_{0}$ and $\mathscr{T}_{p} g(x)=P_{p}(x ; \boldsymbol{\alpha})$. Then

$$
\mathscr{T}_{p}(f \circ g(x))=-\delta_{0} x .
$$

Remark 6. Let $p \neq \infty$. If $\boldsymbol{\alpha}$ is $\left(\boldsymbol{\beta}^{-}, \infty\right)$-related to $\boldsymbol{\delta}$, then $\left\{\alpha_{k}\right\}_{k=0}^{p}$ is $\left(\boldsymbol{\beta}^{-}, p\right)$-related to $\left\{\delta_{k}\right\}_{k=0}^{p}$.

The above remark ensures that we can take always $p=+\infty$. For instance taking $\delta_{k}=0$ for $k$ above a given threshold, say $p$, and we associate with $\boldsymbol{\delta}$ an infinite sequence $\boldsymbol{\alpha}$.

Example 3. Let $\delta_{k}=(-1)^{k} / \theta^{k-1}$ (resp. $\delta_{k}=1 / \theta^{k-1}$ ) for $k \geqslant 1$ and some $\theta \in \mathbb{R}$. Then for $|x|<|\theta|$,

$$
f(x):=\sum_{k=1}^{\infty} \delta_{k} x^{k}=-\frac{\theta x}{\theta+x} \quad\left(\text { resp. } f(x)=\frac{\theta x}{\theta-x}\right)
$$

Since $f^{-1}(x)=f(x)$ (resp. $f^{-1}(x)=-f(-x)=\frac{\theta x}{\theta+x}$ ) then $\alpha_{k}=\frac{\delta_{0}^{k}}{\theta^{k-1}}$ (resp. $\alpha_{k}=$ $-\frac{\delta_{0}^{k}}{\theta^{k-1}}$ ) for $k \geqslant 1$.

Example 4. Let $\psi$ be an analytic function around 0 with $\psi^{\prime}(0) \neq 0$ (so that $\psi$ is invertible around 0 ) and set

$$
\delta_{k}:=-\frac{1}{k!} \frac{\mathrm{D}^{k} \psi(0)}{\psi^{\prime}(0)} \text { for } k \geqslant 1
$$

as well as

$$
f(z):=\sum_{k \geqslant 1} \delta_{k} z^{k}=\sum_{k \geqslant 1} \frac{-1}{k!} \frac{\mathrm{D}^{k} \psi(0)}{\psi^{\prime}(0)} z^{k}=\frac{\psi(0)-\psi(z)}{\psi^{\prime}(0)} .
$$

Then $f^{-1}(z)=\psi^{-1}\left(\psi(0)-z \psi^{\prime}(0)\right)$. By Faà di Bruno formula (16) $D^{k} f^{-1}(z)=$ $\mathrm{D}^{k} \psi^{-1}\left(\psi(0)-z \psi^{\prime}(0)\right) \psi^{\prime}(0)^{k}$ and

$$
\alpha_{k}=\frac{\left(-\psi^{\prime}(0) \delta_{0}\right)^{k} \mathrm{D}^{k} \psi^{-1}(\psi(0))}{k!}=\frac{\psi(0)^{k} \mathrm{D}^{k} \psi^{-1}(\psi(0))}{k!} .
$$

We now give a non trivial example.
Example 5. Consider $\theta \notin\{0,1\}$. Let us assume that $\delta_{1}=-1$ and $\delta_{k}=(-\theta)^{k}$, $k \geqslant 2$. Then for $|z|<1 /|\theta|$,

$$
f(z)=-z+\sum_{k \geqslant 2}(-\theta)^{k} z^{k}=\frac{1}{1+\theta z}-1+(\theta-1) z
$$

To compute the inverse $f^{-1}$, we are looking for the solution $h(z)$ to the quadratic equation

$$
\frac{1}{1+\theta h(z)}+(\theta-1) h(z)=1-z, \text { for any } z \text { small enough. }
$$

We assume $\theta \in(0,1)$. The possible solutions are

$$
h_{ \pm}(z)=\frac{1-\theta z \pm \sqrt{\theta^{2} z^{2}-4 \theta^{2} z+2 \theta z+1}}{2 \theta(\theta-1)},
$$

where the quantity in the square root is always positive. But $f(0)=0$ hence $f^{-1}=h_{-}$. One could then check that $h_{-}$has the same series expansion in $z$ as the one in Lemma 7. It is also possible to express $h_{-}$using a continued fraction.

Corollary 2. Let $r>0$ and let $\left\{f_{n}\right\}_{n}$ be a sequence of functions in $\mathscr{A}_{r}$ and $f \in \mathscr{A}_{r}$ be such that $f_{n}$ converge uniformly to $f$. Then $\delta_{k}^{n}:=\mathrm{D}^{k} f_{n}(0) / k!$ converges to $\delta_{k}$ for any $k \geqslant 1$. Besides, if $\delta_{1} \neq 0$, then for $n$ large enough, the corresponding sequence $\boldsymbol{\alpha}^{n}$ which is $\left(\boldsymbol{\beta}^{-},+\infty\right)$-related to $\boldsymbol{\delta}^{n}=\left\{\delta_{k}^{n}\right\}_{k \geqslant 0}$ converges to $\boldsymbol{\alpha}$, the sequence which is $\left(\boldsymbol{\beta}^{-},+\infty\right)$-related to $\boldsymbol{\delta}=\left\{\delta_{k}\right\}_{k \geqslant 0}$.

## $4.7 \quad(\boldsymbol{\beta}, p)$-related sequences in the context of Theorem 1

We have already seen in Lemma 4 how to derive a sequence $\boldsymbol{\alpha}(s)$ satisfying (7): by finding a $(\boldsymbol{\beta}, p)$-related sequence to $\boldsymbol{\delta}^{F}(s)$. Hence, when $\boldsymbol{\beta}=\boldsymbol{\beta}^{\boldsymbol{\sim}}$ (resp. $\boldsymbol{\beta}=\boldsymbol{\beta}^{\mathcal{\wedge}}$ ), Lemma 7 (resp. Lemma 5) provides a recursive expression of the desired sequence that we have given in (9) (resp. (10p). We now apply Lemma 8 to provide a different expression in the case $\boldsymbol{\beta}=\boldsymbol{\beta}^{\boldsymbol{-}}$ in this context.

Proposition 3. Let $F$ be a function of class $\mathscr{C}^{p+1}(\Theta, \mathbb{R})^{\mathbf{S}}$. Take $\theta_{0} \in \Theta$ and consider Notation 4. Assume that Hypotheses (ii) (iv) of Theorem 1 holds, so that in particular, $F(s, \cdot)$ is invertible around $\theta_{0}$. Define

$$
\mathscr{E}_{\theta_{0}} F(s, x):=F^{-1}\left(s, F\left(s, \theta_{0}\right)\left(1-\frac{x}{\varphi(s)}\right)\right)-\theta_{0}
$$

Let $\alpha_{0}:=0$ and $\alpha_{k}$ be the $k$-th Taylor coefficient of $\mathscr{E}_{\theta_{0}} F(s, \cdot)$ for $k \geqslant 1$, that is

$$
\alpha_{k}(s):=\frac{\mathrm{D}^{k} \mathscr{E}_{\theta_{0}} F(s, 0)}{k!}=\frac{\mathrm{D}^{k} F^{-1}\left(s, F\left(s, \theta_{0}\right)\right)}{k!}\left(-\frac{\{F\}_{0}(s)}{\{F\}_{1}(s)} \mathrm{D} F\left(s, \theta_{0}\right)\right)^{k} .
$$

Then $\left\{\alpha_{k}(s)\right\}_{k=0}^{p}$ is $\left(\boldsymbol{\beta}^{-}, p\right)$-related to $\boldsymbol{\delta}^{F}(s)$, it satisfies equation (7) (i.e. Item (i) of Theorem 1), and

$$
\begin{aligned}
\theta(s) & =\theta_{0}+\mathscr{E}_{\theta_{0}} F(s, \varphi(s)) \\
& =\theta_{0}+\mathscr{T}_{p} \mathscr{E}_{\theta_{0}} F(s, \varphi(s))+\mathrm{O}\left(\varphi(s)^{p+1}\right)=\theta_{0}+\sum_{k=1}^{p} \alpha_{k}(s) \varphi(s)^{k}+\mathrm{O}\left(\varphi(s)^{p+1}\right) .
\end{aligned}
$$

Proof. By construction, for any $x$ small enough,

$$
\begin{equation*}
\frac{F\left(s, \theta_{0}+\mathscr{E}_{\theta_{0}} F(s, x)\right)-F\left(s, \theta_{0}\right)}{\mathrm{D} F\left(s, \theta_{0}\right)}=\frac{-F\left(s, \theta_{0}\right)}{\mathrm{D} F\left(s, \theta_{0}\right)} \frac{x}{\varphi(s)} . \tag{27}
\end{equation*}
$$

In particular, $\mathscr{E}_{\theta_{0}} F(s, 0)=0$ and $F\left(s, \theta_{0}+\mathscr{E}_{\theta_{0}} F(s, \varphi(s))\right)=0$ so that the root $\theta(s)$ to $F(s, \theta)=0$ is $\theta(s)=\theta_{0}+\mathscr{E}_{\theta_{0}} F(s, \varphi(s))$.
We set $\left\{\delta_{k}\right\}_{k}:=\boldsymbol{\delta}$. Then, inspired by Example 4, we set

$$
\psi(s, z)=\frac{F\left(s, \theta_{0}\right)-F\left(s, \theta_{0}+z\right)}{\mathrm{D} F\left(s, \theta_{0}\right)}
$$

Hence $\mathscr{T}_{p} \psi(s, z)=\sum_{k=1}^{p} \delta_{k}(s) z^{k}$ which is analytic. From (27),

$$
\psi\left(s, \mathscr{E}_{\theta_{0}} F(s, x)\right)=-\delta_{0}(s) x
$$

Note that

$$
\mathfrak{p}_{p}\left(\mathscr{T}_{p} \psi\left(s, \mathscr{J}_{p} \mathscr{E}_{\theta_{0}} F(s, x)\right)\right)=\psi\left(s, \mathscr{E}_{\theta_{0}} F(s, x)\right)=-\delta_{0}(s) x .
$$

This ensures by Eq. $(26)$, together with Lemmas $2+3$, that the coefficients $\boldsymbol{\alpha}(s)$ of the Taylor expansion of $\mathscr{\mathscr { E }}_{\theta_{0}} F(s, \cdot)$ around 0 are $\left(\boldsymbol{\beta}^{-}, p\right)$-related to $\boldsymbol{\delta}^{F}(s)$. Hypothesis (i) is satisfied, so that the conclusion of Theorem 1 holds.

### 4.8 Perturbation of the roots and $(\boldsymbol{\beta}, p)$-related sequences

Let $\boldsymbol{\beta} \in\left\{\boldsymbol{\beta}^{\boldsymbol{\sim}}, \boldsymbol{\beta}^{\boldsymbol{\sim}}\right\}$. Let $\Lambda: \mathbf{S} \rightarrow \mathbb{R}$ and set $\{\Lambda\}_{0}(s):=\varphi(s)^{\beta_{0}} \Lambda(s)$. Let us consider solving

$$
F\left(s, \theta_{\Lambda}(s)\right)=\Lambda(s) .
$$

We define

$$
\left\{F_{\Lambda}\right\}_{k}(s):= \begin{cases}\{F\}_{0}(s)-\{\Lambda\}_{0}(s) & \text { for } k=0 \\ \{F\}_{k}(s) & \text { for } k>0\end{cases}
$$

as well as the corresponding $\delta_{\Lambda k}(s)$ and $\alpha_{\Lambda k}(s)$.
Proposition 4. For each $k \geqslant 1$, the coefficients $\alpha_{\Lambda k}(s)$ are polynomial expressions in $\{F\}_{\ell}(s) /\{F\}_{1}(s), \ell \leqslant k$ and $\{\Lambda\}_{0}(s) /\{F\}_{1}(s)$. Moreover, if $\{\Lambda\}_{0} /\{F\}_{1}$ converges to 0 with $s$ and provided that $\alpha_{k}$ converges, then $\alpha_{\Lambda_{k}}$ and $\alpha_{k}$ have the same limit for each $k \geqslant 0$.

Proof. The proof is immediate once it has been noticed by $\delta_{\Lambda k}=\delta_{k}$ for $k>1$ and $\delta_{\Lambda 0}=\delta_{0}-\{\Lambda\}_{0}$. The expression of $\alpha_{\Lambda k}(s)$ in terms of $\{F\}_{\ell}(s) /\{F\}_{1}(s)$ and $\Lambda(s) /\{F\}_{1}(s)$ are obtained by the Newton formula.

## 5 Reparametrization and Changes of scale

### 5.1 Reparametrization through changes of variables

In the context of statistical estimation, it is sometimes convenient to perform some change of variable on the space of parameters.

Let us consider a one-to-one map $\Phi$ from the space of parameters $\Theta$ to the space $\Theta^{\dagger}$ with inverse $\Psi$. We assume that $\Phi \in \mathscr{C}^{p+1}$. For the sake of simplicity, we assume that 0 belongs to the interiors of both $\Theta$ and $\Theta^{\dagger}$. Moreover, we assume that $\Phi(0)=0$.

Notation 8 (Pullback). For a function $f: \Theta \rightarrow \mathbb{R}$, we set $\Psi^{\star} f:=f \circ \Psi$ so that $\Psi^{\star} f$ is a function from $\Theta^{\dagger}$ to $\mathbb{R}$. The operator $\Psi^{\star}$ is the pullback. For $f: \mathbf{S} \times \Theta \rightarrow \mathbb{R}$, we extend the pullback to $\Psi^{\star} f(s, \eta)=f(s, \Psi(\eta))$ for $(s, \theta) \in \mathbf{S} \times \Theta^{\dagger}$. For a function $F \in \mathscr{C}^{p+1}(\Theta, \mathbb{R})^{\mathbf{S}}$, we define $F^{\dagger}(s, \eta):=\Psi^{\star} F(s, \eta)=F(s, \Psi(\eta))$ which is a function in $\mathscr{C}^{p+1}\left(\Theta^{\dagger}, \mathbb{R}\right)^{\mathbf{S}}$. We also set $\left\{F^{\dagger}\right\}_{k}(s):=\varphi(s)^{\beta_{k}} \mathrm{D}^{k} F^{\dagger}(s, 0)$ for $k=0, \ldots, p$.

We focus on the case "up-flat" $\left(\boldsymbol{\beta}=\boldsymbol{\beta}^{\boldsymbol{}}\right)$. From the Faà di Bruno formula (Proposition 22, we see that $\left\{\left\{F^{\dagger}\right\}_{k}(s)\right\}_{k=0, \ldots, p}$ converges whenever $\left\{\{F\}_{k}(s)\right\}_{k=0, \ldots, p}$
does. This is not necessarily true in the case "zig-zag". Indeed, let $\varphi(s) \in(-1,1)$, then in the "zig-zag" case, $\varphi(s)^{-1}\{F\}_{1}(s)$ may diverge and so

$$
\left\{F^{\dagger}\right\}_{2}(s)=\{F\}_{2}(s)(\mathrm{D} \Psi(0))^{2}+\varphi(s)^{-1}\{F\}_{1}(s) \mathrm{D}^{2} \Psi(0)
$$

does not converge neither. The same happens for $\left\{F^{\dagger}\right\}_{2 k}(s)$, by Faà di Bruno formula (16) (in Proposition 2). So, starting from "zig-zag" case, taking $F^{\dagger}$ we bump into the "up-flat" case. More generally, if $\varphi(s) \in(-1,1)$, starting from $\boldsymbol{\beta}=\left(\beta_{0}, \beta_{1}, \beta_{2}, \ldots, \beta_{p}\right)$, we bump into $\left(\beta_{0}, \beta_{1}, \beta_{2}^{\star}, \beta_{3}^{\star}, \ldots, \beta_{p}^{\star}\right)$ where $\beta_{k}^{*}:=$ $\max _{n \in\{1, \ldots, k\}} \beta_{n}$. This latter kind of coefficient, as $\boldsymbol{\beta}^{-}$, is "stable" under such changes of variables.

Proposition 5. Fix $s \in \mathbf{S}$. Let us define $\boldsymbol{\delta}=\left\{\delta_{k}\right\}_{k=0, \ldots, p}$ and $\boldsymbol{\delta}^{\dagger}=\left\{\delta_{k}\right\}_{k=0, \ldots, p}$ by

$$
\delta_{k}(s):=\frac{\{F\}_{k}(s)}{k!} \text { and } \delta_{k}^{\dagger}(s):=\frac{\left\{F^{\dagger}\right\}_{k}(s)}{k!} \text { for } k=0,1, \ldots, p \text {. }
$$

Let $\boldsymbol{\alpha}(s)$ (resp. $\left.\boldsymbol{\alpha}^{\dagger}(s)\right)$ be the unique $\left(\boldsymbol{\beta}^{-}, p\right)$-related sequence to $\boldsymbol{\delta}(s)$ (resp. $\boldsymbol{\delta}^{\dagger}(s)$ ) given in Lemma 7. Then

$$
\begin{equation*}
\alpha_{q}(s)=\sum_{m=1}^{q} \frac{\mathrm{D}^{m} \Psi(0)}{m!} \sum_{k_{1}+\cdots+k_{m}=q} \alpha_{k_{1}}^{\dagger}(s) \cdots \alpha_{k_{m}}^{\dagger}(s) \text { for } q=1, \ldots, p, \tag{28}
\end{equation*}
$$

or, in other words,

$$
\sum_{k=1}^{p} \alpha_{k}(s)^{\bullet} z^{k}:=\mathfrak{p}_{p} \circ \mathscr{T}_{p}^{\boldsymbol{\otimes}} \Psi\left(\sum_{k=1}^{p} \alpha_{k}^{\dagger}(s)^{\bullet} z^{k}\right),
$$

where $\mathscr{T}_{p}^{\boldsymbol{\Theta}} \Psi \in \mathbb{R}\left(\delta^{\boldsymbol{\Theta}}(s)\right)[[z]]$ is the formal Taylor expansion of $\Psi$ (see Definition 2 ).
The meaning of this proposition is that expanding the root $\theta^{\dagger}(s)$ of $F^{\dagger}\left(s, \theta^{\dagger}(s)\right)=0$ in terms of $\varphi(s)$ using our procedure of Lemma 7 and then extending $\Psi\left(\theta^{\dagger}(s)\right)$ using a Taylor series leads to the same expansion as the one given computing the root $\theta(s)$ of $F(s, \theta(s))=0$ using Lemma 7. This is summarized in the diagram of Figure 1 .

Proof. In this proof let $F_{\boldsymbol{\Theta}}:=\mathscr{T}_{p}^{\boldsymbol{\otimes}} F$ and $F_{\boldsymbol{\Theta}}^{\dagger}:=\mathscr{T}_{p}^{\boldsymbol{\otimes}} F^{\dagger}$ from Definition 2, By 20) and Lemma 7, the sequence $\boldsymbol{\alpha}(s)^{\bullet} \in \mathbb{R}\left(\boldsymbol{\delta}^{\boldsymbol{\Theta}}\right)^{p}$ corresponding to $\alpha(s)$ is the unique solution to

$$
\begin{equation*}
\mathfrak{s}_{\beta} \not \circ \circ \mathfrak{p}_{p} \circ F_{\boldsymbol{\Theta}}(s, P(z))=0 \text { with } P(z):=\sum_{k=1}^{p} \alpha_{k}(s)^{\bullet} z^{k} \text { and } \alpha_{k}(s)^{\bullet} \in \mathbb{R}\left(\boldsymbol{\delta}(s)^{\boldsymbol{\Theta}}\right) . \tag{29}
\end{equation*}
$$

$$
\begin{aligned}
& (F, \theta) \xrightarrow{\text { expansion }} \sum_{k=1}^{p} \alpha_{k}^{\bullet} z^{k} \xrightarrow{\text { evaluation }} \theta_{0}+\sum_{k=1}^{p} \alpha_{k} \varphi^{k} \\
& \left|\begin{array}{|c|}
\Psi^{*} \times \Phi \\
\mathfrak{p}_{p} \circ \mathscr{T}_{p}^{\boldsymbol{®}} \Psi
\end{array}\right| \\
& \left(F^{\dagger}, \theta^{\dagger}\right) \xrightarrow{\text { expansion }} \sum_{k=1}^{p} \alpha_{k}^{\dagger \bullet} z^{k} \xrightarrow{\text { evaluation }} \theta_{0}^{\dagger}+\sum_{k=1}^{p} \alpha_{k}^{\dagger} \varphi^{k}
\end{aligned}
$$

Figure 1: Change of variable.

Similarly, $\boldsymbol{\alpha}^{\dagger}(s)^{\bullet}$ is the unique solution to

$$
\mathfrak{s}_{\beta} \leftharpoondown \circ \mathfrak{p}_{p} \circ F_{\bullet}^{\dagger}\left(s, P^{\dagger}(z)\right)=0 \text { with } P^{\dagger}(z):=\sum_{k=1}^{p} \alpha_{k}^{\dagger}(s)^{\bullet} z^{k}=0
$$

and $F_{\boldsymbol{\Theta}}^{\dagger}(z)=\sum_{k=0}^{p} \delta_{k}^{\dagger}(s)^{\boldsymbol{\Theta}} z^{k} \in \mathbb{R}\left[\boldsymbol{\delta}^{\dagger}(s)^{\boldsymbol{\theta}}\right][[z]]$.
The $\alpha_{k}^{\dagger}(s)^{\bullet}$ 's are rational functions in $\mathbb{R}\left(\boldsymbol{\delta}^{\dagger}(s)^{\boldsymbol{\bullet}}\right)$. From the very definition, $F^{\dagger}(s, \eta):=$ $F(s, \Psi(\eta))$. By the Faà di Bruno formula (Proposition 22), $\left\{F^{\dagger}\right\}_{k}(s)$ is a linear combination of the elements $\{F\}_{\ell}(s), \ell=1, \ldots, k$ and the derivatives of $\Psi$. Therefore, the $\alpha_{k}^{\dagger}(s)^{\bullet}$ 's and $\delta_{k}^{\dagger}(s)^{\boldsymbol{\Theta}}$ s can be seen as rational functions in $\mathbb{R}\left(\boldsymbol{\delta}(s)^{\boldsymbol{\Theta}}\right)$. Thus $F_{\boldsymbol{\Theta}}^{\dagger}(z)$ and $\mathscr{T}_{p}^{\boldsymbol{\Theta}} \Psi \circ P^{\dagger}(z)$ can be seen as elements of $\mathbb{R}\left[\boldsymbol{\delta}(s)^{\boldsymbol{\otimes}}\right][[z]]$.
By Lemma 2 ,

$$
\mathfrak{p}_{p} \circ F_{\bullet}^{\dagger}=F_{\bullet}^{\dagger}=\mathscr{T}_{p}^{\otimes}\left(\Psi^{\star} F\right)=\mathfrak{p}_{p} \circ\left(\mathscr{T}_{p}^{\bullet} \Psi\right)^{\star} F_{\Theta} .
$$

Since $\mathscr{T}_{p}^{\boldsymbol{\otimes}} \Psi \circ P^{\dagger}(z) \in \mathbb{R}\left[\boldsymbol{\delta}(s)^{\boldsymbol{\otimes}}\right][[z]]$ and

$$
0=\mathfrak{s}_{\beta} \leftharpoondown \circ \mathfrak{p}_{p} \circ F_{\Theta}^{\dagger}\left(s, P^{\dagger}(z)\right)=\mathfrak{s}_{\beta} \leftharpoondown \circ \mathfrak{p}_{p} \circ F_{\Theta}\left(s, \mathscr{T}_{p}^{\otimes} \Psi \circ P^{\dagger}(z)\right)
$$

Hence $\mathscr{T}_{p}^{\ominus} \Psi \circ P^{\dagger}(z)$ solves (29), which is known to have a unique solution, $P(z)$. Thus $P(z)=\mathscr{T}_{p}^{\Theta} \Psi \circ P^{\dagger}(z)$. The result follows by an application of the evaluation map.

### 5.2 Change of scale

We now introduce another change of variable, called change of scale, leading to a different expansion. The impact of this change of scale technique is shown in Section 6.2 to obtain a "natural" expansion in the context of exponential families.
Let us take a one-to-one function $\Phi \in \mathscr{C}^{p+1}\left(\Theta, \Theta^{\dagger}\right)$ whose derivative $\Phi^{\prime}$ never vanishes. Such a function $\Phi$ is seen as a scale.

Notation 9. For a differentiable function $f: \mathbb{R} \rightarrow \mathbb{R}$, we write $\mathrm{D}_{\Phi} f=\mathrm{D} f / \mathrm{D} \Phi$, where D is the derivative operator.

Since we solve $F(s, \theta)=0$, a natural operation consists in setting

$$
\check{F}(s, \theta):=\Phi^{\sharp} F(s, \theta):=\frac{F(s, \theta)}{\mathrm{D} \Phi(\theta)}
$$

and to solve $\check{F}(s, \theta)=0$. The root $\theta(s)$ is the same for $F$ and $\check{F}$. However, as discussed below, the expansion could be different.
In the case of the MLE, as $F(s, \cdot)$ takes scalar values, there exists a function $G \in \mathscr{C}^{p+2}(\Theta, \mathbb{R})^{\mathbf{S}}$ such that $\mathrm{D} G(s, \cdot)=F(s, \cdot)$. Considering $\check{F}(s, \theta)$ corresponds to a change of variable at the level of the function $G$. Indeed, with Notation 9 ,

$$
\mathrm{D}_{\Phi} G(s, \theta)=\frac{\mathrm{D} G(s, \theta)}{\mathrm{D} \Phi(\theta)}=\check{F}(s, \theta) \text { in } \mathscr{C}^{p+1}(\Theta, \mathbb{R})^{\mathbf{S}}
$$

We set $G^{\dagger}(s, x):=G(s, \Psi(x))$ and $F^{\dagger}(s, x):=F(s, \Psi(x))$ so that from standard computations,

$$
\mathrm{D}\left(G^{\dagger}\right)=\left(\mathrm{D}_{\Phi} G\right)^{\dagger} \text { and } F^{\dagger}=\mathrm{D}_{\Psi}\left(G^{\dagger}\right)
$$

Therefore,

$$
\breve{F}^{\dagger}:=(\check{F})^{\dagger}=\mathrm{D}\left(G^{\dagger}\right) \text { so that } \check{F}=\Phi^{\star} \mathrm{D}\left(\Psi^{\star} G\right) \text {. }
$$

We denote by $\check{\boldsymbol{\alpha}}(s)$ and $\check{\boldsymbol{\alpha}}^{\dagger}(s)$ the unique $\left(\boldsymbol{\beta}^{-}, p\right)$-related sequences to $\left\{\{\check{F}\}_{k}(s) / k!\right\}_{k=0, \ldots, p}$ and $\left\{\left\{\check{F}^{\dagger}\right\}_{k}(s) / k!\right\}_{k=0, \ldots, p}$ defined by Lemma 7 .
Proposition 5 may be applied to compute $\check{\boldsymbol{\alpha}}^{\dagger}(s)$ and then $\check{\boldsymbol{\alpha}}(s)$, instead of computing the derivative of $\breve{F}$. We summarize the various relationships in Figure 2

Are $P_{\check{\alpha}}$ and $P_{\boldsymbol{\alpha}}$ the same?
Let us reduce to the case $\Phi(0)=0$. If $\Phi(x)=\lambda x$ for some $\lambda \in \mathbb{R} \backslash\{0\}$, then the two expansions coincide by the fact that $F=\mathrm{D} G=\lambda \mathrm{D}_{\Phi} G$ and Remark 3 .
Note that if $\alpha_{1} \neq 0$ and $\breve{\alpha}_{1} \neq 0$ then they are different unless $\Phi^{\prime \prime}(0)=0$ since

$$
\breve{\alpha}_{1}(s)=\frac{\alpha_{1}(s)}{1+\frac{\Phi^{\prime \prime}(0)}{\Phi^{\prime}(0)} \alpha_{1}(s) \varphi(s)^{\beta_{1}-\beta_{0}}} .
$$

Let us observe that $\breve{\alpha}_{1}$ and $\alpha_{1}$ coincide asymptotically as $s \rightarrow \infty$, when $\varphi(s)$ vanish and $\alpha_{1}(s)$ converges in distribution.


Figure 2: Change of scales and change of variable.

## 6 Illustrating the results with some parametric models

We illustrate how to apply our results in this section focusing on the standard case of independent and identically distributed samples distributed according to a law of an exponential family and on an example for parameter estimation of stochastic processes. Our results have been applied to provide new results on parameter estimation of Skew Brownian motion in [31, where we also prove a phase transition as the one considered in this section for the binomial model (see Section 6.3).

### 6.1 Exponential family

In this section, we consider the class univariate models from the exponential family of laws. This is a broad class of random variables 14 with a wide range of applications in statistical theory.
We consider an univariate parametric model from an exponential family of laws, which covers a wide variety of models $[7$. Let $\Theta$ be an open interval, and $T: \mathbb{R} \rightarrow \mathbb{R}$, $h: \mathbb{R} \rightarrow \mathbb{R}$ and $w, A \in \mathscr{C}^{p+1}(\Theta), p \geqslant 1$ be suitable functions. We consider $n$ independent copies $X_{1}, \ldots, X_{n}$ with joint distribution under $\mathbb{P}_{\theta}$ of the form

$$
\begin{equation*}
p\left(x_{1}, \ldots, x_{n}, \theta\right)=\left(\prod_{j=1}^{n} h\left(x_{j}\right)\right) \exp \left(w(\theta) \sum_{j=1}^{n} T\left(x_{j}\right)-n A(\theta)\right) . \tag{30}
\end{equation*}
$$

We consider that the functions $T, A, h$ and $w$ are such that the MLE exists and the model is regular in particular $\partial_{\theta}^{j} p(x, \theta)$ is integrable and the following integrals are finite and equal $\int \partial_{\theta}^{j} p(x, \theta) \mathrm{d} x=\partial_{\theta}^{j} \int p(x, \theta) \mathrm{d} x$, for $j=1,2$.

The MLE $\theta(n)$ is the zero of the score function

$$
\theta \mapsto F(n, \theta):=n\left(w^{\prime}(\theta) T_{n}-A^{\prime}(\theta)\right) \quad \text { where } \quad T_{n}:=\frac{1}{n} \sum_{j=1}^{n} T\left(X_{j}\right) .
$$

Hence, $\theta(n)$ solves

$$
\mathrm{D}_{w} A(\theta(n)):=\frac{A^{\prime}(\theta(n))}{w^{\prime}(\theta(n))}=T_{n}
$$

where Notation 9 is used.
As the model is regular, $\mathbb{E}_{\theta}[F(n, \theta)]=0$. From the very definition of $F$,

$$
\mathbb{E}_{\theta}[F(n, \theta)]=n w^{\prime}(\theta) \mathbb{E}_{\theta}\left[T_{n}\right]-n A^{\prime}(\theta) \text { and then } \mathbb{E}_{\theta}\left[T_{n}\right]=\mathrm{D}_{w} A(\theta), \forall \theta \in \Theta .
$$

The variance of $T_{n}$ may be computed as well:

$$
\begin{equation*}
\operatorname{Var}\left[T_{n}\right]=\frac{1}{n} \frac{A^{\prime \prime}(\theta) w^{\prime}(\theta)-A^{\prime}(\theta) w^{\prime \prime}(\theta)}{\left(w^{\prime}(\theta)\right)^{3}}=\frac{1}{n} \mathrm{D}_{w}^{2} A(\theta) . \tag{31}
\end{equation*}
$$

In particular, the MLE $\theta(n)$ solves

$$
\mathbb{E}_{\theta(n)}\left[T_{n}\right]=T_{n} .
$$

If $T\left(X_{1}\right)$ is a square integrable random variable then the strong LLN and the CLT ensure respectively that $T_{n}$ converges $\mathbb{P}_{\theta}$ a.s. to $\mathbb{E}_{\theta}\left[T\left(X_{1}\right)\right]$ and, under $\mathbb{P}_{\theta}$,

$$
\begin{equation*}
G_{n}:=\frac{T_{n}-\mathbb{E}_{\theta}\left[T_{n}\right]}{\sqrt{\operatorname{Var}\left[T_{n}\right]}}=\sqrt{n} \frac{T_{n}-\mathrm{D}_{w} A(\theta)}{\sqrt{\mathrm{D}_{w}^{2} A(\theta)}} \underset{n \rightarrow \infty}{\text { dist. }} G \sim \mathcal{N}(0,1) . \tag{32}
\end{equation*}
$$

With (31), we define $\mathscr{F}(\theta):=\mathrm{D}_{w}^{2} A(\theta)\left(w^{\prime}(\theta)\right)^{2}$. This is the Fisher information of the model.
Taking $\mathbf{S}=\mathbb{N}, \varphi(s)=\frac{1}{\sqrt{s}}$, and $\boldsymbol{\beta}=\boldsymbol{\beta}^{\boldsymbol{}}$,

$$
\{F\}_{0}(n)=\sqrt{n}\left(w^{\prime}(\theta) T_{n}-A^{\prime}(\theta)\right)=\sqrt{\mathscr{J}(\theta)} G_{n} \xrightarrow[n \rightarrow \infty]{\text { dist. }} \sqrt{\mathscr{J}(\theta)} G=: \mu_{0}
$$

and for $k=1, \ldots, p$,

$$
\{F\}_{k}(n)=w^{(k+1)}(\theta) T_{n}-A^{(k+1)}(\theta) \xrightarrow[n \rightarrow \infty]{\mathbb{P}_{\theta}} w^{(k+1)}(\theta) \mathrm{D}_{w} A(\theta)-A^{(k+1)}(\theta)=: \mu_{k}
$$

By Proposition 1, we get the coefficients $\delta_{k}(n):=-\{F\}_{k}(n) / k!\{F\}_{1}(n), k \geqslant 0$ of $\boldsymbol{\delta}(n)$ as well as the coefficients $\delta_{k}:=-\mu_{k} / k!\mu_{1}$ of its limit $\boldsymbol{\delta}$. Theorem 3 (with $\theta_{0}=\theta$ ) provides the two approximations of the MLE estimator $\theta(n)$ of $\theta$ :

$$
\theta_{p}(n):=\theta+\sum_{k=1}^{p} \alpha_{k}(n) n^{-k / 2} \quad \text { and } \quad \theta_{p}(n, \infty):=\theta+\sum_{k=1}^{p} \alpha_{k} n^{-k / 2}
$$

with $\alpha_{k}(n)$ and $\alpha_{k}$ the ( $\boldsymbol{\beta}^{\boldsymbol{-}}, p$ )-related sequence to $\boldsymbol{\delta}(n)$ and $\boldsymbol{\delta}$ respectively (see (9) ). Since $\mu_{1}=-\mathscr{J}(\theta)$,

$$
\alpha_{1}(n)=-\frac{\{F\}_{0}(n)}{\{F\}_{1}(n)} \frac{\text { dist. }}{n \rightarrow \infty}-\frac{\mu_{0}}{\mu_{1}}=\frac{G}{\sqrt{\mathcal{F}(\theta)}} .
$$

Let us explicit the expansions with $p=3$ :

$$
\begin{equation*}
\theta_{3}(s)=\theta+\frac{\alpha_{1}(n)}{\sqrt{n}}+\delta_{2}(n)\left(\frac{\alpha_{1}(n)}{\sqrt{n}}\right)^{2}+\left(2 \delta_{2}(n)^{2}+\delta_{3}(n)\right)\left(\frac{\alpha_{1}(n)}{\sqrt{n}}\right)^{3} \tag{33}
\end{equation*}
$$

and

$$
\theta_{3}(n, \infty)=\theta-\frac{G}{\sqrt{n \mathcal{I}(\theta)}}-\frac{\mu_{2}}{2 \mu_{1}}\left(\frac{G}{\sqrt{n \mathcal{I}(\theta)}}\right)^{2}+\left(\frac{1}{2} \frac{\mu_{2}^{2}}{\mu_{1}^{2}}-\frac{\mu_{3}}{6 \mu_{1}}\right)\left(\frac{G}{\sqrt{n \mathcal{I}(\theta)}}\right)^{3}
$$

Let us provide some examples of exponential families of laws to which the above procedure applies.
Example 6 (Exponential distribution). We consider the Exponential distribution. The parameters is $\theta>0$. The related functions are

$$
\begin{gathered}
T(x)=x, w(\theta)=-\theta, A(\theta)=-\log (\theta) \\
\text { so that } \mathrm{D}_{w} A(\theta)=\frac{1}{\theta}, \mathrm{D}_{w}^{2} A(\theta)=\mathscr{F}(\theta)=\frac{1}{\theta^{2}},\{F\}_{k}=\frac{(-1)^{k} k!}{\theta^{k+1}}, k \geqslant 1
\end{gathered}
$$

In this case the MLE is $\theta(n)=1 / T_{n}$. The two approximations $\theta_{p}(n)$ and $\theta_{p}(n, \infty)$ in Theorem 3 are (using computations similar to the ones of Example 3)

$$
\theta_{p}(n)=\theta \sum_{k=0}^{p} \frac{\left(-G_{n}\right)^{k}}{n^{k / 2}} \quad \text { and } \quad \theta_{p}(n, \infty)=\theta \sum_{k=0}^{p} \frac{(-G)^{k}}{n^{k / 2}}
$$

with $G_{n}=\sqrt{n}\left(\theta T_{n}-1\right)$ (See (32)) and $G \sim \mathcal{N}(0,1)$. With $p=+\infty$ since all the involved functions are analytic ${ }^{3}$,

$$
\theta_{\infty}(n)=\frac{\theta}{1+\frac{G_{n}}{\sqrt{n}}}=\theta \mathscr{H}\left(\frac{G_{n}}{\sqrt{n}}\right)=\theta+\theta H\left(\frac{G_{n}}{\sqrt{n}}\right)
$$

[^3]with
$$
\mathscr{H}(x):=\frac{1}{1+x} \text { and } H(x)=\frac{-x}{1+x}
$$

Remark that $G_{n}>-\sqrt{n}$ almost surely, while $\theta_{\infty}(n, \infty)=\mathscr{H}(G / \sqrt{n})$ on the event $\{G>-\sqrt{n}\}$. We then get the approximation of the distribution function of

$$
\varepsilon(n):=\sqrt{n}\left(\theta_{\infty}(n)-\theta\right)=\sqrt{n}\left(\frac{1}{T_{n}}-\theta\right)=\sqrt{n} H\left(\frac{G_{n}}{\sqrt{n}}\right) \approx \sqrt{n} H\left(\frac{G}{\sqrt{n}}\right)
$$

as

$$
\mathbb{P}[\varepsilon(n) \leqslant x] \approx \mathbb{P}\left[\sqrt{n}\left(\theta_{\infty}(n, \infty)-\theta\right) \leqslant x\right]=\mathbb{P}\left[G \leqslant \frac{-x}{\theta+\frac{x}{\sqrt{n}}}\right]
$$

using the Gaussian approximation of $G_{n}$ by $G$.
With this example, we illustrate Fact (F5) in Section 3. We write $\alpha_{1}=\theta G$ with $G \sim \mathcal{N}(0,1)$, as the Fisher information $\mathscr{J}(\theta)$ is $1 / \theta^{2}$. In Figure 3 , we represent for several values of the sample size $n$ the following Kolmogorov-Smirnov distances ${ }^{4}$,

$$
\begin{align*}
\Delta_{1} & :=\Delta(\varepsilon(n), \theta G), \Delta_{2}:=\Delta(\epsilon(n), \theta \sqrt{n} H(G / \sqrt{n})) \\
\text { and } \Delta_{3} & :=\Delta(\theta \sqrt{n} H(G / \sqrt{n}), \theta G) \tag{34}
\end{align*}
$$

with $\Delta$ defined in $(14)$. These distances are computed using $10^{6}$ samples of $T_{n}$. The Kolmogorov-Smirnov statistics allows one to asserts that the Monte Carlo error, of order $10^{-3}$, is small in front of the $\Delta_{i}$. Since $H$ is invertible, $\Delta_{2}=\Delta\left(G_{n}, G\right)$, up to neglecting $\{G \leqslant-\sqrt{n}\}$ ) We then see that $\Delta_{2}$ is around half $\Delta_{3}$ (which does not depend on $\theta$ ). This means that when $n$ is small, it is far more satisfactory to use $\sqrt{n} H(G / \sqrt{n})$ than $G$ to construct for example confidence intervals or tests for the value $\theta$.

Example 7 (Binomial distribution). Let $\theta \in(0,1)$ be the parameter of a binomial model $(N, \theta)$ with $N \in \mathbb{N}$ fixed $(N=1$ corresponds to the Bernoulli model). Only the following functions differ from the previous case: The related functions are

$$
\begin{gathered}
T(x)=x, w(\theta)=\log \frac{\theta}{1-\theta}, A(\theta)=-N \log (1-\theta) \\
\text { so that } \mathrm{D}_{w} A(\theta)=N \theta, \mathrm{D}_{w}^{2} A(\theta)=N \theta(1-\theta), \mathscr{F}(\theta)=\frac{N}{\theta(1-\theta)}
\end{gathered}
$$

In this case the MLE is the empirical mean divided by $N$. The derivative of the score and their a.s. limit (LGN): for $m \geqslant 1$,

$$
\{F\}_{m}(n)=n^{1-\beta_{m} / 2} m!\left((-1)^{m} \frac{T_{n}}{\theta^{m+1}}-\frac{\left(N-T_{n}\right)}{(1-\theta)^{m+1}}\right)
$$

[^4]

Figure 3: Kolmogorov-Smirnov distances defined in (34) for $\theta=1$.

$$
\{F\}_{m}(\infty):=\mu_{m}=-m!N\left(\frac{(-1)^{m+1}}{\theta^{m}}+\frac{1}{(1-\theta)^{m}}\right) .
$$

Besides, the CLT ensures that

$$
\{F\}_{0}(n)=\sqrt{n} \frac{T_{n}-N \theta}{\theta(1-\theta)}=G_{n} \sqrt{\mathcal{F}(\theta)} \underset{n \rightarrow \infty}{\text { dist. }}\{F\}_{0}(\infty):=\sqrt{\mathscr{J}(\theta)} G .
$$

And $\{F\}_{1}(\infty)=-\mathcal{F}(\theta)$.
In particular the two approximations $\theta_{p}(n)$ and $\theta_{p}(n, \infty)$ (for $p=2$ ) in Theorem 3 are

$$
\theta_{2}(n)=\theta+\frac{G_{n}}{\sqrt{n}} \frac{\sqrt{N \theta^{3}(1-\theta)^{3}}}{T_{n}(1-2 \theta)+N \theta^{2}}+\frac{G_{n}^{2}}{n} N \theta^{2}(1-\theta)^{2} \frac{\left(\theta^{3}+(1-\theta)^{3}\right) T_{n}-\theta^{3} N}{\left((1-2 \theta) T_{n}+N \theta^{2}\right)^{3}} .
$$

and

$$
\theta_{2}(n, \infty)=\theta+\frac{G \sqrt{\theta(1-\theta)}}{\sqrt{n \cdot N}}+\frac{G^{2}}{n} \frac{1-2 \theta}{N} .
$$

To illustrate a boundary layer effect, let us consider $\theta_{3}(n, \infty)$ in the previous example:

$$
\theta_{3}(n, \infty)=\theta+\frac{G \sqrt{\theta(1-\theta)}}{\sqrt{n \cdot N}}+\frac{G^{2}}{n} \frac{1-2 \theta}{N}+\frac{G^{3}}{(n \cdot N)^{3 / 2}} \frac{1-5 \theta+5 \theta^{2}}{\sqrt{\theta(1-\theta)}} .
$$

If $\theta$ is close to 0 or to 1 then the coefficient of $\frac{1}{\sqrt{n}}$ goes to 0 and the other ones give their maximal contribution. In particular the coefficient of $\frac{1}{n^{3 / 2}}$ goes to infinity as $\theta$ goes to 0 or to 1 . Actually the expansion we used is not adapted when $\theta$ is close to 0 or 1 . This is a boundary layer. More precisely, assume for simplicity $N=1, n=10^{m}$, and $\theta=10^{-t}\left(\right.$ or $\left.\theta=1-10^{-t}\right)$ for $m, t \in \mathbb{N}$ : $\theta_{3}(n, \infty)-\theta=10^{-(m+t) / 2} G+10^{-m} G^{2}+10^{-(3 m-t) / 2} G^{3}$.
If $t=m$ all terms provide a contribution of the same order $10^{-m}$.
If $t>m$, say $t=2 m$ then $\theta(n)-\theta \approx 10^{-3 m / 2} G+10^{-m} G^{2}+10^{-m / 2} G^{3}$ and the dominant term is the last one.
Remark 7. Note that if $\theta$ is close to $1 / 2$ then the coefficient of $\frac{1}{\sqrt{n}}$ in $\theta_{3}(n)$ gives its maximal contribution, the one of $\frac{1}{n}$ is close to 0 , and the coefficient of $\frac{1}{n^{3 / 2}}$ gives its maximal contribution (i.e. $\frac{-1}{2 \sqrt{N}} G^{3}$ ). Moreover the latter term becomes 0 for $\theta=\frac{5 \pm \sqrt{5}}{10} \in(0,1)$. The case $\theta=1 / 2$ allows for a different choice of $\boldsymbol{\beta}: \boldsymbol{\beta}=\boldsymbol{\beta}^{\wedge}$. This is shown in Section 6.3.

### 6.2 Using the natural parameters for the exponential family

We saw in Sections 5.1 and 5.2 two ways to consider another parametrization for the space of parameters. Such parametrizations could lead to simpler expressions. In the case of the exponential family, let us discuss the use of the "natural scale". For this, we use the change of variable $\Phi:=w$ (with inverse $\Psi$ ), where the notations of (30) are in use.
We consider that $A$ and $w$ are of class $\mathscr{C}^{p+1}$ (or are analytic, in which case $p=+\infty$ ). The likelihood and $\check{F}$ are

$$
\mathscr{L}_{n}(\theta)=n\left(w(\theta) T_{n}-A(\theta)\right) \text { and } \check{F}(n, \theta)=n\left(T_{n}-\mathrm{D}_{w} A(\theta)\right) .
$$

The MLE $\theta(n)$ solves $\theta(n)=\mathrm{D}_{w} A^{-1}\left(T_{n}\right)$ that can be rewritten as

$$
\theta(n)=\mathscr{H}_{\theta_{0}}\left(\frac{G_{n}}{\sqrt{n}}\right) \text { with } \mathscr{H}_{\theta}(x):=\mathrm{D}_{w} A^{-1}\left(\mathrm{D}_{w} A(\theta)+x \sqrt{\mathrm{D}_{w}^{2} A(\theta)}\right)
$$

with $G_{n}$ defined by (32). Proposition 3 shows that

$$
\theta_{p}(n)=\mathscr{T}_{p} \mathscr{H}_{\theta_{0}}\left(G_{n} / \sqrt{n}\right)
$$

that is

$$
\begin{equation*}
\theta_{p}(n)=\theta_{0}+\sum_{k=1}^{p} \check{\alpha}_{k}(n) n^{-k / 2}=\theta_{0}+\sum_{k=1}^{p} \omega_{k}\left(\frac{G_{n}}{\sqrt{n}}\right)^{k} \tag{35}
\end{equation*}
$$

with

$$
\check{\alpha}_{k}(n):=G_{n}^{k} \omega_{k} \text { and } \omega_{k}:=\frac{\mathrm{D}^{k}\left(\mathrm{D}_{w} A^{-1}\right)\left(\mathrm{D}_{w} A\left(\theta_{0}\right)\right)}{k!}\left(\mathrm{D}_{w}^{2} A\left(\theta_{0}\right)\right)^{k / 2} .
$$

In particular, the $\omega_{k}$ 's are deterministic and do not depend on $n$. They are the Taylor coefficients of $\mathscr{H}_{\theta_{0}}$.

Example 8 (Binomial distribution). For the binomial distribution (see Example 7), this expression simplifies for all $p \in\{1, \ldots, \infty\}$ as

$$
\theta_{p}(n)=\theta+\frac{\sqrt{\theta(1-\theta)}}{\sqrt{N \cdot n}} G_{n}=T_{n}
$$

which is the empirical mean. Unlike for the exponential distribution, the distance between $\sqrt{n}\left(\theta_{p}(n)-\theta\right)$ and the normal distribution $\mathcal{N}(0, \theta(1-\theta) / N)$ comes solely from the distance between $G_{n}$ and the distribution $\mathcal{N}(0,1)$.

Note that in Example 6 the change of variable does not provide new approximations for the MLE because the model is basically already in natural scale.

### 6.3 A phase transition of the approximation

The possibility to change scale (i.e., $\boldsymbol{\beta}=\boldsymbol{\beta}^{\boldsymbol{\wedge}}$ ) in Theorem 3 sometimes leads to a phase transition in the approximation of the MLE estimator. This happens when the distribution of the score is symmetric with respect to a parameter $\theta_{0} \in \Theta$.

Let us consider the case of the binomial model in Example 7. If the true parameter $\theta=\frac{1}{2}$ then for all $m \in \mathbb{N}$ even, when $\boldsymbol{\beta}=\boldsymbol{\beta}^{\boldsymbol{}}$,

$$
\{F\}_{m}(n)=\frac{m!}{\sqrt{n} \theta^{2 m}}\{F\}_{0}(n) \xrightarrow[n \rightarrow \infty]{\mathbb{P}_{\theta}} 0
$$

If $\boldsymbol{\beta}=\boldsymbol{\beta}^{\boldsymbol{\wedge}}$ then the latter coefficients for $m$ even are

$$
\{F\}_{m}(n)=\frac{m!}{\theta^{m}}\{F\}_{0}(n) \underset{n \rightarrow \infty}{\text { dist. }} \mu_{m}:=\frac{m!}{\theta^{m}} \mu_{0}=\frac{m!}{\theta^{m}} \sqrt{\mathcal{F}(\theta)} G
$$

and for $m$ odd, $\{F\}_{m}(n)=-\frac{m!N}{\theta^{m+1}}=\frac{m!}{\theta^{m-1}}\{F\}_{1}(n)$.
Applying Theorem 3 with $\boldsymbol{\beta}=\boldsymbol{\beta}^{\boldsymbol{\wedge}}$ and $\theta_{0}=\theta=\frac{1}{2}$ provides new approximations of the MLE $\theta(n)$ (see Lemma 5 or equation (10). The expansion for $n \in \mathbb{N}$, $p \in\{1, \ldots, \infty\}$, coincides with the one obtained in the previous section:

$$
\theta_{p}(n)=\theta+\frac{\alpha_{1}(n)}{\sqrt{n}} .
$$

Indeed all coefficients $\alpha_{k}(n)=0$ for $k \geqslant 3$. By Lemma 5 (equivalently, equation (10)) it suffices to prove that $\alpha_{2 k+1}=0$ for $k \geqslant 1$ and this can be shown by induction using the fact that $\{F\}_{2 k}(n)=\frac{(2 k)!}{\theta^{2 k}}\{F\}_{0}(n)$ and $\{F\}_{2 k+1}(n)=\frac{(2 k+1)!}{\theta^{2 k}}\{F\}_{1}(n)$.
In the case of the MLE estimator of the skewness parameter of Skew Brownian motion, such a phase transition has been noticed in [32] and made explicit in [31].

### 6.4 An application to statistics of diffusions

We show how to use our method for non i.i.d. random variables and another estimator than the MLE.

Let us consider the inference of the parameter $\theta$ in the Stochastic Differential Equations (SDE)

$$
\mathrm{d} X_{t}^{\theta}=\theta \cdot b\left(X_{t}^{\theta}\right) \mathrm{d} t+\sigma \mathrm{d} B_{t}, t \geqslant 0 .
$$

for a Brownian motion $B$, a function $b$ regular enough, and $\sigma \in(0,+\infty)$.
For this, we follow the methodology of [11], which is based on the martingale approximations of the log-likelihood.
We fix a time step $\Delta>0$. We assume we observe a realization $\left(\mathrm{X}_{0}, \ldots, \mathrm{X}_{n}\right)$ of the vector $\left(X_{0}^{\theta}, X_{1}^{\theta}, \ldots, X_{n}^{\theta}\right)$ where $X_{i}^{\theta}$ is a shorthand for $X_{i \Delta}^{\theta}, i=0, \ldots, n$.
The unknown parameter $\theta$ is estimated by $\theta(n)$ that solves $F_{n}(\theta(n))=0$ with

$$
\begin{equation*}
F_{n}(\theta):=\sum_{i=1}^{n} \frac{b\left(\mathrm{X}_{i-1}\right)}{\sigma^{2}}\left(\mathrm{X}_{i}-M\left(\mathrm{X}_{i-1}, \theta\right)\right) \tag{36}
\end{equation*}
$$

where

$$
M(x, \theta):=\mathbb{E}\left[X_{\Delta}^{\theta} \mid X_{0}^{\theta}=x\right] .
$$

The asymptotic of $\theta(n)$ is studied when $n \rightarrow \infty$ while $\Delta$ is kept fixed (long time and fixed time step).
By a straightforward computation,

$$
\mathrm{D}_{\theta}^{k} F_{n}(\theta):=-\sum_{i=1}^{n} \frac{b\left(\mathrm{X}_{i-1}\right)}{\sigma^{2}} \mathrm{D}_{\theta}^{k} M\left(\mathrm{X}_{i-1}, \theta\right)
$$

Hypothesis 6. The process $X^{\theta}$ is ergodic. Its invariant measure is its renormalized speed measure

$$
\mu_{\theta}(\mathrm{d} x)=\frac{1}{A(\theta)} \exp \left(2 \theta \int_{0}^{x} \frac{b(y)}{\sigma^{2}} \mathrm{~d} y\right) \mathrm{d} x
$$

where $A(\theta)$ is a normalizing constant such that $\int_{\mathbb{R}} \mu_{\theta}(\mathrm{d} x)=1$.

We denote by $(t, x, y) \mapsto p_{\theta}(t, x, y)$ the density transition function of $X^{\theta}$. For $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$, we write

$$
Q^{\theta}(f):=\int_{\mathbb{R}} \int_{\mathbb{R}} f(x, y) p_{\theta}(\Delta, x, y) \mu_{\theta}(\mathrm{d} x)
$$

The following proposition is a consequence of ergodicity.
Proposition 6 (See e.g., 11, Lemma 3.1]). Let $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be a measurable function such that $Q^{\theta}\left(f^{2}\right)<+\infty$. Then

$$
\frac{1}{n} \sum_{i=1}^{n} f\left(X_{i-1}^{\theta}, X_{i}^{\theta}\right) \underset{n \rightarrow \infty}{\longrightarrow} Q^{\theta}(f)
$$

in $\mathrm{L}^{2}\left(\mathbb{P}_{\theta}\right)$. If $Q^{\theta}(f)=0$, then

$$
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} f\left(X_{i-1}^{\theta}, X_{i}^{\theta}\right) \xrightarrow[n \rightarrow \infty]{\text { dist. }} G \text { with } G \sim \mathcal{N}\left(0, Q^{\theta}\left(f^{2}\right)\right)
$$

under $\mathbb{P}_{\theta}$.
Hence, for $k \geqslant 1$, owing to the definition of the invariant measure, under $\mathbb{P}_{\theta}$, replacing the observations $\mathrm{X}_{i}$ by the corresponding random variable $X_{i}^{\theta}$,

$$
\frac{-\mathrm{D}_{\theta}^{k} F_{n}(\theta)}{n}=\frac{1}{n} \sum_{i=1}^{n} \frac{b\left(X_{i-1}^{\theta}\right)}{\sigma^{2}} \mathrm{D}_{\theta}^{k} M\left(X_{i-1}^{\theta}, \theta\right) \underset{n \rightarrow \infty}{\text { prob. }} \int_{\mathbb{R}} \frac{b(x)}{\sigma^{2}} \mathrm{D}_{\theta}^{k} M(x, \theta) \mu_{\theta}(\mathrm{d} x)
$$

while, if $\int_{\mathbb{R}} \frac{b(x)}{\sigma^{2}} \mathrm{D}_{\theta}^{k} M(x, \theta) \mu_{\theta}(\mathrm{d} x)=0$,

$$
\frac{1}{\sqrt{n}} \mathrm{D}^{k} F_{n}(\theta)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{b\left(X_{i-1}^{\theta}\right)}{\sigma^{2}} \mathrm{D}_{\theta}^{k} M\left(X_{i-1}^{\theta}, \theta\right) \underset{n \rightarrow \infty}{\text { dist. }} \mathcal{N}\left(0, c^{2}\right)
$$

with

$$
c^{2}=\int_{\mathbb{R}} \int_{\mathbb{R}} p(\Delta, x, y) \frac{b(x)^{2}}{\sigma^{4}}(y-M(x, \theta))^{2} \mu_{\theta}(\mathrm{d} x) \mathrm{d} y
$$

We note that the quantity $M(x, \theta)$ cannot be always computed in an explicit manner, because

$$
\begin{equation*}
M(x, \theta)=\mathbb{E}_{\theta}\left[X_{\Delta}^{\theta} \mid X_{0}^{\theta}=x\right]=x+\theta \int_{0}^{\Delta} \mathbb{E}_{\theta}\left[b\left(X_{s}^{\theta}\right) \mid X_{0}^{\theta}=x\right] \mathrm{d} s \tag{37}
\end{equation*}
$$

Example 9 (Ornstein-Uhlenbeck process). Let us consider that $b(x)=-x$ and $\theta>0$ so that $X^{\theta}$ is the Ornstein-Uhlenbeck process. From (37),

$$
M(x, \theta)=x \exp (-\Delta \theta) \text { and } \mu_{\theta}(\mathrm{d} x)=\frac{\sqrt{\theta}}{\sqrt{\pi \sigma^{2}}} \exp \left(-\frac{\theta x^{2}}{\sigma^{2}}\right) \mathrm{d} x
$$

which is a centered Gaussian law of variance $\sigma^{2} /(2 \theta)$. Therefore, $\mathrm{D}^{k} M(x, \theta)=$ $x(-\Delta)^{k} \exp (-\Delta \theta)$. We are then in the case "up-flat". We consider the change of variable $\eta:=\Phi(\theta):=e^{-\Delta \theta}$ (see Section 5.1) and we get

$$
F_{n}^{\dagger}(\eta)=\sum_{i=1}^{n} \frac{-\mathrm{X}_{i-1}}{\sigma^{2}}\left(\mathrm{X}_{i}-\mathrm{X}_{i-1} \eta\right)
$$

It holds that $\mathrm{D}_{\eta} F_{n}^{\dagger}=\sum_{i=1}^{n} \frac{1}{\sigma^{2}}\left(\mathrm{X}_{i-1}\right)^{2}$ and $\mathrm{D}_{\eta}^{k} F_{n}^{\dagger}=0$. By Theorem 3 ,

$$
\eta(n)=\eta-\frac{F_{n}^{\dagger}(\eta)}{\mathrm{D}_{\eta} F_{n}^{\dagger}(\eta)}=\frac{\sum_{i=1}^{n} \mathrm{X}_{i-1} \mathrm{X}_{i}}{\sum_{i=1}^{n}\left(\mathrm{X}_{i-1}\right)^{2}}
$$

so that

$$
\theta(n)=\frac{-1}{\Delta} \log \frac{\sum_{i=1}^{n} \mathrm{X}_{i-1} \mathrm{X}_{i}}{\sum_{i=1}^{n}\left(\mathrm{X}_{i-1}\right)^{2}} .
$$

We have the same formula as the one in [11, Example 2.1, p. 21], which is obtained by direct means (note that we use $b(x)=-x$ instead of $b(x)=x$ as in [11]).

Example 10 (Using an approximation of $M(x, \theta)$ ). When no close form solution to $M(x, \theta)$ (see (37) ), we consider that we have a smooth approximation $M_{\delta}(x, \theta)$ of $M(x, \theta)$ depending on a parameter $\delta$. We set

$$
\epsilon_{\delta}(\theta):=\sum_{i=1}^{n} \frac{b\left(\mathrm{X}_{i-1}\right)}{\sigma^{2}}\left(M_{\delta}\left(\mathrm{X}_{i-1}, \theta\right)-M\left(\mathrm{X}_{i-1}, \theta\right)\right)
$$

and define $F_{\delta, n}$ similarly to $F_{n}(\theta)$ in (36) with $M_{\delta}$ instead of $M$. The solution $\theta_{\delta, n}$ to $F_{\delta, n}\left(\theta_{\delta, n}\right)=0$ also solves

$$
\begin{equation*}
F_{n}\left(\theta_{\delta, n}\right)=\epsilon_{\delta}\left(\theta_{\delta, n}\right) \tag{38}
\end{equation*}
$$

Assume that we are in the case "up-flat" and that $\epsilon_{\delta}\left(\theta_{\delta, n}\right) / \sqrt{n}$ converges to 0 as $(\delta, n)$ converges to $(0,+\infty)$ as a net (this could imply some relationship between the rate of convergence of $\delta$ to 0 and the one of $n$ to $+\infty$ ). Proposition 7 allows one to conclude that $\theta_{\delta, n}$ and $\theta(n)$ have the same asymptotic behavior.

## 7 Conclusion

We have given an expansion of the solution $\theta(n)$ to a problem $F_{n}(\theta(n))=0$ in a way which involves the asymptotic behavior of $F_{n}$ and its derivatives. This covers (quasi-, pseudo-) maximum likelihood estimation and Generalized Method of Moments. We could also consider errors in the observations. Remark that $n$ is a quantity related to the asymptotic behavior (e.g., the sample size). Our hypotheses are rather weak so that we may consider independent samples as well as dependent samples such as the ones arising in statistics of diffusion or chronological series. With the inference in view, we have an expansion of type $\theta(n)=\theta_{0}+G_{n} \varphi(n)+E_{n}\left(G_{n} \varphi(n)\right)+\mathrm{O}\left(\varphi(n)^{p+1}\right)$ where $G_{n}$ converges in distribution to some random variable $G, \varphi(n)$ is a rate (say $\varphi(n)=1 / \sqrt{n})$ and $E_{n}$ is a non-linear, random function with $E_{n}(x)=\mathrm{O}\left(x^{2}\right)$. In the cases considered, the convergence of $G_{n}$ depends on the one of $F_{n}$ and its first derivative. The function $E_{n}$ has a Taylor expansion whose coefficients have an asymptotic behavior that depends on the derivatives of $F_{n}$.

Our expansion can be used to access semi-asymptotic behaviors of the estimator, as we have illustrated in a toy example in Section 6.1. The distribution of $\varphi(n)(\theta(n)-$ $\theta_{0}$ ) is close to the one of $G$. Its departure from $G$ is due to the distance between the distributions of $G_{n}$ and the one of $G$, as well as the behavior of $E_{n}$. We illustrated this in Fact (F5) (Section 3) and in Example 6. So, Berry-Esséen type results seems accessible as well because (in the cases we specify) the extension we establish is a non-linear transformation of an asymptotically pivotal quantity (see for instance 36 37]). Note that Berry-Esseen results on the convergence of the latter to its limit may be combined with our expansion (as in the case of i.i.d. exponential random variable). Similar approaches should also apply to Wasserstein distance (see e.g., [4. 6]).
Let us mention that the main results of this document (in particular Theorem 1) can be easily extended also for multidimensional parameters thanks to multidimensional Inverse Function Theorem (see, e.g., [1]). It should also hold true in an infinite dimensional setting, which should be useful to deal with semiparametric models although there are some fine technical points to deal with (see the discussion in [23, 24, 42]). In the multidimensional setting, a Taylor expansion is used in [26] to compute the first two moments of functions of estimators. This might be combined easily with our approach to obtain higher moments. We expect to compute cumulants [18] as well in a wide variety of cases, and to identify some corrections to enforce the quality of the estimation [42].

## A Asymptotic inversion

The goal of the section is proving Theorem 1. The proof of Theorem 2 is similar, yet simpler as there is no need to control the remainder.

## A. 1 A Taylor formula with remainder

In this section, we basically consider the $p$-th order Taylor polynomial of $z \mapsto$ $F\left(s, P_{p}(z ; \boldsymbol{\alpha})\right)$ around 0 and a convenient expression for the remainder.
Hypothesis 7 . Let $p \in \mathbb{N} \backslash\{0\}$. Let $\boldsymbol{\alpha}:=\left\{\alpha_{k}\right\}_{k=0, \ldots, p} \in \mathbb{R}^{p+1}$ with $\alpha_{0}=0$. With $P_{m}$ defined by

$$
\begin{equation*}
P_{m}(z ; \boldsymbol{\alpha}):=\sum_{k=0}^{m} \alpha_{k} z^{k} \text { for } m=0,1, \ldots, p \text { and } z \in \mathbb{R} \tag{39}
\end{equation*}
$$

we assume that $P_{m}(\mathbb{I} ; \boldsymbol{\alpha}) \subseteq \Theta$ for all $m \in\{1, \ldots, p\}$.
For the sake of simplicity, in this section, we consider a real-valued function $F$ on $\Theta$, but we could consider a real-valued function on $\mathbf{S} \times \Theta$.

Notation 10. For $m=1, \ldots, p, z \in \mathbb{R}$, and $F \in \mathscr{C}^{p}(\Theta, \mathbb{R})$ we define

$$
\begin{align*}
& R_{m}(z ; \boldsymbol{\alpha}):=\sum_{k_{1}+\cdots+k_{m} \leqslant p} \alpha_{k_{1}} \cdots \alpha_{k_{m}} z^{k_{1}+\cdots+k_{m}} \\
& \qquad \begin{aligned}
& \times \int_{0}^{1} \int_{0}^{\tau_{1}} \cdots \int_{0}^{\tau_{m-1}} \\
& \left(\mathrm{D}^{m} F\left(\tau_{m} P_{p-\left(k_{1}+\cdots+k_{m-1}\right)}(z ; \boldsymbol{\alpha})\right)\right. \\
& \left.\quad-\mathrm{D}^{m} F\left(\tau_{m} P_{p-\left(k_{1}+\cdots+k_{m}\right)}(z ; \boldsymbol{\alpha})\right)\right) \mathrm{d} \tau_{m} \cdots \mathrm{~d} \tau_{1} .
\end{aligned}
\end{align*}
$$

Notation 11. We define for $z \in \mathbb{I}$,

$$
\begin{align*}
P_{p}^{\star}(z ; \boldsymbol{\alpha}) & :=\sum_{k=1}^{p}\left|\alpha_{k}\right| \cdot|z|^{k}, \\
J(z ; \boldsymbol{\alpha}) & :=\left[-P_{p}^{\star}(z ; \boldsymbol{\alpha}), P_{p}^{\star}(z ; \boldsymbol{\alpha})\right] \cap \Theta, \\
\text { and }|F|_{m}(z ; \boldsymbol{\alpha}) & :=\sup _{w \in J(z ; \boldsymbol{\alpha})}\left|\mathrm{D}^{m} F(w)\right| . \tag{41}
\end{align*}
$$

Lemma 9. Assume Hypothesis 7. Let $F \in \mathscr{C}^{p+1}(\Theta, \mathbb{R})$. Then for all $z \in \mathbb{I}$,

$$
\begin{align*}
& F\left(P_{p}(z ; \boldsymbol{\alpha})\right)-F(0) \\
& \qquad=\sum_{m=1}^{p} \frac{1}{m!} \mathrm{D}^{m} F(0) \sum_{k_{1}+\cdots+k_{m} \leqslant p} \alpha_{k_{1}} \cdots \alpha_{k_{m}} z^{k_{1}+\cdots+k_{m}}+\sum_{m=1}^{p} R_{m}(z ; \boldsymbol{\alpha}) . \tag{42}
\end{align*}
$$

Besides, for $m=1, \ldots, p$,

$$
\begin{equation*}
\left|R_{m}(z ; \boldsymbol{\alpha})\right| \leqslant|F|_{m+1}(z ; \boldsymbol{\alpha}) P_{p}^{\star}(1 ; \boldsymbol{\alpha})^{m+1}|z|^{p+1} \text { for }|z| \leqslant 1 \text {. } \tag{43}
\end{equation*}
$$

Proof. For simplicity we do not specify the dependence on the sequence $\boldsymbol{\alpha}$. By the fundamental theorem of calculus,

$$
\begin{align*}
F\left(P_{p}(z)\right)-F(0)= & \int_{0}^{1} \mathrm{D} F\left(\tau P_{p}(z)\right) \cdot P_{p}(z) \mathrm{d} \tau \\
& =\mathrm{D} F(0) P_{p}(z)+\int_{0}^{1}\left(\mathrm{D} F\left(\tau_{1} P_{p}(z)\right)-\mathrm{D} F(0)\right) \cdot P_{p}(z) \mathrm{d} \tau_{1} . \tag{44}
\end{align*}
$$

Adding and removing another suitable term yields

$$
\begin{align*}
& F\left(P_{p}(z)\right)-F(0) \\
& \qquad \begin{array}{l}
\mathrm{D} F(0) P_{p}(z)+\sum_{k_{1}=1}^{p} \alpha_{k_{1}} z^{k_{1}} \int_{0}^{1}\left(\mathrm{D} F\left(\tau_{1} P_{p-k_{1}}(z)\right)-\mathrm{D} F(0)\right) \mathrm{d} \tau_{1} \\
\quad+\sum_{k_{1}=1}^{p} \alpha_{k_{1}}(s) z^{k_{1}} \int_{0}^{1}\left(\mathrm{D} F\left(\tau_{1} P_{p}(z)\right)-\mathrm{D} F\left(\tau_{1} P_{p-k_{1}}(z)\right)\right) \mathrm{d} \tau_{1} .
\end{array}
\end{align*}
$$

Note that $P_{p-k_{1}}(z) \in J(z ; \boldsymbol{\alpha})$ for any $k_{1} \in\{1, \ldots, p\}$ with $J(z ; \boldsymbol{\alpha})$ defined in Notation 11. The Lipschitz constant of $\mathrm{D} F$ on $J(z ; \boldsymbol{\alpha})$ is the the sup-norm of $\mathrm{D}^{2} F$ on $J(z ; \boldsymbol{\alpha})$, that is $|F|_{2}(z)$ in Notation 11 . Then

$$
\begin{aligned}
& \sum_{k_{1}=1}^{p}\left|\alpha_{k_{1}}\right| \cdot|z|^{k_{1}} \cdot\left|\mathrm{D} F\left(\tau_{1} P_{p}(z)\right)-\mathrm{D} F\left(\tau_{1} P_{p-k_{1}}(z)\right)\right| \\
& \leqslant|F|_{2}(z) \sum_{k_{1}=1}^{p} \sum_{k_{2}=p-k_{1}+1}^{p}\left|\alpha_{k_{1}} \alpha_{k_{2}}\right| \cdot|z|^{k_{1}+k_{2}} \leqslant|F|_{2}(z) \sum_{\substack{1 \leqslant k_{1}, k_{2} \leqslant p \\
k_{1}+k_{2} \geqslant p+1}}\left|\alpha_{k_{1}} \alpha_{k_{2}}\right| \cdot|z|^{k_{1}+k_{2}} .
\end{aligned}
$$

This justifies our definition of $R_{1}(z)$ in Notation 10 as $\left|R_{1}(z)\right|=\mathrm{O}\left(|z|^{p+1}\right)$ for $z$ close to 0 . Besides,

$$
\sum_{\substack{1 \leqslant k_{1}, k_{2} \leqslant p \\ k_{1}+k_{2} \geqslant p+1}}\left|\alpha_{k_{1}} \alpha_{k_{2}}\right| \leqslant\left(\sum_{k=1}^{p}\left|\alpha_{k}\right|\right)^{2} \leqslant P_{p}^{\star}(1)^{2} .
$$

This proves (43) for $R_{1}$.

We could then iterate the above decomposition in (45) by replacing $F$ by $\mathrm{D} F$ for the second term in the right-hand side of the above integral. We obtain

$$
\begin{align*}
& \mathrm{D} F\left(\tau_{1} P_{p-k_{1}}(z)\right)-\mathrm{D} F(0) \\
& =\tau_{1} \mathrm{D}^{2} F(0) P_{p-k_{1}}(z)+\sum_{k_{2} \leqslant p-k_{1}} \tau_{1} \alpha_{k_{2}} z^{k_{2}} \int_{0}^{1}\left(\mathrm{D}^{2} F\left(\tau_{2} \tau_{1} P_{p-k_{1}-k_{2}}(z)\right)-\mathrm{D}^{2} F(0)\right) \mathrm{d} \tau_{2} \\
& \quad+\sum_{k_{2} \leqslant p-k_{1}} \tau_{1} \alpha_{k_{2}} z^{k_{2}} \int_{0}^{1}\left(\mathrm{D}^{2} F\left(\tau_{1} \tau_{2} P_{p-k_{1}}(z)\right)-\mathrm{D}^{2} F\left(\tau_{2} \tau_{1} P_{p-k_{1}-k_{2}}(z)\right)\right) \mathrm{d} \tau_{2} . \tag{46}
\end{align*}
$$

Using a change of variable $\tau_{2}^{\prime}=\tau_{1} \tau_{2}$ allows one to transform $\tau_{1} \int_{0}^{1} f\left(\tau_{1} \tau_{2}\right) \mathrm{d} \tau_{2}$ to $\int_{0}^{\tau_{1}} f\left(\tau_{2}\right) \mathrm{d} \tau_{2}$ for any suitable function $f$.
Integrating (46) between 0 and 1 and using $p$ times the development (45) to the successive derivatives of $F$ leads to (42).

The remainder's terms $R_{k}$ are controlled in a similar way as for $R_{1}$.

## A. 2 Application of the Taylor formula

In this section, we use Notations 1, 10, 11
Proposition 7. Assume Hypothesis 2. Let $F \in \mathscr{C}^{p+1}(\Theta, \mathbb{R})^{\mathbf{S}}$ and $s \in \mathbf{S}$ such that $\{F\}_{1}(s) \neq 0$. Let $\boldsymbol{\alpha}(s) \in \mathbb{R}^{p+1}$ such that (7) is satisfied. Assume that $P_{m}(\varphi(s) ; \boldsymbol{\alpha}(s)) \in \Theta$ for all $m \in\{1, \ldots, p\}$. Then

$$
\begin{aligned}
\left|F\left(s, P_{p}(\varphi(s) ; \boldsymbol{\alpha}(s))\right)\right| \leqslant & \sum_{m \in\{2, \ldots, p+1\}} \\
& P_{p}^{\star}(1 ; \boldsymbol{\alpha}(s))^{m}|F|_{m}(\varphi(s) ; \boldsymbol{\alpha}(s))|\varphi(s)|^{p+1} \\
& +\sum_{\substack{m \in\{1, \ldots, p\} \\
\beta_{m}+1 \leqslant \beta_{\star}}} P_{p}^{\star}(1 ; \boldsymbol{\alpha}(s))^{m}\left|\{F\}_{m}(s)\right| \cdot|\varphi(s)|^{\gamma_{m}-\beta_{m}} .
\end{aligned}
$$

Proof. In the proof we replace any dependence on $(\varphi(s) ; \boldsymbol{\alpha}(s))$ by simply ( $\left.s^{\prime}\right)$. Using Notation 1. we rewrite (42) in Lemma 9 as

$$
\begin{aligned}
& F\left(s, P_{p}\left(s^{\prime}\right)\right)-\{F\}_{0}(s) \varphi(s)^{-\beta_{0}} \\
& \quad=\sum_{m=1}^{p} \frac{\{F\}_{m}(s)}{m!} \sum_{k_{1}+\cdots+k_{m} \leqslant p} \alpha_{k_{1}}(s) \cdots \alpha_{k_{m}}(s) \varphi(s)^{k_{1}+\cdots+k_{m}-\beta_{m}}+\sum_{m=1}^{p} R_{m}\left(s^{\prime}\right) .
\end{aligned}
$$

For $m=1, \ldots, p$, the control (43) implies that

$$
\left|R_{m}\left(s^{\prime}\right)\right| \leqslant|F|_{m+1}\left(s^{\prime}\right) P_{p}^{\star}(1 ; \boldsymbol{\alpha}(s))^{m+1}|\varphi(s)|^{p+1} \text { since }|\varphi(s)| \leqslant 1
$$

for all $m \in\{1, \ldots, p\}$. Using the definition of $\gamma_{m}$ in (6), we split

$$
\begin{aligned}
\left\{\left(k_{1}, \ldots, k_{m}\right) \mid 1 \leqslant\right. & \left.k_{1}+\cdots+k_{m} \leqslant p\right\} \\
= & \left\{\left(k_{1}, \ldots, k_{m}\right) \mid 1 \leqslant k_{1}+\cdots+k_{m}<\gamma_{m}\right\} \\
& \cup\left\{\left(k_{1}, \ldots, k_{m}\right) \mid \gamma_{m} \leqslant k_{1}+\cdots+k_{m} \leqslant p\right\} .
\end{aligned}
$$

Therefore, the convention that the sum is null if the index set is empty, yields for $m \in\{1, \ldots, p\}$ that if $\beta_{m}+1 \leqslant \beta_{\star}$ then

$$
\begin{aligned}
& \quad \sum_{\gamma_{m} \leqslant k_{1}+\cdots+k_{m} \leqslant p} \alpha_{k_{1}}(s) \cdots \alpha_{k_{m}}(s)|\varphi(s)|^{k_{1}+\cdots+k_{m}} \mid \\
& \quad \leqslant \sum_{\gamma_{m} \leqslant k_{1}+\cdots+k_{m} \leqslant p}\left|\alpha_{k_{1}}(s) \cdots \alpha_{k_{m}}(s)\right| \cdot|\varphi(s)|^{\gamma_{m}} \leqslant P_{p}^{\star}(1 ; \boldsymbol{\alpha}(s))^{m}|\varphi(s)|^{\gamma_{m}} .
\end{aligned}
$$

Using (7) we obtain the result.

## A. 3 Proof of Theorem 1 on the approximation of roots

Proof of Theorem 1. Since $\mathrm{DF}(s, \cdot)$ is continuous on $U(s)$, The fact that $|\mathrm{DF}(s, \cdot)|$ has a positive lower bound on $U(s)$ (Condition (iiii)) implies that $F(s, \cdot)$ is invertible on $U(s)$ by the Inverse Function Theorem [1]. Besides, for any $\sigma, \sigma^{\prime} \in F(s, U(s))$,

$$
\begin{aligned}
& \left|\mathrm{D} F^{-1}(s, \sigma)-\mathrm{D} F^{-1}\left(s, \sigma^{\prime}\right)\right| \leqslant \sup _{r \in\left[\sigma, \sigma^{\prime}\right]} \frac{\left|\sigma-\sigma^{\prime}\right|}{\left|\mathrm{D} F\left(s, F^{-1}(s, \tau)\right)\right|} \\
& \quad \leqslant \sup _{\theta \in U(s)} \frac{\left|\sigma-\sigma^{\prime}\right|}{|\mathrm{D} F(s, \theta)|}=\sup _{\theta \in U(s)} \frac{|\varphi(s)|^{\beta_{1}}}{|\varphi(s)|^{\beta_{1}}|\mathrm{D} F(s, \theta)|}\left|\sigma-\sigma^{\prime}\right| \leqslant \frac{|\varphi(s)|^{\beta_{1}}}{c(s)}\left|\sigma-\sigma^{\prime}\right| .
\end{aligned}
$$

Condition (iv) implies that $J(\varphi(s)) \subset U(s)$, where $J$ is defined in Notation 11 . With $g(s):=F\left(s, P_{p}(\varphi(s) ; \boldsymbol{\alpha}(s))\right)$ and since $F(s, \theta(s))=0$,

$$
\left|P_{p}(\varphi(s) ; \boldsymbol{\alpha}(s))-\theta(s)\right|=\left|F^{-1}(s, g(s))-F^{-1}(s, 0)\right| \leqslant \frac{|\varphi(s)|^{\beta_{1}}}{c(s)}|g(s)| .
$$

The result follows from Proposition 7
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[^1]:    ${ }^{1}$ As pointed out in [2] regarding homogenization theory, a "criminal path" leads to other ways to compute effective coefficients.

[^2]:    ${ }^{2}$ We use a different convention than the usual ones on summing the indices written by regrouping the multi-index $\left(k_{1}, \ldots, k_{m}\right)$ by their respective values and counting the number of such partitions.

[^3]:    ${ }^{3}$ The result may be found directly by using the relation between $\theta(n), T_{n}$ and $G_{n}$.

[^4]:    ${ }^{4}$ We actually neglect the events $\{G \leqslant-\sqrt{n}\}$ which is exponentially small.

