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Abstract—We analyze two fast and accurate algorithms recently presented by Borges for computing \( x^{-1/2} \) in binary floating-point arithmetic (assuming that efficient and correctly-rounded FMA and square root are available). The first algorithm is based on the Newton-Raphson iteration, and the second one uses an order-3 iteration. We give attainable relative-error bounds for these two algorithms, build counterexamples showing that in very rare cases they do not provide a correctly-rounded result, and characterize precisely when such failures happen in IEEE 754 binary32 and binary64 arithmetics. We then give a generic (i.e., precision-independent) algorithm that always returns a correctly-rounded result, and show how it can be simplified and made more efficient in the important cases of binary32 and binary64.

Index Terms—reciprocal square root, floating-point arithmetic, correct rounding, accuracy analysis, fused multiply-add, error-free transform

I. INTRODUCTION

The reciprocal square-root function \( x \mapsto x^{-1/2} \) is listed (under the name rsqrt) in §9 “Recommended operations” of the IEEE 754-2019 Standard for Floating-Point Arithmetic [1, Table 9.1]. This means that providing a correctly-rounded implementation of that function is recommended, although not mandatory (an environment can be IEEE 754-compliant without offering it). The aim of our work is to give algorithms that compute reciprocal square roots very accurately for any floating-point format, possibly with correct rounding.

In the following, we assume a radix-2, precision-\( p \) (with \( p \geq 2 \)) floating-point (FP) arithmetic, with minimum exponent \( e_{\text{min}} \). Beyond the usual four arithmetic operations, we also assume that fast, correctly-rounded, fused multiply-add (FMA) and square-root instructions are available. RN will denote the “round-to-nearest” function (with ties “to even”—which is the default in IEEE 754 arithmetic—or “to away”). The set of the FP numbers will be denoted \( \mathbb{F} \). We also assume that the input value \( x \) to our algorithms is a positive element of \( \mathbb{F} \).

Our main contributions are as follows:

- We provide detailed rounding-error analyses of the rsqrtNewton and rsqrtHalley algorithms recently proposed by Borges in [2], [3] for evaluating \( x^{-1/2} \) accurately, giving in particular relative error bounds that are attainable.
- We also give counterexamples showing that these algorithms do not always return a correctly-rounded result, and we completely characterize the inputs for which this happens for the binary32 and binary64 formats.
- We then introduce a generic algorithm that is shown to always return a correctly-rounded result for all the FP formats satisfying \( e_{\text{min}} \leq -2p \).

The Newton-Raphson iteration for \( x^{-1/2} \), of the form

\[
y \leftarrow y + y(1 - xy^2)/2,
\]

is frequently used in software implementations of reciprocal square roots, but also of the square root (preferably to the well-known Heron iteration), because it is division-free; an excellent reference on such implementations is Markstein’s book [4]. Kahan [5] gives an interesting discussion of this iteration, and points out that higher-order division-free iterations might be used as well: if \( y \approx x^{-1/2} \) and \( \epsilon = 1 - xy^2 \), then

\[
x^{-1/2} = y \cdot \left( 1 + \frac{1}{2} \epsilon + \frac{3}{8} \epsilon^2 + \frac{5}{16} \epsilon^3 + \frac{35}{128} \epsilon^4 + O(\epsilon^5) \right).
\]

Truncating the series (2) at order 1 in \( \epsilon \) gives the Newton-Raphson iteration (1) and Algorithm rsqrtNewton, which we will analyze in Section III; truncating it at order 2 will lead to Algorithm rsqrtHalley, analyzed in Section IV.

Aiming at correctly-rounded results may require to know how close the exact value of \( x^{-1/2} \), where \( x \) is an FP number, can be to a “midpoint” (that is, the exact middle of two consecutive FP numbers). It was shown in [6] that in binary arithmetic \( x^{-1/2} \) cannot be a midpoint. For the binary64 format (\( p = 53 \)) the “hardest-to-round cases” (that is, the values of \( x \) where \( x^{-1/2} \) is nearest to a midpoint) were found by Lefèvre\(^1\) using [7], [8]; we recall the ones we need in Table II.

Unless otherwise stated, our error analyses assume an unbounded exponent range. Hence the relative error due to rounding \( t \in \mathbb{R}_{\neq 0} \) to a nearest element of \( \mathbb{F} \) is bounded as

\[
|\text{RN}(t)/t - 1| \leq \frac{u}{1+u}
\]

with \( \frac{u}{1+u} < u := 2^{-p} \); see for example [9, p. 232].

II. PRELIMINARIES

A. Error bounds for the basic algorithm

The most basic ways to evaluate the reciprocal square root using FP division and square root rely on the (mathematically) equivalent expressions \( 1/\sqrt{x} \), \( \sqrt{1/x} \) and \( \sqrt{x}/x \). Here, we focus on the second one, because it will be most convenient both for the accurate algorithms rsqrtNewton and rsqrtHalley

\(^1\)See https://www.vinc17.net/research/testlibm/hrcases/hrcases-isq.xz.
and for our generic, correctly-rounded algorithm. Thus, what we actually compute is
\[ \hat{y} := \text{RN}(\sqrt{\text{RN}(1/x)}). \]  
(4)

This basic approximation \( \hat{y} \) to \( x^{-1/2} \) has three interesting properties which we review now and which will be key for the rest of the paper.

a) Relative error bound: The relative error of \( \hat{y} \) is bounded as
\[ |\hat{y}/x - 1| \leq \frac{3}{2}u - 2u^2, \quad p \geq 3. \]  
(5)

To see this, note that \( \hat{y} = \sqrt{x^{-1}(1 + \delta_1)(1 + \delta_2)} \), where we know from [10] that \( |\delta_1| \leq 2u^2 \) and \( |\delta_2| \leq 1 - 1/\sqrt{1 + 2u}. \) Hence \( \hat{y} = x^{-1/2}(1 + \delta) \) with \( \delta = \sqrt{1 + \delta_1}(1 + \delta_2) - 1 \), and it can be checked that the bounds on \( |\delta_1| \) and \( |\delta_2| \) imply \( \delta \leq 3u/2 - 2u^2 \) for \( p \geq 3 \) and \( \delta \geq -3u/2 + 2u^2 \) for \( p \geq 2 \).

b) Absolute error bound and faithfulness: It turns out that \( \hat{y} \) is always a faithfully-rounded approximation to \( x^{-1/2} \), which means that either \( \hat{y} = x^{-1/2} \) or \( \hat{y} \) is one of the two FP numbers surrounding \( x^{-1/2} \). To check this property, we can start with the following absolute error bound.

**Property 1.** For \( x \in \mathbb{F} \cap (1/4, 1] \) and \( p \geq 2 \), the absolute error of \( \hat{y} \) is bounded as
\[ |\hat{y} - x^{-1/2}| < \begin{cases} \frac{1}{2}u & \text{if } x \in (1/4, 1/2), \\ \frac{3}{2}u & \text{if } x \in [1/2, 1]. \end{cases} \]

**Proof:** Let \( \hat{\tau} = \text{RN}(x^{-1}), \) \( A_1 = \hat{y} - \sqrt{\hat{\tau}} \) and \( A_2 = \sqrt{\hat{\tau}} \). Since \( x \in (1/4, 1/2) \), we have \( \hat{\tau} \in [1/4, 1] \) and \( \sqrt{\hat{\tau}} \leq [1/2], \) from which \( |A_1| \leq u \) follows. Then, in order to bound \( |A_2| \), we note that \( A_2 = \frac{x^{-1/2} - \hat{\tau}}{\sqrt{\hat{\tau}} + x^{-1/2}} \) and consider three sub-cases.

1. If \( x \in (1/4, 1/2) \) then \( x^{-1} \in [2, 4] \) and thus \( |\hat{\tau} - x^{-1}| < 2u; \) furthermore, \( \sqrt{\hat{\tau}} \geq 2 \) and \( x^{-1/2} > \sqrt{2} \), so that \( \sqrt{\hat{\tau}} + x^{-1/2} > 2\sqrt{2} \). Hence \( |A_2| < 2u/(2\sqrt{2}) = u/\sqrt{2} \) and so \( |\hat{y} - x^{-1/2}| < |A_1| + |A_2| < u + u/\sqrt{2} \) in this case.
2. If \( x \in [1/2, 1] \) then \( x^{-1} \in [1, 2] \) and thus \( |\hat{\tau} - x^{-1}| < u; \) furthermore, \( \sqrt{\hat{\tau}} \geq 1 \) and \( x^{-1/2} > 1 \), so that \( \sqrt{\hat{\tau}} + x^{-1/2} > 2 \). Hence \( |A_2| < u/2 \) and \( |\hat{y} - x^{-1/2}| < u + u/2 \) in this case.
3. If \( x = 1 \) then \( x^{-1} = 1 \) and so \( |\hat{y} - x^{-1/2}| = 0. \)

Remark now that when \( x \in (1/4, 1] \) both the exact reciprocal square root \( x^{-1/2} \) and its approximation \( \hat{y} \) are in the range \([1, 2]\). Since \( |\hat{y} - x^{-1/2}| < 2u \) by Property 1, it follows that \( \hat{y} \) is a faithfully-rounded approximation to \( x^{-1/2} \). Although the above property has been given for the input range \((1/4, 1]\), its extension to any range \((4^{-1}, 4^1]\) is immediate, and so the faithfulness of \( \hat{y} \) applies generally.

c) Consequence for the evaluation of \( 1 - x\hat{y}^2 \): A third useful feature of the way \( \hat{y} \) is computed is that we can obtain \( \text{RN}(1 - x\hat{y}^2) \), that is, the correctly-rounded value of \( 1 - x\hat{y}^2 \), using only 3 FMAs. This is detailed in the next subsection.

**B. Error-free transforms for division, square root, and FMA**

In FP arithmetic, various sequences of operations called error-free transforms (EFT) are known to yield exact quantities. For example, if \( a, b \in \mathbb{F} \) with \( b \neq 0 \) and \( q = \text{RN}(a/b) \), then \( a - bq \in \mathbb{F} \), which implies that it is exactly computed with one FMA [11, p. 43]. Similarly, if \( a \in \mathbb{F}_{\geq 0} \) and \( s = \text{RN}(\sqrt{a}) \), then \( s^2 - a \in \mathbb{F} \) and is obtained exactly as \( \text{RN}(s^2 - a) \) [12].

Algorithm ErrFMA below, introduced in [13], returns the error of an FMA instruction as the uncalculated sum of two FP numbers: if \( d = \text{RN}(ab + c) \), then \( ab + c = d + e_1 + e_2 \) and \( |e_2| \leq 1/2\text{ulp}(e_1) \). It uses the well-known Fast2Mult, Fast2Sum, and 2Sum algorithms (see for instance [14, Chap. 4]).

**Algorithm ErrFMA**

\[
\begin{align*}
(v_1, v_2) &:= \text{Fast2Mult}(a, b); \\
(s_1, s_2) &:= \text{2Sum}(c, v_2); \\
(s_3, s_4) &:= \text{2Sum}(v_1, s_1); \\
t &:= \text{RN}(\text{RN}(s_3 - d) + s_4); \\
(e_1, e_2) &:= \text{Fast2Sum}(t, s_2); \\
\text{return } (e_1, e_2)
\end{align*}
\]

In the following, to compute \( x^{-1/2} \) accurately we will start from the initial faithfully-rounded approximation \( \hat{y} \) in (4) and then improve it when needed. From (2), we easily infer that computing \( \epsilon = 1 - x\hat{y}^2 \) accurately will be crucial in doing so. Interestingly, it was remarked in [2, 3] that one can deduce the correctly-rounded value \( \hat{c} = \text{RN}(\epsilon) \) with only three FMAs, by exploiting the EFTs for division and square root as follows:

\[
\begin{align*}
\hat{r} &:= \text{RN}(1/x); \\
\hat{y} &:= \text{RN}(\sqrt{\hat{r}}); \\
\sigma &:= \text{RN}(1 - x\hat{r}); \quad \text{// EFT for division: } \sigma = 1 - x\hat{r} \\
\tau &:= \text{RN}(\hat{r} - \hat{y}^2); \quad \text{// EFT for square root: } \tau = \hat{r} - \hat{y}^2 \\
\hat{c} &:= \text{RN}(\sigma + x\tau).
\end{align*}
\]

We have \( \sigma + x\tau = (1 - x\hat{r}) + x(\hat{r} - \hat{y}^2) = 1 - x\hat{y}^2 \), so that
\[ \hat{c} = \text{RN}(1 - x\hat{y}^2). \]

This best possible approximation to \( \epsilon \) will be key for Algorithms rqrTrNewton and rqrHalley in sections III and IV; in section V it will be exploited jointly with the EFT for FMA (Algorithm ErrFMA above) in order to design our generic and correctly-rounded algorithm (Algorithm Generic_Cr.rsqrt).

**III. ONE ITERATION OF NEWTON’S METHOD**

We focus here on improving our initial approximation \( \hat{y} \) to \( x^{-1/2} \) by computing \( y_2 \) such that
\[ y_2 = \hat{y}(1 + \epsilon/2), \quad \epsilon = 1 - x\hat{y}^2. \]

As noted by Kahan [5], this implies
\[ y_2\sqrt{x} - 1 = -((\hat{y}\sqrt{x}) - 1)^2(1 + \hat{y}\sqrt{x}/2), \]
so that (assuming exact arithmetic) the initial relative error
\[ \delta = \hat{y}\sqrt{x} - 1 \]  
(6)

is improved into \( y_2\sqrt{x} - 1 = -\delta^2(3/2 + \delta/2) \approx -3\delta^2. \)

How should this scheme be implemented in IEEE arithmetic? An approximation \( \hat{c} \) will be computed first, followed by one exact multiplication by 0.5 and one FMA in order to obtain \( \hat{c}_2 = \text{RN}(\hat{y} + \hat{y}\hat{c}/2) \). Concerning the computation of \( \hat{c} \)
itself, the availability of an FMA offers several possibilities: \(\text{RN}(1 - x\text{RN}(\hat{y}^2))\) or \(\text{RN}(1 - \text{RN}(xy)\hat{y})\) with one multiplication and one FMA, or, as described in the previous section, as \(\text{RN}(1 - x\hat{y}^2)\) via the EFTs for division and square root and using 3 FMAs. In all cases, \(\hat{e}\) has the form \(\text{RN}(1-x\hat{y}^2(1+\delta_0))\) and, assuming \(|\delta| = O(u)\), it is easily checked that an error analysis to first order in \(u\) gives

\[
|\hat{y}_2\sqrt{x} - 1| \leq u + |\delta_0|/2 + O(u^2).
\]

The first two ways shown above for \(\hat{e}\) have \(|\delta_0| \leq u\), so \(\hat{y}_2\) has a relative error bounded by about \(3u/2\), similarly to the naive scheme used to get \(\hat{y}\). In practice, the largest relative error for \(\hat{y}_2\) can even be larger than the one for \(\hat{y}\), and this occurs for example when \(p = 11\). In contrast, the EFT-based scheme producing \(\hat{e} = \text{RN}(1-x\hat{y}^2)\) has \(\delta_0 = 0\) and the relative error of \(\hat{y}_2\) is now at most \(u + O(u^2)\). It is this third scheme that has been chosen in [2], [3] to set up the algorithm rsqrtNewton displayed below and which we analyze further in the rest of this section.

**Algorithm rsqrtNewton**

\[
\begin{align*}
\hat{r} &:= \text{RN}(1/x); \\
\hat{y} &:= \text{RN}(\sqrt{\hat{r}}); \\
\sigma &:= \text{RN}(1 - x\hat{y}^2); \\
\tau &:= \text{RN}(\hat{r} - \hat{y}^2); \\
\hat{e} &:= \text{RN}(\sigma + x\tau); \\
\hat{y}_2 &:= \text{RN}(\hat{y} + \hat{y} \cdot \text{RN}(\hat{e}/2));
\end{align*}
\]

return \(\hat{y}_2\)

### A. Rounding error analysis

We present here a detailed accuracy analysis of Algorithm rsqrtNewton, providing bounds on both its relative error and its absolute error.

In particular, we give in Theorem 1 a closed-form expression of the largest relative error and show that it is attained only at special input values of the form \((1 - 2u) \cdot 4^e\). As this theorem shows, the largest possible relative error takes two different values depending on how \(RN\) breaks ties: it is

\[
1 - \sqrt{1 - 2u} = u + \frac{1}{2}u^2 + O(u^3)
\]

if \(RN(1 + u) = 1\), which is the case if \(RN\) is *ties-to-even*, and

\[
(1 + 2)\sqrt{1 - 2u} - 1 = u - \frac{5}{2}u^2 + O(u^3)
\]

if \(RN(1 + u) = 1 + 2u\), which is the case if \(RN\) is *ties-to-away*. We also show that outside the special input of the form \(x = (1 - 2u) \cdot 4^e\) and whatever the tie-breaking rule, the relative error is always strictly less than \(u\). Third, we provide two absolute error bounds, one for \(\hat{y}_2\) and one for the quantity obtained just before the final rounding, which we will exploit in section III-B in order to design correctly-rounded variants of rsqrtNewton for various floating-point arithmetics.

**Theorem 1.** For \(x \in \mathbb{F}_{2^p}\), let \(\hat{y}_2\) be the approximation to \(x^{-1/2}\) computed by Algorithm rsqrtNewton. If \(p \geq 5\) then

- its relative error is bounded as
  \[
  |\hat{y}_2\sqrt{x} - 1| \leq B := |\text{RN}(1 + u)\sqrt{1 - 2u} - 1|,
  \]
  where \(\text{RN}(1 + u)\) is either 1 or 1 + 2\(u\) depending on the tie-breaking rule;
  - the bound \(B\) is attained if and only if \(x = (1 - 2u) \cdot 4^e\), \(e \in \mathbb{Z}\), and \(|\hat{y}_2\sqrt{x} - 1| < u\) if \(x \neq (1 - 2u) \cdot 4^e\);
  - the absolute error is bounded by \(\frac{1}{2} + \frac{35}{8}u\)ulp\((x^{-1/2})\);
  - \(\hat{y}_2 = RN(t)\) with \(t \in \mathbb{R}\) such that
    \[
    |t - x^{-1/2}| \leq \frac{35}{8}u\text{ulp}(x^{-1/2}).
    \]

**Proof:** Assume for simplicity that \(x \in (1/4, 1]\) and let \(t = \hat{y}(1 + \hat{e}/2)\). Then \(\hat{y}_2 = RN(t)\) and

\[
|\hat{y}_2\sqrt{x} - 1| \leq |\text{RN}(t) - t|\sqrt{x} + |t\sqrt{x} - 1|.
\]

Let now \(\alpha, \delta \in \mathbb{R}\) be such that \(\hat{e} = 1 - x\hat{y}^2 + \alpha\) and \(\hat{y} = x^{-1/2}/(1 + \delta)\). We have \(1 - x\hat{y}^2 = -2\delta - \delta^2\) and, therefore,

\[
t\sqrt{x} - 1 = (1 + \delta)\left(1 - \frac{\delta^2}{2} + \frac{\alpha}{2}\right) - 1
\]

\[
= -\frac{3}{2}\delta^2 + \frac{\alpha}{2}(1 + \delta) - \frac{1}{2}\delta^3.
\]

Recall from (5) that \(|\delta| \leq \frac{1}{2}u - 2u^2\) for \(p \geq 3\), which implies \(|1 - x\hat{y}^2| \leq 2|\delta| + \delta^2 < 4u\) and thus \(|\alpha| \leq 2u^2\). By applying these bounds on \(|\alpha|\) and \(|\delta|\) to (9) we deduce that

\[
|t\sqrt{x} - 1| \leq \frac{3}{2}\delta^2 + u^2(1 + |\delta|) + \frac{1}{2}|\delta|^3
\]

\[
\leq \frac{35}{8}u^2 - 93u^3 + 11u^4 + 9u^5 - 4u^6
\]

\[
\leq \frac{35}{8}u^2.
\]

Let us now bound \(|\text{RN}(t) - t|\). We have \(|t| \leq |t - x^{-1/2}| + x^{-1/2} = |t\sqrt{x} - 1| + 1|x^{-1/2}|\) and so, using (10) together with \(x > 1/4\), we obtain \(|t| \leq 2(1 + \frac{35}{8}u^2) \leq 2 + u\) for \(p \geq 4\). Hence \(|\text{RN}(t) - t| \leq u\). Together with (8) and (10),

\[
|\hat{y}_2\sqrt{x} - 1| \leq u\sqrt{x} + \frac{35}{8}u^2 =: \varphi(x).
\]

The claimed bounds on \(|t - x^{-1/2}|\) and \(|\hat{y}_2 - x^{-1/2}|\) follow directly from (10) and (11) by multiplying by \(x^{-1/2} < 2\) and since ulp\((x^{-1/2}) = 2u\), and so we are left with determining the largest relative error.

Defining \(B_1 = 1 - \sqrt{1 - 2u} \) and \(B_2 = (1 + 2u)\sqrt{1 - 2u} - 1\), note first that \(B_2 < u < B_1\). If \(x \leq 1 - 14u\) then (11) gives \(\varphi(x) < u(1 - 7u) + \frac{35}{8}u^2 = u - \frac{21}{8}u^2\). One can check that \(u - \frac{21}{8}u^2 \leq B_2\) for \(p \geq 4\), so \(|\hat{y}_2\sqrt{x} - 1| < B_2\) in this case.

Assume now \(x > 1 - 14u\). For \(p \geq 5\) we have \(1 - 14u > 1/2\) and so \(x\) has the form \(x = 1 - ju\) with \(0 \leq j < 13\). It then suffices to check for each of these values of \(x\) that our claims about the relative error of \(\hat{y}_2\) are true. In particular, writing \(\delta_2 := \hat{y}_2\sqrt{x} - 1\), we have the following:

- If \(j \in \{0, 1\}\) then \(\hat{y} = \hat{y}_2 = 1\), and \(|\delta_2| < B_2\);
- If \(j = 2\) then \(\hat{y} = 1, \hat{y}_2 = \text{RN}(1 + u), |\delta_2| = B\);
- If \(j = 3\), then \(\hat{y} = 1 + 2u, \hat{e} = -u + 8u^2, \hat{y}_2 = 1 + 2u, \)
  \(|\delta_2| = (1 + 2u)\sqrt{1 - 3u} - 1 < B_2\) for \(p \geq 5\).
B. Consequences for correct rounding

1) Round to nearest ties-to-even: A first consequence of Theorem 1 is that for rounding to nearest ties-to-even, which is the default in IEEE arithmetic, the relative error of $\hat{y}_2$ can be (slightly but strictly) larger than $u$. This already appears in [3], where it has been observed that $x = 1 - 2u$ yields $\hat{y}_2 = 1$ instead of $\text{RN}(x^{-1/2}) = 1 + 2u$ and, therefore, that $\text{rsqrtNewton}$ does not always give the correctly-rounded result.

Going further, one can ask whether the generic input values of the form $x = (1 - 2u) \cdot 4^e$ are the only ones for which $\hat{y}_2 \neq \text{RN}(x^{-1/2})$. A few exhaustive tests for reasonably small floating-point formats reveal that the answer depends on the precision $p$ and that, at least up to $p = 24$, such extra $x$’s tend to be rare (at most 3 per sub-interval $(4^e, 4^{e+1})$); see Table I.

In particular, the binary32 format ($p = 24$) has no bad cases other than the above generic ones, so a correctly-rounded scheme for this format could be as follows:

$$\text{if } x = 8388607 \cdot 2^{23+2e} \text{ then return } 8388609 \cdot 2^{23-e}$$
$$\text{else return } \text{rsqrtNewton}(x)$$

2) Round to nearest ties-to-away: In this case, things are somehow better, since we know from Theorem 1 that $\hat{y}_2$ always has a relative error $< u$ and, as seen in the proof, that the generic values $x = (1 - 2u) \cdot 4^e$ now give the correctly-rounded result.

Furthermore, the same exhaustive tests as before yield the same problematic input values (listed in Table I). Hence, although some incorrectly-rounded results can still be produced for some precisions, we now have in particular

$$\text{rsqrtNewton}(x) = \text{RN}(x^{-1/2}) \text{ for all binary32 } x.$$

3) IEEE binary64 format ($p = 53$): In this case exhaustive testing is not possible anymore, but we will see how to combine the bound in (7) with the hardest-to-round cases from Table II in order to characterize precisely the floating-point numbers $x$ for which $\text{rsqrtNewton}(x)$ does not yield a correctly-rounded result.

\begin{table}[h]
\begin{tabular}{|c|c|c|c|}
\hline
$k$ & $x_k$ & $\lambda_k$ & $\lambda_k^{(2)}$ \\
\hline
1 & 3717785442934375 \cdot 2^{-54} & 0.04... & -1.52... \\
2 & 797604427047205 \cdot 2^{-54} & 0.57... & -0.31... \\
3 & 450359962737495 \cdot 2^{-52} & 1.50... & 0 \\
4 & 2202051755894995 \cdot 2^{-52} & 2.09... & 1.32... \\
5 & 7971447988064653 \cdot 2^{-52} & 2.24... & 1.87... \\
6 & 339906427481837 \cdot 2^{-52} & 2.39... & 0.98... \\
7 & 566516437981199 \cdot 2^{-51} & 4.40... & -5.88... \\
8 & 2647340912692081 \cdot 2^{-53} & 5.22... & 4.27... \\
9 & 299453932738155 \cdot 2^{-52} & 6.19... & -6.96... \\
10 & 351962511383159 \cdot 2^{-52} & 6.34... & -7.86... \\
11 & 737347111307515 \cdot 2^{-53} & 6.73... & -8.59... \\
12 & 4168334449631061 \cdot 2^{-52} & 7.52... & -9.43... \\
13 & 7564078810642091 \cdot 2^{-53} & 7.66... & 6.29... \\
14 & 204352208950571 \cdot 2^{-52} & 8.59... & 8.24... \\
15 & 628715804389089 \cdot 2^{-53} & 8.77... & 8.32... \\
\hline
\end{tabular}
\caption{List of the nongeneric inputs $x \in \mathbb{F}$ for which $\text{rsqrtNewton}(x) \neq \text{RN}(x^{-1/2})$ for $3 \leq p \leq 24$. If RN is round-to-nearest ties-to-even, the generic inputs $x = (1 - 2u) \cdot 4^e$ must be added to this list; if RN is round-to-nearest ties-to-away, these generic cases are correctly rounded.}
\end{table}

First, recall from (7) that $\hat{y}_2 = \text{RN}(t)$ with $|t - x^{-1/2}| \leq \frac{35}{8} u \lambda_k u \lambda_k^{(2)}$, where $\lambda_k(u)$ is a mid-point $m$ between $t$ and $x^{-1/2}$, which for $x \in (1/4, 1]$ implies that

$$|m - x^{-1/2}| / |t - x^{-1/2}| \leq \frac{35}{8} u / 2u = 8.75u^2.$$

Then, using Table II, we deduce that this requires $|\lambda_k| \leq 8.75$, that is, $x \in \{x_1, \ldots, x_{14}\}$. For $k \leq 14$, if both $\lambda_k$ and $\lambda_k^{(2)}$ are negative (resp. positive), then both $x^{-1/2}$ and $t$ are just below (resp. above) $m_k$ and thus round down (resp. up) to the same correct value $\hat{y}_2 = \text{RN}(x^{-1/2})$. This is the case for all $k \in \{2, 3\}$.

When $k = 2$, we have $\lambda_k^{(2)} < 0 < \lambda_k$, that is, $t < m_k < x^{-1/2}$ and thus $\hat{y}_2$ is the predecessor of $\text{RN}(x^{-1/2})$.

When $k = 3$, we have $\lambda_k^{(2)} = 0 < \lambda_k$, which means that $t$ is a midpoint and $x^{-1/2}$ is just above it: $t = m_k < x^{-1/2}$. Hence the value of $\hat{y}_2 = \text{RN}(t)$ will depend on the tie-breaking rule: for ties-to-away, $t$ is rounded up to the correctly-rounded value $\text{RN}(x^{-1/2})$; for ties-to-even, the value of $t$ in this specific situation is such that it is rounded down to the predecessor of $\text{RN}(x^{-1/2})$. (Alternatively, one could observe that $x_3$ is in fact the generic case $1 - 2u$ and use Theorem 1 to predict that $\hat{y}_2$ is either $1 + 2u = \text{RN}(x^{-1/2})$ or 1, depending on the tie-breaking rule.)
To summarize, we have shown that for the binary64 format Algorithm rsqrtNewton returns the correctly-rounded value except for \( x_2 \cdot 4^e \) and \( x_3 \cdot 4^e \) when rounding is to nearest ties-to-even, and except for \( x_2 \cdot 4^e \) when rounding is ties-to-away. Correctly-rounded schemes then follow immediately: return \( \text{RN}(x_2^{-1/2}) \cdot 2^{-e} \) or \( \text{RN}(x_3^{-1/2}) \cdot 2^{-e} \) whenever needed, and return rsqrtNewton(\( x \)) in all other cases.

**IV. ORDER-3 ALGORITHM**

We now consider the algorithm below, recently introduced by Borges in [3] under the name rsqrtHalley and which is based on taking the first three terms of the series in (2): the initial approximation \( \tilde{y} \) to \( x^{-1/2} \) is refined by one call to the iteration defined as \( y_3 = \tilde{y}(1 + \epsilon/2 + 3 \epsilon^2/8) \) with \( \epsilon = 1 - x \tilde{y}^2 \).

In exact arithmetic it is easily checked that

\[
y_3 \sqrt{x} - 1 = (\tilde{y} \sqrt{x} - 1)^3 (1 + 9 \tilde{y} \sqrt{x} + 3 \tilde{y}^2 x^2).
\]

Hence, denoting as before by \( \delta \) the relative error \( \tilde{y} \sqrt{x} - 1 \) of the initial approximation, we see that the refined approximation \( y_3 \) has relative error \( \delta^3 (1 + \frac{9}{2} (1 + \delta) + \frac{3}{8}(1 + \delta)^2) \approx \frac{5}{2} \delta^3 \). This iteration of order 3 is well known and has been considered for various specific floating- or fixed-point formats [4], [15].

For generic floating-point arithmetic, Borges shows how to exploit the availability of an FMA instruction to produce

- the correctly-rounded value \( \tilde{c} \) as shown in Section II-B;
- an approximation \( \tilde{y}_3 \) by evaluating \( y_3 \) with the scheme \( \tilde{y} + \tilde{y}(\mu + (\frac{3}{2} \mu) \cdot \tilde{c}) \), where \( \mu = \tilde{c}/2 \) can be computed exactly in base two.

**algorithm** rsqrtHalley(\( x \))

\[
\tilde{r} := \text{RN}(1/x);
\tilde{y} := \text{RN}(\sqrt{\tilde{r}});
\sigma := \text{RN}(1 - x \tilde{r});
\tau := \text{RN}(\tilde{r} - \tilde{y}^2);
\tilde{\epsilon} := \text{RN}(\sigma / x \tau);
\epsilon := \text{RN}(\tilde{\epsilon}/2);
\tilde{\nu} := \text{RN}(\tilde{\epsilon}/3);
y_3 := \text{RN}(\tilde{y} + \tilde{y} \cdot \text{RN}(\mu + \mu \tilde{\nu})));
\text{return } \tilde{y}_3
\]

A. Rounding error analysis

The approach taken in the previous section to analyze the accuracy of the Newton-Raphson method can be extended here in a fairly natural way, by simply introducing and taking into account two extra errors: the one for \( \frac{3}{2} \mu = \frac{3}{2} \tilde{c} \), and the one for \( \mu + \mu \tilde{\nu} \). Specifically, assuming again with no loss of generality that \( x \in (1/4, 1] \), we let as before \( \alpha \) and \( \delta \) correspond to the absolute error of \( \tilde{c} \) and the relative error of \( \tilde{y} \):

\[
\alpha = \tilde{c} - \epsilon, \quad \delta = \tilde{y} \sqrt{x} - 1.
\]

In addition, we now let \( \tilde{\alpha} \) and \( \tilde{\delta} \) be such that

\[
\text{RN}(\mu + \mu \tilde{\nu}) = \mu + \mu \tilde{\nu} + \tilde{\alpha}, \quad \tilde{\nu} = \frac{3}{2} \mu (1 + \tilde{\delta}),
\]

and \( s \) and \( t \) be such that

\[
s = \mu + \mu \tilde{\nu}, \quad t = \tilde{y} + \tilde{y} \cdot \text{RN}(s).
\]

From these definitions it follows that

\[
t \sqrt{x} - 1 = \tilde{y} \sqrt{x} (1 + s + \tilde{\alpha}) - 1
\]

\[
= (1 + \delta) \left( 1 + \mu + \frac{3}{2} \mu^2 (1 + \tilde{\delta}) + \tilde{\alpha} \right) - 1,
\]

where

\[
\mu = -\delta - \frac{\delta^2}{2} + \frac{\alpha}{2}
\]

(since \( \mu = \tilde{c}/2 \) and, as before, \( \tilde{c} = 1 - x \tilde{y}^2 + \alpha = -2 \delta - \delta^2 + \alpha \)). This implies that \( t \sqrt{x} - 1 \) is a polynomial in the four error terms \( \alpha, \tilde{\alpha}, \delta, \tilde{\delta} \); in particular, it has degree 5 in \( \delta \) and can thus be expressed as \( t \sqrt{x} - 1 = \sum_{i=0}^{5} A_i \delta^i \) with each \( A_i \) being a polynomial in \( \alpha, \tilde{\alpha}, \delta, \tilde{\delta} \). More precisely, one can check that

\[
A_0 = \frac{\alpha}{2} + \tilde{\alpha} + \frac{3}{8} \alpha^2 (1 + \tilde{\delta}),
A_1 = -\alpha \left( 1 + \frac{3}{2} \tilde{\delta} \right) + \tilde{\alpha} + \frac{3}{8} \alpha^2 (1 + \tilde{\delta}),
A_2 = \frac{3}{2} \tilde{\delta} - \frac{9}{4} \alpha (1 + \tilde{\delta}),
A_3 = \frac{5}{2} + \tilde{\delta} - \frac{3}{4} \alpha (1 + \tilde{\delta}),
A_4 = \frac{15}{8} (1 + \tilde{\delta}),
A_5 = \frac{3}{8} (1 + \tilde{\delta}).
\]

We will now bound \( |t \sqrt{x} - 1| \) using bounds on \( \alpha, \tilde{\alpha}, \delta, \tilde{\delta} \), and \( |\tilde{\delta}| \). For \( x \in (1/4, 1] \) and from the analysis done for the Newton-Raphson method, we already know that \( |\alpha| \leq 2u^2 \) and, for \( p \geq 3, |\delta| \leq \frac{3}{2} u - 2u^2 \). Furthermore, (3) implies \( |\tilde{\delta}| \leq u/(1 + u) \). Finally, in order to bound \( |\tilde{\alpha}| = |\text{RN}(s) - s| \), note first that \( |1 - x \tilde{y}^2| \leq 2|\delta| + \delta^2 < 3u \in \mathbb{F} \), which implies \( |\tilde{\epsilon}| \leq 3u \) and thus \( |\mu| \leq \frac{3}{2} u \). Consequently, \( |s| \leq |\mu| + \frac{3}{2} \mu^2 (1 + \tilde{\delta}) \leq \frac{3}{2} u + \frac{3}{2} u^2 (1 + u) < 2u \) for \( p \geq 3 \), and it follows that \( |\tilde{\alpha}| = |\text{RN}(s) - s| \leq u^2 \). To summarize, we can take

\[
|\alpha| \leq 2u^2, \quad |\tilde{\alpha}| \leq u^2, \quad |\delta| \leq \frac{3}{2} u - 2u^2, \quad |\tilde{\delta}| \leq u/(1 + u).
\]

As an immediate consequence, observe that \( |A_0| \leq 2u^2 + O(u^4) \), \( |A_1| = O(u^2) \), and \( |A_2| = O(u) \), from which we deduce that \( |t \sqrt{x} - 1| \leq \sum_{i=0}^{5} |A_i| |\delta|^i \leq 2u^2 + O(u^3) \). A more careful analysis, where we apply first the triangle inequality to each of the \( |A_i| \)'s and then the exact expressions of the four bounds above, leads to

\[
|t \sqrt{x} - 1| \leq 2u^2 + 17u^3.
\]

This inequality can be seen as the counterpart of the one in (10) with \( t \) as in (12).

Similarly to the error analysis of the Newton-Raphson method seen before, it follows that the relative error of \( \tilde{y}_3 \) satisfies

\[
|\tilde{y}_3 \sqrt{x} - 1| \leq u \sqrt{x} + 2u^2 + 17u^3 =: \varphi(x).
\]

Furthermore, using again \( 1 \leq x^{-1/2} < 2 \), we can directly reformulate these two bounds in terms of \( \text{ulp}(x^{-1/2}) = 2u \)
as, respectively, \(|t - x^{-1/2}| \leq (2u + 17u^2)\text{ulp}(x^{-1/2})\) and 
\(|\hat{y}_3 - x^{-1/2}| \leq (\frac{1}{2} + 2u + 17u^2)\text{ulp}(x^{-1/2})\).

Let us finally show that the largest relative error of \(\hat{y}_3\) is 
\(B := \sqrt{1 - 2u} - 1\). If \(x \leq 1 - 10u\) then \(\varphi(x) < u(1 - 5u - \frac{25}{2}u^2) + 2u^2 + 17u^3 = u - 3u^2 + \frac{9}{2}u^3\), which is
less than \(B = u - \frac{5}{2}u^2 - O(u^3)\) for all \(p \geq 4\). If \(x > 1 - 10u\)
then \(x \in [1/2, 1]\) for \(p \geq 5\) and it suffices to consider each 
\(x = 1 - ju\) with \(0 \leq j \leq 9\) and to check that the relative error 
\(|\hat{y}_3\sqrt{x} - 1|\) is \(B = j\), and less than \(B\) otherwise.

We thus obtain the following result.

**Theorem 2.** For \(x \in \mathbb{F}_{\geq 0}\) let \(\hat{y}_3\) be the approximation to \(x^{-1/2}\) computed by Algorithm rsqrtHalley. If \(p \geq 5\) then

- its relative error is at most \((1 + 2u)\sqrt{1 - 2u} - 1\) and this bound is attained if and only if \(x = (1 - 2u) \cdot 4^e, e \in \mathbb{Z}\);
- its absolute error is at most \((\frac{1}{2} + 2u + 17u^2)\text{ulp}(x^{-1/2})\);
- it has the form \(\hat{y}_3 = \text{RN}(t)\) for some \(t \in \mathbb{R}\) such that 
\(|t - x^{-1/2}| \leq (2u + 17u^2)\text{ulp}(x^{-1/2})\).

**B. Consequences for correct rounding**

The accuracy results given in Theorem 2 have a number of interesting implications. First, the relative error is now always
\(< u\) whatever the tie-breaking rule. Hence, in contrast to
rsqrtNewton, it is not obvious anymore from this error bound that
rsqrtHalley could fail to ensure correct rounding.

Exhaustive tests with small precisions show that such failures are still possible, but also that the situation is better than
for rsqrtNewton in the sense that they occur for even fewer values of \(x\) (see Table III). In particular, for the binary32 format
\((p = 24)\) and rounding to nearest ties-to-even, rsqrtHalley always returns the correctly-rounded value, whereas
rsqrtNewton would fail on \(x = (1 - 2u) \cdot 4^e\).

**TABLE III**

<table>
<thead>
<tr>
<th>(p)</th>
<th>(x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 - 5</td>
<td>none</td>
</tr>
<tr>
<td>6</td>
<td>13 \cdot 4^e</td>
</tr>
<tr>
<td>7</td>
<td>none</td>
</tr>
<tr>
<td>8</td>
<td>185 \cdot 4^e</td>
</tr>
<tr>
<td>9 - 19</td>
<td>none</td>
</tr>
<tr>
<td>20</td>
<td>1048576 \cdot 4^e</td>
</tr>
<tr>
<td>21 - 24</td>
<td>none</td>
</tr>
</tbody>
</table>

For the binary64 format \((p = 53)\), we can combine our bound on \(|t - x^{-1/2}|\) from Theorem 2 with the hardest-to-round cases \(x_1, \ldots, x_6\) from Table II to deduce that
rsqrtHalley returns the correctly-rounded value unless \(x = x_1 \cdot 4^e, e \in \mathbb{Z}\). More precisely, since \(t\) is now as in (12), the values 
\(\lambda^{(2)}_k\) in that table must be replaced by some new values, 
\(\lambda^{(3)}_k\), that turn out to be positive for all \(k \leq 6\), so
correct rounding does not occur only when \(k = 1\). For example, for \(x = 371778544934375 \cdot 2^{-53}\) then \(\hat{y}_3 = 3504955453675595 \cdot 2^{-51}\), which is the successor in \(\mathbb{F}\) of
\(\text{RN}(x^{-1/2}) = 7009910907351189 \cdot 2^{-52}\). This shows that
rsqrtHalley does not always guarantee correct rounding when
\(p = 53\), thus answering a question from [3, §3].

**V. A GENERIC CORRECTLY-ROUNDED ALGORITHM**

We have seen that Algorithms rsqrtNewton and rsqrtHalley almost always return a correctly-rounded result, and that in
the binary32 and binary64 formats, all input values for which this is not the case are known. A possible way of implementing
a correctly-rounded reciprocal square root in these formats is therefore to check if the input \(x\) is one of these few values.
This cannot work in binary128 arithmetic: for that format the hardest-to-round cases are not known, and seem out of reach.
We now introduce a generic algorithm that always returns a correctly-rounded result. As we will see, it can be simplified
in the binary32 and binary64 formats. In very rare cases, we will use Algorithm ErrFMA (error of an FMA instruction),
presented in Section II-B.

A. If \(x\) is between 1 and 4

1) The fully generic algorithm: Let us now introduce our algorithm. We temporarily assume that the input \(x\) is between
1 and 4 (we explain later on how to reduce to this case).

```plaintext
algorithm Generic_CR_rsqrt(x)
\hat{r} := \text{RN}(1/x)
\hat{y} := \text{RN}(\sqrt{\hat{r}});
\sigma := \text{RN}(1 - x\hat{r});
\tau := \text{RN}(\hat{r} - \hat{y}^2);
\hat{e} := \text{RN}(\sigma + x\tau);
if \hat{e} = 0 then \hat{y}_\text{cr} := \hat{y};
else
if \hat{e} > 0 then \text{\hat{e} := 1} else \text{\hat{e} := -1} end if
\hat{\eta} := \text{RN}\left(\text{\hat{e} \cdot \hat{r} + x\tau/4}\right);
\text{\hat{e} := \hat{e}};
if \hat{\eta} > |\hat{e}| then \hat{y}_\text{cr} := \hat{y} + \hat{u};
else if \hat{\eta} < |\hat{e}| then \hat{y}_\text{cr} := \hat{y} + \hat{s} end if;
end if
if \hat{\eta} > 0 then \text{\hat{e} := 2} \text{\hat{e} := 1} \text{\hat{e} := 0} \text{\hat{e} := -1} end if
\hat{y}_\text{cr} := \hat{y} + \hat{u};
end if
\text{return} \hat{y}_\text{cr}
```

**Theorem 3.** If the minimum exponent \(e_{\text{min}}\) of the FP system satisfies \(e_{\text{min}} \leq -2p - 2\), then for any \(x \in \mathbb{F} \cap [1, 4]\), the number \(\hat{y}_\text{cr}\) returned by Algorithm Generic_CR_rsqrt satisfies 
\(\hat{y}_\text{cr} = \text{RN}(x^{-1/2})\).

**Proof:** We know from Property 1 that \(\hat{y}\) is a faithful rounding of \(x^{-1/2}\). We easily find that \(\hat{r} \in [\frac{1}{4}, \frac{1}{2}, 1]\) and
\(2\). We will see that this is not needed in binary32 and binary64 arithmetics.
\( \hat{y} \in \left[ \frac{1}{2}, 1 \right] \). Since the range we have assumed for \( x \) implies \( x^{-1/2} \in \left( \frac{1}{2}, 1 \right) \), when \( \hat{y} = 1/2 \), \( x^{-1/2} \) is larger than \( \hat{y} \), and when \( \hat{y} = 1 \), \( x^{-1/2} \) is less than or equal to \( \hat{y} \). From all this, we deduce that \( \text{RN}(x^{-1/2}) \) is either \( \hat{y} \) or \( \hat{y} + su \), with

\[
s = \begin{cases} 
1 & \text{if } \hat{y} \leq x^{-1/2}, \text{that is, } 1 - x\hat{y}^2 \geq 0, \\
-1 & \text{otherwise.}
\end{cases}
\]

Therefore, to find which value to return, we need

1) to compute \( s = \text{sign}(1 - x\hat{y}^2) \in \{-1, 1\} \);
2) to determine whether \( x^{-1/2} \) is smaller or larger than \( \hat{y} + \frac{su}{2} \). (Equality is impossible, since in base two \( x^{-1/2} \) cannot be a midpoint, as shown in [6].)

From section II-B and the proof of Theorem 1, \( \epsilon = 1 - x\hat{y}^2 \), \( \hat{c} = \text{RN}(\epsilon) \), and \( |\hat{c} - \epsilon| \leq 2u^2 \). Since \( x \) is a multiple of 2u and \( \hat{y} \) is a multiple of \( u \), \( 1 - x\hat{y}^2 \) is a multiple of 2u. Thus, if \( 1 - x\hat{y}^2 \neq 0 \) then \( |1 - x\hat{y}^2| \geq 2u^3 \) and \( \hat{c} \) is nonzero and of the same sign as soon as \( 2u^3 > 2^{\text{min}-p} \) (which holds since \( e_{\text{min}} \leq -2p - 2 \)); if \( 1 - x\hat{y}^2 = 0 \) then \( \hat{c} = 0 \) and \( \hat{y} \) is exactly \( x^{-1/2} \). Hence we return \( \hat{y} \) if \( \hat{c} = 0 \), and we set \( s = \text{sign}(\epsilon) \) otherwise.

Now, to decide whether to return \( \hat{y} \) or \( \hat{y} + su \), we must compute the sign of \( (\hat{y} + su/2)^{-x} \), that is, the sign of

\[
x(\hat{y} + su/2)^2 - 1 = x\hat{y}^2 + x\hat{y}su + xu^2/4 - 1 = \left(\frac{xu \cdot \hat{y} + xsu}{2} - |\sigma + x\tau| \right).
\]

(13)

For \( e_{\text{min}} \leq -2p - 2 \) and \( s \pm 1 \) and \( u = 2^{-p} \), we see that both \( xu \) and \( xsu/2 \) are in \( F \) and so the number

\[
\hat{\eta} := \text{RN}\left(\frac{xu \cdot \hat{y} + xsu}{2}\right)
\]

can be obtained with one FMA after two (exact) multiplications of \( x \) by powers of \( 2 \). Furthermore, \( \text{RN}(\sigma + x\tau) = |\hat{\eta}| \).

If \( \hat{\eta} \) and \( |\hat{\eta}| \) differ, then comparing them suffices for comparing the exact values \( xu \cdot \hat{y} + xsu/2 \) and \( |\sigma + x\tau| \).

If \( \hat{\eta} = |\hat{\eta}| \), to compare these exact values we use Algorithm ErrFMA. The comparison is simplified by the fact that \( |\hat{\eta} - \epsilon| \in \mathbb{F} \) (as a multiple of \( 2u^2 \) at most \( 2u^3 \)), which means we can call \( (v_e, w_e) := \text{ErrFMA}(s\hat{x}, \tau, \sigma, \hat{\eta}) \) we have \( w_e = 0 \) (since \( v_e = \text{RN}(v_e + w_e) \) by definition of Fast2Sum).

The approach taken here thus starts from a faithful approximation and subsequently adjusts it thanks to a correction defined by a suitable case analysis. Note that this way of achieving correct rounding appears in other contexts as well, such as FMA-based correctly-rounded decimal FP division (see for example Algorithm 1 in [16]).

Note also that condition \( e_{\text{min}} \leq -2p - 2 \) of Theorem 3 holds for the binary32, binary64, and binary128 formats of the IEEE 754 Standard as well as for the Bfloat16 format [17], [18]. It is, however, not satisfied for the IEEE 754 binary16 format.

We must stress out that the case \( \hat{\eta} = |\hat{\eta}| \), where we need to use Algorithm ErrFMA, almost never happens. Exhaustive tests performed for all input values \( x \) between 1 and 4, and for small values of \( p \) (from 6 to 24) show that:

- it occurs for one input value only for \( p = 8, 16, 19, 24 \);
- it occurs for 2 input values only for \( p = 6, 20 \);
- it occurs for 4 input values only for \( p = 15 \).

When \( \hat{\eta} = |\hat{\eta}| \), this means that \( x^{-1/2} \) is extremely close to a midpoint. More precisely, we have the following property.

**Property 2.** Let \( x \in \mathbb{F} \cap [1, 4] \). If, when running Algorithm Generic_CR_rsqr with input value \( x \) we have \( \hat{\eta} = |\hat{\eta}| \), then the distance between \( x^{-1/2} \) and its nearest midpoint is less than

\[
\frac{4u^2}{2 - 3u^2} \approx 2u \cdot \text{ulp}(x^{-1/2}).
\]

**Proof:** If \( \hat{\eta} = |\hat{\eta}| \) then \( xu \cdot \hat{y} + xsu/2 \) and \( 1 - x\hat{y}^2 \) are positive reals less than \( 4u \) that round to the same floating-point number, which means that the absolute value of their difference is at most \( 4u^2 \). Hence, recalling (13),

\[
|x(\hat{y} + su/2)^2 - 1| \leq 4u^2
\]

and, therefore,

\[
\left| \frac{\hat{y} + su/2 - x^{-1/2}}{x(\hat{y} + su/2) + \sqrt{x}} \right| \leq \frac{4u^2}{2\sqrt{x} - 3u^2/2} =: \varphi(x).
\]

The conclusion follows from \( \varphi(x) \leq \varphi(1) \) for \( x \in [1, 4] \).

2) **Simplifications for binary32 and binary64 arithmetics:** For the two most common cases (binary32 and binary64 arithmetics), one can simplify Algorithm Generic_CR_rsqr, so that the use of Algorithm ErrFMA becomes unnecessary:

- In binary32 arithmetic, the only value of \( x \) in \( \mathbb{F} \cap [1, 4] \) for which the case \( \hat{\eta} = |\hat{\eta}| \) occurs is \( x = 12196067.2^{-22} \). For this value, one easily checks that \( \hat{\eta} = \text{RN}(x^{-1/2}) \). Hence we can replace Lines 10 to 20 of the algorithm by

  - if \( \hat{\eta} \geq |\hat{\eta}| \) then \( \hat{g}_{\text{cr}} := \hat{g} \) else \( \hat{g}_{\text{cr}} := \hat{g} + su \)

- In binary64 arithmetic, Property 2 implies that it suffices to check Algorithm Generic_CR_rsqr with \( x \in \{4x_1, \ldots, 4x_6\} \) with \( x_4 \) as in Table II. (We cannot have \( \hat{\eta} = |\hat{\eta}| \) for other values of \( x \) in \( \mathbb{F} \cap [1, 4] \).) Among these six cases, the only one for which \( \hat{\eta} = |\hat{\eta}| \) is the first one (\( x = 4x_4 = 3717785442934375 \cdot 2^{-51} \)). For that case, \( \text{RN}(x^{-1/2}) \) is equal to \( \hat{y} + su \). Hence we can replace Lines 10 to 20 of the algorithm by

  - if \( \hat{\eta} > |\hat{\eta}| \) then \( \hat{g}_{\text{cr}} := \hat{\eta} \) else \( \hat{g}_{\text{cr}} := \hat{g} + su \)

(Note the slight difference with the binary32 case.)

**B. General case: \( x \) is any positive FP number**

Now, for “general” input data, one may use the following two functions specified by the IEEE 754 Standard [1, p. 32]:

- \( \text{scaleB}(x, k) \), which returns (in a binary format, which is the case considered in this paper) \( x \cdot 2^k \) for \( x \in \mathbb{F} \) and \( k \) an integer;
• \( \log B(x) \), which returns (in a binary format) \( \lfloor \log_2 |x| \rfloor \) for \( x \in \mathbb{F} \).

In the C programming language, these functions are called \texttt{scaleln} and \texttt{logb} (resp. \texttt{scalelbnf} and \texttt{logbf}) for binary64/double precision operands (resp. binary32/single precision) operands. If \( x > 0 \) is the input value, we first find the integer \( k \) such that \( 2^{k-1} \leq x < 2^{k+1} \). This can be done by first calling \( \ell = \log b(x) \) and then defining \( k = \lfloor \ell / 2 \rfloor \).

Then it suffices to call Algorithm Generic\_CR\_rsqrt with the input value \( x \cdot 2^{-2k} \in [1, 4) \) (obtained by one call to \texttt{scaleB}(x, \(-2k\))) and to multiply the final result \( \widehat{y}_K \) by \( 2^k \) (which too can be done using the \texttt{scaleB} function).

Of course, if the available implementations of \texttt{logb} and \texttt{scaleB} are not efficient enough, one can easily replace these functions using masks and integer operations, but at the risk of obtaining less portable software.

VI. Performance Testing

We have used the \texttt{BenchmarkTools} package in Julia to perform a rudimentary analysis of the relative speed of the algorithms presented in this paper. All testing is done in IEEE 754 double precision arithmetic with code written in Julia 1.6.1 running on an Intel(R) Core(TM) i7-7700K CPU @ 4.20GHz, using a call of the form \texttt{@benchmark AlgorithmX((3 * rand(1000). + 1.0))}. This specific call structure guarantees that the inputs are in the range \([1, 4)\) so that no range management is necessary for Algorithm Generic\_CR\_rsqrt. For that algorithm, we have used the simplification introduced in Section V-A2. The mean execution times are summarized in Table IV. Note that these are the costs for applying the operation element by element to a 1000-element vector of random Float64 values. The results are roughly what we might expect. Algorithm Generic\_CR\_rsqrt appears to run roughly twice as long as either \texttt{rsqrtNewton} or \texttt{rsqrtHalley}. This additional cost is dominated by the cost of branching and conditionals required to guarantee correct rounding. In a fully IEEE-754-compliant implementation, where one has to insert conditionals anyway to check for exceptional input values (infinities, zeros, NaNs), this additional cost will largely vanish.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Mean execution time (( \mu s ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>rsqrtNewton</td>
<td>2.9</td>
</tr>
<tr>
<td>rsqrtHalley</td>
<td>3.0</td>
</tr>
<tr>
<td>Generic_CR_rsqrt</td>
<td>5.8</td>
</tr>
</tbody>
</table>

VII. Conclusion

We have analyzed thoroughly two recent generic and highly-accurate algorithms for computing reciprocal square roots (Algorithms \texttt{rsqrtNewton} and \texttt{rsqrtHalley} from [2, 3]). For binary32 and binary64 arithmetics, we have also determined the (very few) input values for which they do not return the correctly-rounded result \( RN(x^{-1/2}) \); for such formats, this makes it possible to transform these algorithms into ones that always return \( RN(x^{-1/2}) \) by testing if \( x \) is one of these particular input values. Finally, we have introduced a third generic algorithm that has the advantage of always returning a correctly-rounded result, regardless of the format (Algorithm Generic\_CR\_rsqrt). Our first experiments on a restricted input range suggest that the overhead is reasonable and should become negligible within fully IEEE-754-compliant implementations. Thus, our results pave the way for a more general study, needed for such compliant implementations and which will cover in detail both performance and robustness aspects.
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