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Abstract

This paper investigates the problem of collecting multidimensional data throughout time (i.e., longitudinal studies) for the fun-
damental task of frequency estimation under Local Differential Privacy (LDP) guarantees. Contrary to frequency estimation
of a single attribute, the multidimensional aspect demands particular attention to the privacy budget. Besides, when collect-
ing user statistics longitudinally, privacy progressively degrades. Indeed, the “multiple” settings in combination (i.e., many
attributes and several collections throughout time) impose several challenges, for which this paper proposes the first solution
for frequency estimates under LDP. To tackle these issues, we extend the analysis of three state-of-the-art LDP protocols (Gen-
eralized Randomized Response — GRR, Optimized Unary Encoding — OUE, and Symmetric Unary Encoding — SUE) for both
longitudinal and multidimensional data collections. While the known literature uses OUE and SUE for two rounds of saniti-
zation (a.k.a. memoization), i.e., L-OUE and L-SUE, respectively, we analytically and experimentally show that starting with
OUE and then with SUE provides higher data utility (i.e., L-OSUE). Also, for attributes with small domain sizes, we propose
Longitudinal GRR (L-GRR), which provides higher utility than the other protocols based on unary encoding. Last, we also
propose a new solution named Adaptive LDP for LOngitudinal and Multidimensional FREquency Estimates (ALLOMFREE),
which randomly samples a single attribute to be sent with the whole privacy budget and adaptively selects the optimal pro-
tocol, i.e., either L-GRR or L-OSUE. As shown in the results, ALLOMFREE consistently and considerably outperforms the
state-of-the-art L-SUE and L-OUE protocols in the quality of the frequency estimates.

KEYWORDS: Local differential privacy, Discrete distribution estimation, Frequency estimation, Multidimensional data,
Longitudinal studies.

To preserve privacy at the user-side, an alternative
approach, namely, Local Differential Privacy (LDP),

1. Introduction

1.1. Background

In recent years, Differential Privacy (DP) [} 2] has
been increasingly accepted as the current standard for
data privacy [3} 4} 15, |6]. In the centralized model of
DP, a trusted curator has access to the entire raw data
of users (e.g., the Census Bureau [[7,[8]). By “trusted”,
we mean that curators do not misuse or leak private
information of individuals. However, this assumption
does not always hold in real life, e.g., data breaches
are all too common [9]].

*Final version accepted in the journal Digital Communications
and Networks. Version of Record: https://doi.org/10.1016/
Jj-dcan.2022.07.003.

*Corresponding author (email: heber.hwang-arcolezi @inria.fr).

was initially formalized in [10]. With LDP, rather
than trust a data curator to have the raw data and
sanitize it to output queries, each user applies a DP
mechanism to their data before transmitting it to the
data collector server. The local DP model allows col-
lecting data in unprecedented ways and, therefore, it
has been widely adopted by industry (e.g., Google
Chrome browser [11], Microsoft windows 10 opera-
tion system [[12]], Apple iOS and macOS [[13])).

1.2. Motivation and problem statement

When collecting data in practice, one is often inter-
ested in multiple attributes of a population, i.e., mul-
tidimensional data. For instance, in crowd-sourcing
applications, the server may collect both demographic
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information (e.g., gender, nationality) and user habits
in order to develop personalized solutions for specific
groups. In addition, one generally aims to collect data
from the same users throughout time (i.e., longitudinal
studies), which is essential in many situations [[L1,[12].
For example, the fact that two medical acts identified
at a different time have been performed on the same
patient, or two different patients mean treatment in the
first case or two isolated acts in the second.

So, in this paper, we focus on the problem of pri-
vate frequency (or histogram) estimation of multiple
attributes throughout time with LDP. Frequency esti-
mation is a primary objective of LDP, in which the data
collector (a.k.a. the aggregator) decodes all the pri-
vatized data of the users and then estimates the num-
ber of users for each possible value. More formally,
we assume there are d attributes A = {A, As, ..., Ay},
where each attribute A; with a discrete domain has a
specific number of value k; = |A;|. Each user u; for
i €({1,2,...,n}has atuple v?) = (v(li),vg), ...,vf;)), where
v represents the value of attribute A; in record v®.
Thus, for each attribute A; at time ¢ € [1, 7], the aggre-
gator’s goal is to estimate a k;-bins histogram, includ-
ing the frequency of all values in A ;.

Indeed, in both longitudinal and multidimensional
settings, one needs to consider the allocation of the
privacy budget, which can grow extremely quickly due
to the composition theorem [3]]. However, on the one
hand, most academic literature on frequency estima-
tion 114} [15 (16, 17, 18}, 19, [20, 21} 22]] focuses on a
single data collection (i.e., non-longitudinal studies).
On the other hand, the studies for collecting multidi-
mensional data with LDP mainly focus on other com-
plex tasks (e.g., analytical/range queries [23} [24} 25|
20]], estimating marginals [27, 28] 29} 30} 31]]) or nu-
merical data only (e.g., [32] 33134, 35]).

1.3. Summary of contributions

In this paper, we extend the analysis of three state-
of-the-art LDP protocols, namely, Generalized Ran-
domized Response (GRR) [18]], Optimized Unary En-
coding (OUE) [14], and Symmetric Unary Encod-
ing (SUE) [[L1] for both longitudinal and multidimen-
sional frequency estimates. On the one hand, for all
three protocols, we theoretically prove that randomly
sampling a single attribute per user improves data util-
ity, which is an extension of common results in the
LDP literature [36, 24,37, 29} 38]].

On the other hand, in the literature, both SUE
and OUE protocols have been extended (and also ap-
plied [39, 40]) to longitudinal studies based on the
concept of memoization [11} [12], i.e., L-SUE and L-
OUE, respectively. However, we numerically and ex-
perimentally show that combining both protocols pro-
vides higher data utility, i.e., starting with OUE and
then with SUE (L-OSUE) optimizes data utility better
than using SUE or OUE twice. In addition, we also
extend GRR for longitudinal studies (i.e., L-GRR),

which provides higher data utility than the other pro-
tocols based on unary encoding for attributes with a
small domain size.

Lastly, in a multidimensional setting having differ-
ent domain sizes for each attribute, a dynamic selec-
tion of longitudinal LDP protocols is preferred. There-
fore, we propose a new solution named Adaptive LDP
for LOngitudinal and Multidimensional FREquency
Estimates (ALLOMFREE), which combines all the
aforementioned results. More specifically, ALLOM-
FREE randomly samples a single attribute to be sent
with the whole privacy budget and adaptively selects
the optimal protocol, i.e., either L-GRR or L-OSUE.
To validate our proposal, we conduct a comprehensive
and extensive set of experiments on four real-world
open datasets. Under the same privacy guarantee, re-
sults show that ALLOMFREE consistently and con-
siderably outperforms the state-of-the-art L-SUE and
L-OUE protocols in the quality of the frequency esti-
mates.

The remainder of this paper is organized as follows.
In Section [2, we review the privacy notion in consid-
eration, i.e., LDP and the protocols. In Section @
we extend the analysis of GRR, OUE, and SUE to
multidimensional data collections. In Section [] we
present the memoization-based framework for longi-
tudinal data collections, the extension and analysis of
longitudinal GRR and the longitudinal UE-based pro-
tocols and the numerical evaluation of their perfor-
mance, and we present our ALLOMFREE solution.
In Section[5] we present experimental results and dis-
cuss our results. In Section [0l we review the related
work. Lastly, in Section [/| we present the concluding
remarks and future directions.

2. Theoretical background

In this section, we briefly present the concept of pri-
vacy considered in this work, that is, LDP, and the
LDP protocols we will apply in this paper.

2.1. LDP

Local differential privacy, initially formalized
in [10], protects an individual’s privacy during the
data collection process. A formal definition of LDP
is given as follows:

Definition 1 (e-Local Differential Privacy). A ran-
domized algorithm A satisfies e-LDP if, for any pair
of input values vi,v, € Domain(A) and any possible
output 'y of A:

Pr[A(v1) = y] < e - Pr[A(v) = y]

Similar to the centralized model of DP, LDP also
enjoys several important properties, e.g., immunity to
post-processing (F(A) is e-LDP for any function F)
and composability [3]]. That is, combining the results
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from d locally differentially private protocols also sat-
isfy LDP. If these protocols are applied separately in
disjointed subsets of the dataset, ¢ = max(e-, ...,
€;)-LDP (parallel composition). On the other hand,
if these protocols are sequentially applied to the same
dataset, € = Zle €-LDP (sequential composition).

2.2. LDP protocols

Randomized Response (RR), a surveying technique
proposed by Warner [41]], has been the building block
for many LDP protocols. Let A; = {vi, vy, ..., v} be
a set of k; = |A;| values of a given attribute and let
€ be the privacy budget, we review three state-of-the-
art LDP mechanisms for single-frequency estimation
(a.k.a. frequency oracles) that will be used in this pa-
per.

2.2.1. GRR

The k-Ary RR [18] mechanism extends RR to the
case of k; > 2 and is also referred to as direct en-
coding [14] or Generalized RR (GRR) [42] 43| 29].
Throughout this paper, we use the term GRR for this
LDP protocol. Given a value v € A;, GRR(v) outputs
the true value with probability p, and any other value
V' € Aj such that v # v with probability 1 — p. More
formally, the perturbation function is defined as:

p= eé—, lfy =V
Yy € A Pr[Agrrie(v) = y] = { kil
= e‘+k,-—1’ ify#v

This satisfies e-LDP since i—; = ¢°. On expectation,
the number of times that a value v; is reported, N;, for
i € [1,k;], is given by:

E[Ni] =nf()p +n(l = f(vi))q

in which N; is the number of times the value v; has
been reported, f(v;) is the real frequency of value
v;, and n is the total number of users. This imme-
diately provides the normalized estimation f(v;) that
each value v; occurs as [18, 14} [11]]:

- nq
n(p 7))

In [14]], the authors prove that f(v,-) in Eq. (I is
an unbiased estimation of the true frequency f(v;),
and the variance of this estimation is Var| f(vi)] =
’f((p]__;))z +1 (V;)((Ii:g—q). In the case of small f(v;) ~ 0, this
variance is dominated by the first term, which gives
the approximate variance as [14]:

q(1-¢q)
n(p - q?
Since the estimation in Eq. (I) is unbiased, its vari-
ance Var| f(vi)] is equal to the Mean Squared Error
(MSE), which is commonly used as an accuracy met-
ric (e.g., cf. [43] 135]) and also adopted in this paper.

fo ,)— 6]

Var'[f(w)] = )

Replacing p = +k — and g = +k - into Eq. (@), the
GRR variance is calculated as:
+kj—2
Var*[ forr(vi)] = m 3)

2.2.2. Unary encoding-based

Protocols based on Unary Encoding (UE) consist of
transforming a value v into a binary representation of
it. So, first, for a given value v, B = UE(v), where

=[0,0,...,1,0,...0], a k;-bit array where only the v-
th position is set to one. Next, the bits i, for i € [1, k;],
from B are flipped, depending on parameters p and ¢,
to generate a sanitized vector B’, in which:

D, lfB, =1

Pr[B; =1] = .
q, lfB,' =0

The proof that the UE-based protocols satisfy e-

LDP for

:ln(p(l—q)) @

(I'-p)q

is known in the literature and can be found in [11} [14]].
In [14]] the authors presented two ways for selecting
probabilities p and g, which determines the protocol
variance. One well-known UE-based protocol is the
basic one-time RAPPOR [11], referred to as Symmet-
ric UE (SUE), which selects p = 5/2“ and g = €5,21+l s
where p+¢q = 1 (symmetric). The estimated frequency
f (v;) that a value v; occurs for i € [1, k i1 1s also calcu-

lated using Eq. (I). Replacing p = e/2+1 andg = 65,21“
into Eq. @), the SUE variance is calculated as [11]:

ee/Z

n(e€? — 1)2

Moreover, rather than select p and g to be symmet-
ric, Wang et al. [14] proposed Optimized UE (OUE),
which selects parameters p = 5 and 9=z +1 that min-
imize the variance of UE- based protocols while still
satisfying e-LDP. Similarly, the estimation method
used in Eq. (1) equally applies to OUE. Replacing
p = % and g = m into Eq. (@), the OUE variance
is calculated as [[14]:

Var'[fsue(v)] = S

4e€

Var'[ foue(v)] = me =12

(6)

3. Multidimensional frequency estimates with
LDP

In the literature, few work for collecting multidi-
mensional data with LDP is based on random sam-
pling (i.e., dividing users in groups) [32} 33} 34, 135,
14} [38]]. This technique reduces both dimensionality
and communication costs, which will also be the fo-
cus of this paper. Let d > 2 be the total number of at-
tributes, k = [ky, k2, ..., k4] be the domain size of each
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attribute, n be the number of users, and € be the pri-
vacy budget. An intuitive solution (Spl) is to split the
privacy budget, i.e., assigning €/d for each attribute.
The other solution (Smp) is based on uniformly sam-
pling (without replacement) only r attribute(s) out of
d possible ones, i.e., assigning €/r per attribute. No-
tice that both solutions satisfy e-LDP according to the
sequential composition theorem [3].

For the first case, Spl, the variances (0'%) of GRR,
SUE, and OUE are respectively:

5 ef/d + kj -2
O1,GRR = n(eld — 12
€/2d
2 3 e
O1SUE = n(e2d — 1) 0
2 3 4ecld
O-I,OUE - n(e‘/d _ 1)2

For the second case, Smp, the number of users per
attribute is reduced to nr/d. Thus, the variances (o-%)
of GRR, SUE, and OUE are, respectively:

, (el + k; - 2)
o = -
2,GRR nr(ee/r _ 1)2
d(ee/Zr)
2 —
T2 5UE = nr(el?r — 1)?2 ®)
» L d(eln)
02,0UE =

nr(e€/" —1)2

Notice that if » = d in Eq. (§)), one achieves Eq. (7).
Practically, the objective is reduced to finding r, which
minimizes o-% for each protocol. In this way, to find the
optimal r for each protocol, we first multiply each o‘%
in Eq. (8) by e. Without losing generality, minimiz-
ing o-iGRR, o%’SUE, and o-iOUE is equivalent to min-

. . . Ees/r eee/Zr Ees/r .
imizing =5, e and e TR respectively.

_ : : 2
Hence, let x = r/€ be the independent variable, T3 GRR

1 ellx

r m, and

2 : _
and 03 ouE an be rewritten as y; =

073 sy can be rewritten as y, = %% as functions
over x. It is not hard to prove that both y; and y, are
increasing functions w.r.t. x. Therefore, the minimum
and optimal number of attributes per user is » = 1 for
all three protocols. We highlight that this is a com-
mon result in the LDP literature obtained for different
protocols and contexts [32} 133|135 14, 24} 37, 36| 144].

Therefore, in this paper, we adopt the multidi-
mensional setting Smp with r = 1. In this setting,
users tell the data collector whose attribute is sam-
pled, and its perturbed value ensures e-LDP by apply-
ing either GRR or UE-based protocols; the data an-
alyst server would not receive any information about
the remaining d — 1 attributes.

4. Longitudinal frequency estimates with LDP

In this section, we first present the memoization-
based framework for longitudinal data collections.

Next, we present the analysis of longitudinal GRR and
longitudinal UE-based protocols. Lastly, we numeri-
cally evaluate the extended longitudinal protocols and
propose our ALLOMFREE solution.

4.1. Memoization-based data collection with LDP

In the literature, many studies focus on how to col-
lect and analyze categorical data longitudinally based
on memoization (11} (12} 36]. The key idea behind
memoization is using two sanitization processes. The
first round (RR;) replaces the real value B with a san-
itized one B’ with a higher epsilon (&»,). Whenever
one intends to report B, B’ shall be reused to produce
other sanitized versions B” with lower epsilon values.
Notice that the second sanitization (RR,) is a must to
avoid “averaging attacks”, in which adversaries can
reconstruct the true value from multiple sanitized ver-
sions of it. This technique allows achieving privacy
over time with an upper bound value of €,,-LDP.

LetA; = {vi,va, ..., vkj} be asetof k; = |A | values of
a given attribute and let € be the privacy budget. In this
paper, for both RR| and RR; steps, we will apply either
GRR, SUE, or OUE. The unbiased estimator in Eq. @)
for the frequency f(v;) of each value v; for i € [1, /]
is now extended to:

Ni—nq»
=gy ~ "M _ Ni=nqi(p2 = q») = ngs

n(p1 —q1) n(p1 —q1)(p2 — q2)

frvi) =

in which N; is the number of times the value v; has
been reported, 7 is the total number of users, p; and g;
are the parameters used by an LDP protocol for RR;,
and p; and ¢, are the parameters used by an LDP pro-
tocol for RR,. Eq. (9) is the result of using the unbi-
ased estimator of Eq. (I)) with two rounds of sanitiza-
tion.

Theorem 1. The estimation result f;(v;) in Eq. © is
an unbiased estimation of f(v;) for any value v; € A;.

Proof.

N; —nqi(p2 — q2) — nqp
n(p1 — q1)(p2 — q2)

_ EINi] —nqi1(p2 — q2) — ng»

- n(p1 —q0)(p2 — q2)

E[f,(vi)] = E

Let us focus on

E[N;:] = nf(v) (p1p2 + g2 (1 = p1))
+n(l = fv) (p2q1 + q2 (1 — q1))

Thus,
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p2 B’ =v;
ELf(v)] = po BEw T
L\Vi / *—- B’ = Vi#i
nfi)(pip2+q2(1=p1)) —nqi(p2—q2) —ngx B =y,
n(pr—q1) (p2 — q2) } . p/z, B =viyi
— . 1 - = Vi#i
L Efon+n) (pagi + g2 = 1) T B =y
n(p1 —q1) (P2 — q2)
= f(vi) p/z, B’ = Viti
B =v i
Theorem 2. The variance of the estimation in Eq. (9) P/ o ? B’ =v;
is: B = Vk#
p2 B’ =v;
| } B =v; —
Varlfu = —20"0pere T B = u

n(py — q1)*(p2 — 2)*’
Y =f0i)2pip2 —2p1g2 + 2q2 — 1) + p2g1 + q2(1 — q1) Fig. 1: Probability trees for two rounds of sanitization using GRR
(10) (L-GRR).
Proof. Thanks to Eq. (9), we have
in which p; and g, control the level of longitudi-
Var[Ni] nal €,-LDP. The value B’ shall be reused as the
n2(p1 = q1)*(p2 — q2)? basis for all future reports on the real value v;.

Since N; is the number of times the value v; is ob-
served, it can be defined as N; = }7_, X, where X is
equal to 1 if the user z, 1 < z < n reports value v;, and B

B// - >

Var [fL(V,')] =

2. RR;[GRR]: Generate a reporting B” such that

with probability p,
0 otherwise. We thus have Var[N;] = Z | Var[X;] =

nVar[X]. Since all the users are 1ndependent

Vg, with probability > = 5
in which B” is the report to be sent to the server.

Pr{X = 1] = P[X* = 1] = f(») 2pip> — 2 2¢> - 1 , e s
il I [ 1= /0 Cpip2 =2p142+ 22 = 1) Visually, Fig. [1] illustrates the probability tree of
tpaqi +p(l—q) =y the L-GRR protocol. In the first round of sanitiza-
tion, RR;, our proposed L- GRR applies GRR with

_ — A2 = _
We thus have Var[X] = y — vy y(1 — ) and, = Pr{B’ = w|B = v;] = and g, = Pr[B’ =

finally, 1 e +k !
VilB = vl = 75 = m (underlined in the mid-
Varlfov)] = yd-v dle of Fig.[T), where k; = |A}|. As discussed in subsec-
n(p1 = q)*(p2 — 42)* tion 2.2.1] this permanent memoization satisfies €x-
In this work, we will use the approximate variance, LDP since 2 = ¢, which is the upper bound.
in which f(v;) = 0 in Eq. (I0), which gives: On the other hand, with a single collection of data,
the attacker’s knowledge of v; comes only from B”,
s which is generated using two randomization steps with
Var [f L(Vi)] = GRR. This provides a higher level of privacy protec-
(p2q1 — q2 (g1 — 1)) (=p2g1 + g2 (q1 — 1) + 1) tion [11]]. From Fig.[I} we can obtain the following
n(p1 — q)2(p2 — qa)? conditional probabilities:
(11)
4.2. Longitudinal GRR (L-GRR): definition and e- PrB” = vilB =vil = pip2 + q192
Pr[B” = iB =y = +
LDP study PL[B"|B] = il ’ Vil B = vil = p1g2 + q1p2
Let V = {vi,v2,..., %} be a set of k; values of a Pr[B"” = vi|B = vizil = p1g2 + q1p2
given attribute and let v; be the real value. We now de- Pr[B” = vislB = vieil = p1p2 + 142
scribe an extension of GRR for longitudinal studies; ., .
we refer to this protocol as L-GRR for the rest of this Let p; = Pr[B = Vf|B = vil ?nd qs = Pr(B =
paper. First, Encode(v;) = v; (direct encoding). Next, VilB = vii] (underlined n th? far right of Fig. [T}, with
there are two rounds of sanitization, RR; and RR; ap- the second round of sanitization, RR,[GRR], our pro-
plying GRR, as described in the following equations. posed L-GRR protocol satisfies €;-LDP since q— = e
Notice that €; corresponds to a single report (lower
1. RR{[GRR]: Memoize a value B’ such that bound) and its extension to infinity reports is limited

) . by & (upper bound) since RR>[GRR] uses as input the
B = {Vi ) with probability p, output of RR;[GRR]. More specifically, the calculus of

1

Visy,,  With probability ¢, = };—j’l €1 for L-GRR is:
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+
o - IH(M) (12)

pP192 + q1p2

in which p; = =, ¢, = 2, and both p; and ¢»
J J

are selectable according to €, €, and k;, calculated
as:

eEl+Em _1
P27 e + (kj—1)es + e + earres — 1
J J (13)
q2 k-1

The estimated frequency fL(v,-) that a value v; oc-
curs for i € [1,k;] is calculated using Eq. (O). Lastly,
one can calculate the L-GRR approximate variance by
replacing the resulting pi,q, p2,q> parameters into

Eq. (T).

4.3. Longitudinal UE (L-UE): definition and e-LDP
study

We now describe the UE-based protocol for longi-
tudinal studies. We refer to this protocol as L-UE for
the rest of this paper. Let V = {vi,v,, ..., vk/.} be a set
of k; values of a given attribute and let v; be the real
value. First, Encode(v;) = B (unary encoding), where
B =10,0,...,1,0,..0], a k;-bit array where only the v-
th position is set to one. Next, there are two rounds of
sanitization, RR; and RR,, which apply the UE-based
protocols, described as follows.

1. RR{[UE]: For each bit i, 1 <i < k; in B, memo-
ize a value B’ such that

y p1, ifB; =1
Pr[B; = 1] = )
qi, if Bi =0
in which p; and g; control the level of longitudi-
nal €,-LDP. The value B’ shall be reused as the
basis for all future reports on the real value v;.

2. RRy[UE]: For each biti, 1 <i < k;in B’, gener-
ate a reporting B” that

. ifB =1
(B =1]={"> 17
q2, lfB:ZO

in which B” is the report to be sent to the server.

Visually, Fig. [2] illustrates the probability tree of
the L-UE protocol. One natural question emerges:
how to select the parameters {p,,q, p2,¢>} in or-
der to optimize the utility of this L-UE protocol?
One can see RR[UE] as a permanent sanitization and
RR,[UE] as a ‘small’ perturbation to avoid averaging
attacks and keep privacy over time.

Based on SUE and OUE, we are then left with four
options: two popular solutions that strictly use only
OUE or SUE parameters in both sanitization steps and

P . B'=1
T B=0

@ _.B/=1

T T —B/=0

P2 B/ =1

T T ——B/=0

[P B/ =1

Fig. 2: Probability trees for two rounds of sanitization using UE
(L-UE).

two proposed settings that combine both OUE and
SUE. These four L-UE protocols are summarized be-
low:

I both sanitizations with OUE (L-OUE);
IT both sanitizations with SUE (L-SUE);
III starting with OUE and then with SUE (L-OSUE);

IV starting with SUE and then with OUE (L-SOUE);

in which L-SUE is the well-known Basic-RAPPOR
protocol [[L1], L-OUE is the state-of-the-art OUE pro-
tocol [14] with memoization, and both L-OSUE and
L-SOUE are proposed in this paper.

As presented in [14]], the OUE variance in Eq. (6)) is
smaller than the SUE variance in Eq. @ and, there-
fore, the former can provide higher utility than the
latter for RR;. On the other hand, we argue that
OUE might be too strict for RR; since the parameter
p2 = 1/2 is constant. Thus, we hypothesize that op-
tion III (i.e., L-OSUE) is the most suitable one. With-
out losing generality, the following analyses are done
only for L-OSUE, which can be easily extended to
any of the other combinations.

In the first round of sanitization, RR;, our solution
L-OSUE applies OUE with p; = Pr[B, = 1|B; = 1] =
% and g; = Pr[B; =1|B; =0] = ﬁ (underlined in
the middle of Fig.[2). As discussed in Section
this permanent memoization satisfies €.,-LDP since
% = ¢, which is the upper bound.

Following the same development as for L-GRR, on
the other hand, with a single collection of data, the at-
tacker’s knowledge of B = UE(v) comes only from
B, which is generated using two randomization steps
with OUE and SUE, respectively. This provides a
higher level of privacy protection [I1]. From Fig. 2}
we can obtain the following conditional probabilities
according to each bit i € [1, k;]:
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Pr[B|B;] =

Pr[B! = 1|B; = 1] = pip2 + (1 — p1)q2
P[B! = 0|B; = 1] = p1(1 = p2) + (1 = p)(1 — q2)
Pr[B = 1|1B; =0l = q1p2 + (1 = q1)q2
Pr[B; = 0|B; = 0] = q1(1 — p2) + (1 — q1)(1 — q2)

Let p;, = Pr[B = 1|B; = 1] and g, = Pr[B] =
1|B; = 0] (underlined in far right of Fig. E]), with
the second round of sanitization, RR,;[SUE], our
proposed L-OSUE protocol satisfies €-LDP since
(plflp—_)qq) = €. Notice that €] corresponds to a single re-
port (lower bound) and its extension to infinity reports
is limited by € (upper bound) since RR;[S UE] uses
as input the output of RR|[OUE]. More specifically,
the calculus of € for L-OSUE (or L-UE protocols in
general) is:

o = ln((Plpz —@(p1—D)(p2q1 —q2(q1 — 1) - 1))
(P2q1 —q2(qr = D) (p1p2 —q2(pr — 1) = 1)
(14)
in which, for L-OSUE, we have p; = 1, ¢ = ==,
and both p; and ¢, are symmetric (p, + g2 = 1) and
selectable according to €, and €, calculated as:

1—€€]+E°°
Py e —eare 11 (15)
g@=1-p

Similarly, the estimated frequency f(v;) that a
value v; occurs for i € [1,k;] is calculated using
Eq. (). Lastly, one can calculate the L-OSUE (or
L-UE protocols in general) approximate variance by
replacing the resulting pi, g, p2, g2 parameters into

Eq. (TI).

4.4. Numerical evaluation of L-GRR and L-UE proto-
cols

In this subsection, we evaluate numerically the
approximate variance of all developed longitudinal
protocols, namely, L-GRR, and the four UE-based
options, namely, L-OUE, L-SUE, L-OSUE, and L-
SOUE, respectively. As aforementioned, once both €,
and €] privacy guarantees are defined, one can obtain
parameters p; and ¢; depending on €., and parame-
ters p, and ¢, depending on both €, and € (and the
domain size k; for L-GRR), as given in Eq. (I3) for
L-GRR and in Eq. for L-OSUE.

Next, once the parameters {pi,q1, p2,q»} are com-
puted, one can calculate the approximate variance with
Eq. (TI) for each protocol. In other words, following
our proposal, one has to set both the upper (&) and
lower (€;) bounds of the privacy guarantees. For ex-
ample, let €, = 2, one might want the first ¢,-LDP
report to have high privacy such as ¢, = 0.1, ie,
€1 = 0.05¢, (we will use this percentage notation
to set up the privacy guarantees).

Table [0 exhibits the numerical values of
the approximate variance using Eq. (II) for
all longitudinal protocols with n» = 10000,
€ = [0.5,1.0,2.0,4.0] (as in [14]), and
€1 = {0.6€x,0.5¢5,0.4€,0.3€x, 0.2€5, 0.1€,}.
For values of € higher than 0.6€., neither L-OUE
nor L-SOUE could satisfy some values of €; because
of the constant p, = 1/2 in RR,. However, it is not
desirable to have higher values of € and, thus, we
do not consider values above 0.6€ in our analysis.
Besides, Table 2] exhibits the numerical values for
the non-longitudinal GRR, OUE, and SUE protocols,
which allow evaluating how utility degrades with a
second step of sanitization.

From Table [, one can notice that L-GRR
presents the smallest variance values for binary at-
tributes (i.e., when k; = 2). On the other hand,
L-GRR is also most sensitive to changes in privacy
parameters €. and € when k; is large, which shows
a much higher variance than when using a non-
longitudinal GRR, as shown in Table[2] Similar to the
non-longitudinal GRR, this increase in the variance
is due to the number of values k;, which decreases
the probability p of reporting the true value. With
two rounds of sanitization, it further deteriorates the
accuracy of the L-GRR protocol that gets extremely
high values, e.g., see L-GRR(k; = 219 Interestingly,
when k; = 2 in Table I} the variance of L-GRR with
€1 = 0.5¢, is a lagged version of the variance values
given by the non-longitudinal GRR in Table 2] This
effect is also observed for both the L-SUE (cf. SUE
in Table 2) and L-OSUE (cf. OUE in Table[2) proto-
cols, which use symmetric probabilities on RR; (i.e.,
p2 + g2 = 1). We highlight these values in bold font.
However, for L-GRR, this is not true for other values
of kj, the further analysis of which is beyond the scope
of this paper.

On the other hand, the L-UE protocols avoid having
a variance that depends on k; by encoding the value
into the unary representation, which results in a con-
stant variance regardless of the size of the attribute.
To complement the results of Table[l} Fig. [3illustrates
the numerical values of the approximate variance for
the L-UE protocols with €, = {0.3€,0.6€65}. With
the four options [-IV analyzed, on the high privacy
regimes, L-OSUE and L-SUE have similar perfor-
mance while always favoring the proposed L-OSUE.
On lower privacy regimes, our proposed protocols L-
SOUE and L-OSUE have similar performance, which
outperform both the L-OUE and L-SUE protocols. As
shown in our experiments, the L-OUE protocol has the
worst performance among the four options analyzed,
with the exception of high values for €, (see the plot
on the bottom of Fig. , when it has performance su-
perior or similar to that of L-SUE. Indeed, for L-OUE,
selecting p = 1/2 for the second sanitization step
is too strict, which results in higher variance values.
Therefore, by comparing the approximate variances,
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. L-GRR L-UE
Privacy Guarantees o

kj=2 kj =32 kj=2 L-OSUE L-SUE L-SOUE L-OUE

€0 =05, =030 | 0.001103 | 0.980969 26706 0.004411 0.004436 | 0.005306 | 0.005549

€ = 0,66 €0 = 1.0, =0.60 | 0.000270 | 0.125036 3153 0.001078 | 0.001103 | 0.001234 | 0.001347
€0 =2.0, =120 | 0.000062 | 0.006327 117 0.000247 | 0.000270 | 0.000264 | 0.000310

€0 =4.0, =240 | 0.000011 | 0.000078 0.25903 0.000044 | 0.000062 | 0.000045 | 0.000057

€0 =05, =025 | 0.001592 | 2.088372 60218 0.006367 | 0.006392 | 0.007336 | 0.007611

€ = 056, €0 = 1.0, =050 | 0.000392 | 0.268074 7198 0.001567 | 0.001592 | 0.001740 | 0.001872
€0 =2.0,6 =100 [ 0.000092 | 0.013926 281 0.000368 | 0.000392 | 0.000389 | 0.000447

€0 =4.0,6 =2.00 | 0.000018 | 0.000188 0.74088 0.000072 | 0.000092 | 0.000073 | 0.000092

€0 =0.5,6 =020 | 0.002492 | 4.530779 135874 0.009967 | 0.009992 | 0.011012 | 0.011324

€ = 04den €0 = 1.0, =040 | 0.000617 | 0.586823 16443 0.002467 | 0.002492 | 0.002658 | 0.002812
€0 =2.0, =0.80 | 0.000148 | 0.031552 673 0.000593 | 0.000617 | 0.000617 | 0.000690

€0 =4.0, =1.60 | 0.000032 | 0.000484 2.12772 0.000127 | 0.000148 | 0.000128 | 0.000156

€0 =056 =0.15 | 0.004436 10 329836 0.017744 | 0.017769 | 0.018863 | 0.019214

€ = 036 €0 =1.0, =030 | 0.001103 1.398568 40412 0.004411 0.004436 | 0.004620 | 0.004799
€0 = 1.0, =0.60 | 0.000270 | 0.078202 1737 0.001078 | 0.001103 | 0.001106 | 0.001198

€0 =2.0,6 =120 | 0.000062 | 0.001389 6 0.000247 | 0.000270 | 0.000248 | 0.000291

€0 =0.5,6 =0.10 | 0.009992 30 972656 0.039967 | 0.039992 | 0.041148 | 0.041536

@ =026, €0 = 1.0, =020 | 0.002492 | 4.080052 120651 0.009967 | 0.009992 | 0.010190 | 0.010394
€0 =2.0,¢ =040 | 0.000617 | 0.237925 5443 0.002467 | 0.002492 | 0.002498 | 0.002610

€0 =4.0, =0.80 | 0.000148 | 0.004939 24 0.000593 | 0.000617 | 0.000595 | 0.000659

€0 =0.5,6 =0.05 | 0.039992 154 4941829 | 0.159967 | 0.159992 | 0.161191 | 0.161608

€ =0.les €0 = 1.0, =0.10 | 0.009992 20 620584 0.039967 | 0.039992 | 0.040201 0.040424
€0 =2.0, =020 | 0.002492 1.255550 29356 0.009967 | 0.009992 | 0.010000 | 0.010130

€0 =4.0,6 =040 | 0.000617 | 0.030494 156 0.002467 | 0.002492 | 0.002469 | 0.002560

Table 1: Numerical values of Eq. (TT) (i.e., Var*[ fl(v,-)]) for L-GRR and L-UE protocols with different €., and € privacy guarantees, following

€] = {0.6€c0,0.5€x0, 0.4€x0, 0.3€x0, 0.2€x, 0.1 €}, respectively.

€« | GRR(k; = 2) | GRR(k; = 32) | GRR(k; = 2'%) [ OUE SUE
€0 =05] 0.000392 0.007520 0.243240 | 0.001567 | 0.001592
€e=10] 0.000092 0.001108 0.034707 | 0.000368 | 0.000392
€0 =20/ 0.000018 0.000092 0.002522 | 0.000072 | 0.000092
€ =4.0] 0.000002 0.000003 0.000037 | 0.000008 | 0.000018

Table 2: Numerical values of Var* [f(v,-)] for the non-longitudinal
GRR, OUE, and SUE protocols with different €., privacy guaran-
tees.

the best option for L-UE protocols, in terms of util-
ity, is to start with OUE and then with SUE as we
propose in this paper, i.e., L-OSUE.

4.5. The ALLOMFREE algorithm

Let A = {A,A,,...,Ay} be a set of d attributes
with the domain size kK = [ki,ko,....ks], A =
{L-GRR,L-OSUE} be a set of optimal longitudinal
LDP protocols, and € and € be the longitudinal and
single-report privacy guarantees, respectively. Each
user u;, for 1 < i < n, holds a tuple v =
(v(li),v(zi),...,vf;)), i.e., a private value per attribute.
From now on, we will simply omit the index notation
v\) and use v in the analysis as we focus on one ar-
bitrary user u; here. For each attribute j € [1,d] (we
slightly abuse the notation and use j for A;) at time
t € [1, 7], the aggregator aims to estimate the frequen-
cies of each value v € A;.

Client-Side. In a multidimensional setting with differ-
ent domain sizes for each attribute, a dynamic selec-
tion of longitudinal LDP protocols is preferred. As
mentioned in Section [3] we propose that each user
randomly sample r = Uniform(l,2,...,d) to select
a single attribute A,. Given k, (the domain size),

&\ &1 =0.3¢,
1072 % —— L-OSUE
\\‘ L-SOUE
,. .
(]
>
1073
1 $
05 1.0 1.5 2.0 25 3.0 3.5 4.0
£
g, =0.6¢,
—— L-OSUE
L-SOUE
1073 L-SUE
s L-OUE
>
10

20 25 3.0 3.5 4.0
Ex

0.5 1.0 1.5

Fig. 3: Numerical values of Var*[ fL(v,-)] for L-UE protocols with
€] = 0.3 - €x (plot on the top) and with €; = 0.6 - € (plot on the
bottom).

€, and €], one calculates the parameters fp;-grr =
{P1-q1,p2,q2} and fprosue = {p1,q1, P2, q2}, for
L-GRR and L-OSUE, respectively (cf. Eq. (I3) and

Eq. (T3)). Next, with fpr_crer and fpr_osuvE, one cal-
culates the approximate variances Var*[fL, g, ] for L-
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GRR and Var'[fr, o] for L-OSUE with Eq. (TI).
Lastly, to select L-GRR as the local randomizer,
we are then left to evaluate if Var*[fr, ] <

Var*| fL(L-OSUE)]' Therefore, the first round of saniti-
zation ensures a permanent memoization B’ that is
always used for the second round of sanitization to
generate B” each time ¢t € [1, 7] the user will report
the real value B. We call our solution Adaptive LDP
for LOngitudinal and Multidimensional FREquency
Estimates (ALLOMFREE), which is summarized in
Algorithm T]as a pseudocode.

The intuition of ALLOMFREE is as follows. By
requiring each user to submit only 1 attribute with the
whole privacy budget, it reduces both the variance in-
curred as well as the communication cost. Also, since
we develop the calculus of the approximate variance
in Eq. (TI) for the proposed longitudinal protocols (L-
GRR and L-OSUE), ALLOMEFREE can adaptively se-
lect the protocol with a smaller variance value to op-
timize the data utility. Therefore, ALLOMFREE uti-
lizes optimal solutions for both multidimensional and
longitudinal data collection settings developed in Sec-
tions [3]and [4] of this paper, respectively.

Server-Side. On the server-side, for each attribute j €
[1,d] at time ¢ € [1, 7], the estimated frequency fL(v,-)
that a value v; occurs for i € [1, k] is calculated using
Eq. (9.

Privacy analysis. On the one hand, according to the
analysis in subsections [4.2] and Alg. [1] satisfies e-
LDP with upper €, (infinity reports) and lower € (a
single report) bounds as it uses either L-GRR or L-
OSUE to sanitize a single attribute per user. Notice
that, to ensure the users’ privacy over time and to
avoid the sequential composition theorem [3], each
user must always report the same unique attribute
A,. In addition, the privacy of a user decreases grace-
fully according to the number of LDP reports t < 7
that an adversary has gained access to, which is calcu-
lated as [45}136]:

eEoo'Hfl +l
€ =In| ————
e + el

) < min{é€y, te;} (16)

Limitations. Similar to other sampling-based
methods for collecting multidimensional data under
LDP [34] [32, 33| 135], our ALLOMFREE algorithm
also entails a sampling error, which is due to observ-
ing a sample instead of the entire population. In ad-
dition, concerning the privacy guarantees, the memo-
ization step of ALLOMFREE is certainly effective for
longitudinal privacy in the cases where the true client’s
data does not vary (static) or vary very slowly or in an
uncorrelated manner [[11]]. In many application scenar-
ios, gender, age range, nationality, and other demo-
graphic data are generally static or hardly ever vary.
On the other hand, for dynamic attributes such as the
location or the time spent in the application, this is not
the case. Therefore, for each different value, a new
memoized value would be generated, thus accumulat-

ing the privacy budget €., by the sequential composi-
tion theorem [3]].

5. Experimental results

In this section, we present the setup of our experi-
ments and the results with real-world data.

5.1. Setup of experiments

The main goal of our experiments is to evaluate the
proposed longitudinal LDP protocols on multidimen-
sional frequency estimates a single time, i.e., satisfy-
ing €,-LDP (as in [[L1} 40, 39]], for example).
Environment. All algorithms are implemented in
Python 3.8.8 with NumPy 1.19.5 and Numba 0.53.1
libraries. The codes we develop and use for all ex-
periments are available in a Github repositoryﬂ In all
experiments, we report average results over 100 runs
as LDP algorithms are randomized.

Methods evaluated. We consider for evaluation the
following solutions and protocols:

e Solution Smp (cf. Section E]) which randomly
samples a single attribute to be sent with the
whole privacy budget. We will experiment with
the state-of-the-art protocols, namely, L-SUE
and L-OUE, and with our extended protocols L-
OSUE and L-SOUE;

e Our ALLOMFREE solution (cf. Alg.[I), which
also randomly samples a single attribute to be
sent with the whole privacy budget but adaptively
select the optimal protocol, i.e., either L-GRR or
L-OSUE.

Experimental evaluation and metrics. We vary the
longitudinal privacy parameter in the range €, =
[0.5,1,...,3.5,4] with ¢, = [0.3€, 0.6€-] to compare
our experimental results with numerical ones from
subsection Notice that this range of privacy guar-
antees is commonly used in the literature for multidi-
mensional data (e.g., in [33] the range is € = [0.5, ..., 4]
and in [35] the range is € = [0.1, ..., 10]).

To evaluate our results, we use the MSE metric av-
eraged per the number of attributes d in a single data
collection 7 = 1, i.e., with ¢-LDP. Thus, for each
attribute j, we compute for each value v; € A; the
estimated frequency f (v;) and the real one f(v;) and
calculate their differences. More precisely,

MSEpg=1 3 5 > @Z(f(vi)—f(vi))z

te[l,7] — je[ld] VEA;

Datasets. For the ease of reproducibility, we con-
duct our experiments on four multidimensional open
datasets.

'https://github.com/hharcolezi/ldp-protocols-mo
bility-cdrs
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Algorithm 1 User-side algorithm of ALLOMFREE.

L Input: v = [v,vo,...,vgl, k = [k, ko, ... k4], A = {L-GRR, L-OSUE}, €., €], number of reports .

2: r « Uniform({1,2,...,d}) > Select attribute only once
3: B « Encode(v,) > Encode (if needed)
4: fpr-Grr < p1 = %,41 = ﬁ,m = 7 +(k’__ef)]e::°;elq a2 = };ff > Get p; and ¢, with Eq. (I2)
5. fPL-osUE < D1 =341 = 2= e 2= 1 2 > Get p; and ¢, with Eq. (14)
6: i Var[fr, o (fPL-GRR) < Var[fr, o (fPL-0suE) : > Check variances with Eq. (TT))
7. A« L-GRR > Select L-GRR as local randomizer
8: else

9: A« L-OSUE > Select L-OSUE as local randomizer
10: B « A(B, p1,q1,k-) > First round of sanitization (permanent memoization)
11: fort € [1,7] do

122 B’ =AWB, pr.q, k) > Second round of sanitization
13: end for

14: send : (¢,{r, B"”)) fort € [1, 7]

e Nursery. A dataset from the UCI machine learn-
ing repository [46] with d = 9 categorical at-
tributes and n = 12960 samples. The domain size
of each attribute isk = [3,5,4,4,3,2,3, 3, 5], re-
spectively.

e Adult. A dataset from the UCI machine learn-
ing repository [46] with d = 9 categorical at-
tributes and n = 45222 samples after cleaning
the data. The domain size of each attribute is
k =1[7,16,7,14,6,5,2,41, 2], respectively.

e MS-FIMU. An open dataset from [47] with d =
6 categorical attributes and n = 88935 sam-
ples. The domain size of each attribute is k =
[3,3,8,12,37, 11], respectively.

o Census-Income. A dataset from the UCI ma-
chine learning repository [46] with d = 33
categorical attributes and n = 299285 sam-
ples. The domain size of each attribute is
k = [9,52,47,17,3,...,43,43,43,5,3,3,3, 2],
respectively.

5.2. Results

Our experiments were conducted on four real-world
datasets with varied parameters for n, d, and k, which
allowed evaluating our solutions more practically.
Fig. f] (Nursery), Fig. B (Adult), Fig. [6| (MS-FIMU),
and Fig.[7|(Census-Income) illustrate for all the evalu-
ated protocols, the averaged MS E,,, (y-axis) accord-
ing to the longitudinal privacy parameter €, (x-axis)
with €] = 0.3€, (plot on the top) and with €; = 0.6€,
(plot on the bottom), respectively.

As one can notice in the results, for all datasets,
ALLOMFREE consistently and considerably outper-
forms the state-of-the-art protocols, namely, L-SUE
(a.k.a. Basic-RAPPOR) [11]] and L-OUE (that uses
OUE [14] twice). Indeed, the difference between the
performances of ALLOMFREE and the other longitu-
dinal LDP protocols increases proportionally accord-
ing to the privacy guarantees, i.e., for high €, and €;

values, the gap is bigger. This is first because in all
datasets there are attribute(s) with a small domain size
(e.g., kj = 2 or k; = 3), in which L-GRR can provide
smaller variance values than the L-UE protocols (cf.
subsection[4.4). Secondly, by adequately selecting the
probabilities py, g1, p2, g2 for the L-UE protocol (i.e.,
L-OSUE) also optimizes data utility. Thus, since there
is a way to measure the approximate variance of the
extended protocols (i.e., Eq. (TT)), given the sampled
attribute, ALLOMFREE adaptively selects one of the
optimized protocol (i.e., L-GRR or L-OSUE) whose
smaller variance improves the data utility.

In addition, among the L-UE protocols applied in-
dividually, the experimental results with multidimen-
sional data approximate the numerical results with a
single attribute from subsection@ For instance, the
proposed L-OSUE provides similar or better perfor-
mance than L-SUE while always outperforming L-
OUE. Besides, L-SOUE always outperforms L-OUE
too, achieving performance similar to those of L-
OSUE and L-SUE in low privacy regimes (i.e., high €
values). As we have already shown in subsection 4.4]
even though OUE has better utility than SUE for one-
time collection [14], applying OUE twice does not
provide higher utility.

To complement the results of Figs. ] —[7] Table
(61 = 0.3€,) and Table [] (¢, = 0.6€,) exhibit all
datasets and €, guarantees the following utility met-
rics:

U sue = MS Ean(L'SUD - MS Ean(ALL[)MFREE)

MS Eavgy i, a7
Uy .ovr = MS Ean(L'OUE) - MS E“Vg(ALLOMFREE)

MS Ea"g(Lroum

in which U} syr and Uy oy represent the accuracy
gain of ALLOMFREE over the state-of-the-art L-SUE
and L-OUE protocols, respectively.

From Tables [3]and [} one can notice that ALLOM-
FREE considerably improves the quality of the fre-
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Fig. 4: Averaged MSE varying €, with €] = 0.3€, (plot on the top)
and with €| = 0.6€« (plot on the bottom) on the Nursery dataset.
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Fig. 5: Averaged MSE varying €, with €] = 0.3€, (plot on the top)

and with €] = 0.6€x (plot on the bottom) on the Adult dataset.
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Nursery Adult MS-FIMU
Ursue Ur-ove Ursue Urove Ur-sue Urove Ur-sue Ur-ouve

Census-Income
€oo

0.5 1351 20.63 19.03 27.73  3.03 543 784 9.48
1.0 1236  17.75 12777 2044 1.01  11.57 921 14.08
1.5 1995 2586 847 1801 413 1155 582 1292
2.0 17.18 3324 411 17.16 1322 2344 10.06 2041
2.5 20.70 3540 1193 2254 1041 2225 1277 23.15
3.0 28.69 4298 835 2822 13.07 2156 17.07 2621
35 36.19 54.02 1897 3202 1478 29.10 22.02 30.96
4.0 4124 57.16 19.81 3425 2038 29.64 2499 35.60

Mean 2373 3588 1293 2505 10.00 1932 13.72 21.60

Table 3: Accuracy gain of ALLOMFREE over the state-of-the-art
L-SUE and L-OUE protocols for all datasets with €; = 0.3€, mea-
sured with the Uy.syr and Up.oyr metrics expressed in %.

Nursery Adult MS-FIMU Census-Income

€
Ursue Urove Ursve Urove Ur-sue Ur-ove Ursue Ur-ove

0.5 17.82  38.84 1042 2746 641 2479 565 2161
1.0 1499 3897 983 2514 297 2332 979 2546
1.5 1588 41.05 1290 2859 16.00 3052 11.88 28.05
2.0 27.52 5469 1295 3378 14.81 3565 1845 3231
2.5 39.59 6096 2328 3850 17.71 3534 2489 39.11
3.0 40.64 6532 2859 4795 2726 4097 36.12 4448
3.5 4439 68.73 3485 50.00 33.69 5094 40.01 48.18
4.0 4224 7113 4526 5833 41.83 5947 4585 5444

Mean 30.38 5496 2226 3872 20.08 37.62 24.08 36.70

Table 4: Accuracy gain of ALLOMFREE over the state-of-the-art
L-SUE and L-OUE protocols for all datasets with € = 0.6€~, mea-
sured with the U;.syr and Ur-oyr metrics expressed in %.

quency estimates in comparison with the state-of-the-
art L-SUE and L-OUE protocols. On average, AL-
LOMFREE improves the results of L-SUE at least
10% with the MS-FIMU dataset in Table[3land at most
30.38% with the Nursery dataset in Table[d]for the pri-
vacy guarantees €, and € analyzed. Similarly, on av-
erage, ALLOMFREE improves the results of L-OUE
at least 19.32% with the MS-FIMU dataset in Table
and at most 54.96% with the Nursery dataset in Ta-
bled] The highest gain of accuracy was about ~ 71%,
achieved with the Nursery dataset when €., = 4 in Ta-
ble[]in comparison with the L-OUE protocol. Finally,
as one can note, with higher values of €, ALLOM-
FREE will provide much higher utility than the other
protocols.

6. Related work

In recent times, there have been several studies on
the local DP setting in both academia [[16} 33} (32} [10}
14112041191 1481149, [18 135,145, [15,150] and practical de-
ployment [[L1} [12} [13} I51]. The local DP model does
not rely on collecting raw data anymore, which has a
clear connection with the concept of randomized re-
sponse [41]. Among many other complex tasks (e.g.,
heavy hitter estimation [48] 37, 44], machine learn-
ing [52l 53], frequent itemset mining [42, 154]), fre-
quency estimation is a fundamental primitive in LDP
and has received considerable attention for a single at-

tribute [15} (16} [19], 35} [14} 18 20} [111 [12} 39, 55| 21,
22, [17].

However, most studies for collecting multidimen-
sional data with LDP mainly focused on numerical
data [49] (e.g., [32, 33| 34} [35]) or other complex
tasks with categorical data (e.g., marginal estima-
tion [27, 28, 29, 30, 31]], analytical/range queries [24,
231125, 126[). Our ALLOMFREE solution is based on
the multidimensional Smp solution, which randomly
samples a single attribute per user only, minimizing
the variance of the estimation and the communica-
tion cost. A recent study [S0] proposes the Random
Sampling plus Fake Data (RS+FD) solution for mul-
tidimensional data, in which the user samples a sin-
gle attribute, but also generates fake data for all non-
sampled attributes. The RS+FD solution creates un-
certainty in the view of the aggregator while achiev-
ing similar data utility as the Smp solution. An inter-
esting direction would be to extend ALLOMFREE to
add fake data for non-sampled attributes too.

Besides, most academic literature on frequency es-
timation focuses on single data collection. To address
longitudinal data collections, in [[11} [12], the authors
proposed LDP protocols based on two rounds of san-
itization, i.e., memoization, which was also adopted
in this paper. In the literature, some studies [39, 40]
applied L-SUE (a.k.a. Basic-RAPPOR [11]) and L-
OUE (i.e., OUE [14] with memoization) for longi-
tudinal frequency estimates. However, rather than
strictly using only SUE or OUE, we prove that the
optimal combination is to start with OUE and then
with SUE (i.e., L-OSUE). The privacy guarantees of
chaining two LDP protocols has been further studied
in [43]36]], which results in Eq. (I6). Indeed, combin-
ing “multiple” settings (i.e., many attributes and sev-
eral collections throughout time) imposes several chal-
lenges, for which this paper proposes the first solution
named ALLOMFREE under LDP.

7. Conclusion

This paper investigates the problem of collecting
multidimensional data throughout time for the funda-
mental task of frequency estimation under LDP guar-
antees. We extend and analyze three state-of-the-art
LDP protocols, namely, GRR [18], OUE [14], and
SUE [[11]], and propose an optimized solution, namely,
ALLOMFREE, which randomly samples one attribute
per user and adaptively selects a protocol with a lower
variance (i.e., L-GRR or L-OSUE) in order to improve
data utility. Through experimental validations, we
demonstrate the advantages of ALLOMFREE over the
state-of-the-art protocols L-SUE [[11] and L-OUE [14]
by using four real-world datasets, with the gain of ac-
curacy on average ranging from 10% up to 55% for
the analyzed range of €, and € privacy guarantees.
For future work, we suggest and intend to improve
the frequency estimates through post-processing tech-
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niques [56} 43]] and to design LDP protocols for longi-
tudinal and multidimensional studies considering both
numerical and categorical data.
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