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Abstract

One of the features of Boussinesq type models for dispersive wave propagation is the presence of
mixed spatial/temporal derivatives in the partial differential system. This is a critical point in the
design of the time marching strategy, as the cost of inverting the algebraic equations arising from
the discretization of these mixed terms may result in a non-negligible overhead. In this paper, we
propose novel approaches based on the classical Lax-Wendroff (LW) strategy to achieve single step
high order schemes in time. To reduce the cost of evaluating the complex correction terms arising in
the Lax-Wendroff procedure for Boussinesq equations, we propose several simplified strategies which
allow to reduce the computational time at fixed accuracy. To evaluate these qualities, we perform
a spectral analysis to assess the dispersion and damping error. We then evaluate the schemes
on several benchmarks involving dispersive propagation over flat and non-flat bathymetries, and
perform numerical grid convergence studies on two of them. Our results show a potential for a CPU
reduction between 35% and 40% to obtain accuracy levels comparable to those of the classical RK3
method.

1 Introduction

In France, tsunami warning is currently based on the operational code used by the Tsunami Warn-
ing Centers in French Polynesia and mainland France, which solves shallow water equations. In
this context, computational time is a critical factor. As shown in previous studies [1] [2] [3], the
propagation of transoceanic tsunamis is dispersive and shallow water models, which are generally
used in tsunami warning context, may produce inaccurate results.

Most recent numerical models of tsunami propagation take frequency dispersion into account.
These ones are based either on Boussinesq-type equations [4] [5] or on nonlinear shallow water
equations coupled with a pressure Poisson equation [6] [7].

In the first category, standard Boussinesq equations [8] assume that both nonlinearity and fre-
quency dispersion are weak. The validity domain of Boussinesq equations has been extended to
deeper water depths and two new formulations introduced by Madsen and Srensen [9] and Nwogu
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Figure 1: Definition of variables

[10] are widely in use. Finally, a ”fully-nonlinear” formulation eliminating the weak nonlinear-
ity assumption has been introduced ([11], [4] , [12]) which extends the applicability of Boussinesq
equations to strongly nonlinear waves and to the surf zone.

Numerical approaches include a wide range of Finite Difference (FD) or Finite Volume (FV)
formulations. In order to deal with strongly nonlinear waves, most recent numerical models use a
hybrid method which combines FV and FD schemes ([13], [14], [4], [15], [16]). The FV formulation
with shock-capturing capabilities is used for the discretization of the continuity equation and part of
the momentum equations (acceleration term and convective momentum terms). The dispersive terms
are discretized by a FD formulation. Since dispersive terms in Boussinesq equations contain third-
order spatial derivatives, a high-order numerical scheme (with a 4th-order accuracy) is generally
developed in order to minimize the truncation error. As regards temporal schemes, third-order
Adams-Basforth methods or third-order Runge-Kutta methods are generally adopted.

These latter models are computationally expensive and their application to real-world tsunami
propagations might not be always justifiable. We propose in this study to solve the weakly nonlinear
Boussinesq equations with extended dispersion and written in a non-conservative form [17]. A new
formulation of these equations is written and results in solving an additional equation where no time
discretization is required. This formulation allows for a thorough analysis of truncature errors and
of their effects on both the accuracy of results and the computational time. The aim of this paper is
to study the balance between computational speed and numerical errors introduced by Boussinesq
models through a set of test cases.

To this end, we propose novel time stepping approaches based on the classical Lax-Wendroff
strategy to achieve single step high order schemes in time. To reduce the cost of evaluating the
complex correction terms arising in the LW procedure for Boussinesq equations, we propose several
simplified strategies which allow to reduced the computational time at fixed accuracy. This is verified
quantitatively both using a linear spectral analysis of the dispersion error, and benchmarks involving
dispersive propagation on flat and non-flat bathymetries.

The paper is organized as follows. In Section 2, we present the model equations. The time
marching schemes, and in particular the Lax Wendroff methods we propose, are described in Section
3. In Section 4, a spectral analysis is performed to compare the dispersion and damping of the
different approaches considered. In Section 5, the schemes are compared for four benchmarks: the
propagation of a linear gaussian wave, of a solitary wave, of an undular bore and of a dambreak-
generated wave.
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2 Weakly-nonlinear and weakly dispersive wave propagation model

This section is devoted to the presentation of the 1D Boussinesq equations used in this work and
their dimensionless formulation.

We start from the Boussinesq equations written in a non-conservative form [17] : ∂tη + ∂x(hu) = 0

∂t

(
u− du

2
∂xxd− d∂xd∂xu− αd2∂xxu

)
+ g∂x

(
η − βd2∂xxη

)
+ u∂xu = 0

where η is the surface elevation above the still water level, d is the bathymetry, h = η + d is the
water depth, u is the velocity in the x-direction and g = 9.81 m s−2 (Fig 1). α and β are constants
associated to the dispersion [18].

We then use Nwogu’s nondimensional parameters [10], denoting the dimensional variables with
a prime:

• u′ = εc0w where ε = a0/d0 is the nonlinearity parameter

• x′ = xl

• t′ = tl/c0

• η′ = a0ζ

• d′ = d0d

• h′ = η′ + d′ = d0(εζ + d) = d0H

where c0 =
√
gd0, d0 is a given depth, l is a characteristic length and a0 a characteristic amplitude.

We obtain the dimensionless system involving the frequential dispersion parameter µ = d0/l :
∂tζ + ε∂x(ζw) + ∂x(dw) = 0

∂t

(
w − dµ2

2
w∂xxd− µ2d∂xd∂xw − αµ2d2∂xxw

)
+ εw∂xw + ∂x(ζ − βµ2d2∂xxζ) = 0

This system can be reformulated by introducing ξ and φ :

∂tζ + ∂x(Hw) = 0

∂tξ + ∂xφ = −∂x
(
µ2d∂xd∂xζ + µ2d

2
∂xxdζ +

εw2

2

)
ξ = w − αµ2d2∂xxw − µ2d∂xd∂xw −

µ2d

2
∂xxdw

φ = ζ − βµ2d2∂xxζ − µ2d∂xd∂xζ −
µ2d

2
∂xxdζ

The Boussinesq equations can be finally recast in the following form featuring a system with a
forcing term obtained from an auxiliary elliptic problem: :

∂tζ + ∂x(Hw) = 0
∂tw + ∂xζ = ϕ

ϕ = µ2β∂x(d2∂xxζ) + µ2d

(
αd∂xxtw + ∂xd∂xtw +

1

2
∂xxd∂tw

)
− ∂x

(
εw2

2

)
3



Note that the nonlinear term εw2/2 in the above equation can also be kept in the left hand side
of the second equations rather than in the definition of ϕ so that neglecting ϕ would reduce the
model to the shallow water equations. This choice is relevant when the limit system (µ2 = 0) is
considered. In this work, this choice is not relevant as we do not consider this limit. In practice we
keep the linear form of the left hand side of the momentum equation.

Finally, combining the second and third equations we end with :

∂tζ + ∂x(Hw) = 0 (1)

∂tw + ∂xζ = ϕ (2)(
1− µ2d

2
∂xxd

)
ϕ− µ2d∂xd∂xϕ− µ2αd2∂xxϕ = −µ2R(d, ζ)− εw∂xw (3)

where R(d, ζ) = d
(

1
2∂xxd∂xζ + (1− 2β)∂xd∂xxζ + γd∂xxxζ

)
. Remember that ζ is the dimensionless

surface elevation, w is the dimensionless velocity in the x-direction, d is the dimensionless water
depth and γ = α−β. In the following, we speak of standard Boussinesq system when α=1/3 and β=
0 [8]. When α=0.39 and β = 0.057, the system corresponds to the frequency enhanced Boussinesq
equations of [11].

3 Time integration strategies

In this paper, we aim at solving the Boussinesq equations with an efficient centered spatial discretiza-
tion coupled with a time stepping based on a Lax-Wendroff approach. To obtain computationally
efficient, yet accurate, schemes we use two main ideas. The first is to couple the spatial error and the
truncation error of the Taylor series expansion in time, using the Lax-Wendroff strategy. The second
is to couple this expansion with appropriately chosen polynomial extrapolation in time, allowing for
an efficient high order discretization in time. As a reference, we use first, second, and third order
explicit Runge-Kutta methods. Note that Filippini et al. 2015 [19] has shown that this method has
a lower dispersion error compared to the classical fourth order Adams-Bashfort/Adams-Moulton
predictor corrector [11].

3.1 Runge-Kutta schemes

For these schemes, mass and momentum equations (Eq 1 and 2) are written in the form ∂tU = L(U)
where U = (ζ, w)T and L(U) = (−∂x(Hw), ϕ− ∂xζ)T .

The explicit Euler scheme consists in replacing ∂tU by (Un+1−Un)/∆t, ∆t being the time step.
Note that every evaluation of L requires the calculation of ϕ from Eq 3, which requires the inversion
of the matrix arising from the discretization of the elliptic problem.

The explicit Euler scheme is written as :

Un+1 = Un + ∆tL(Un)

The RK2 and RK3 schemes are defined as:

 Un+ 1
2 = Un +

∆t

2
L(Un)

Un+1 = Un + ∆tL(Un+ 1
2 )

and


Up = Un + ∆tL(Un)

U2p =
3

4
Un +

1

4
Up +

∆t

4
L(Up)

Un+1 =
1

3
Un +

2

3
U2p +

2∆t

3
L(U2p)
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In the second and third-order Runge-Kutta schemes, the calculation of ϕ (Eq 3) requires two
and three matrix inversions, respectively.

3.2 Lax-Wendroff schemes

We perform a truncated Taylor series development to approximate the unknowns at time tn+1 =
(n + 1) × ∆t, and approximate the temporal derivatives with the aid of the underlying Partial
Differential Equations by replacing them with spatial derivatives using Eq 1 and 2. The resulting
differential expressions are then discretized by efficient central differences. Let us start from the
truncated Taylor series (the third order case is considered, which is the most general case studied
here):

ζn+1 = ζn + ∆t∂tζ
n + ∆t2/2× ∂ttζn + ∆t3/6× ∂tttζn (4)

wn+1 = wn + ∆t∂tw
n + ∆t2/2× ∂ttwn + ∆t3/6× ∂tttwn (5)

Simple calculations show that the time derivatives required in the above update have the follow-
ing form:

∂tζ
n = −∂x{Hw}n (6)

∂ttζ
n = ∂x{εw∂x(Hw) +H(∂xζ − ϕ)}n (7)

∂tttζ
n = ∂x{2ε∂x(Hw)(−∂xζ + ϕ) + εw∂x[H(−∂xζ + ϕ+ w)]− h(∂xx(Hw) + ψ)}n (8)

∂tw
n = −(∂xζ − ϕ)n (9)

∂ttw
n = (∂x(Hw) + ψ)n (10)

∂tttw
n = −{∂x[εw∂x(Hw) +H(∂xζ − ϕ)]− θ}n (11)

In the expressions above, we have introduced the auxiliary variables ψ := ∂tϕ and θ := ∂ttϕ.
Combining the truncated series and these expressions, we see that a fully second order approximation
(second order in ζ and w) already requires the computation of both ϕn and ψn, and that an
approximation of ϕn, ψn, and θn is necessary for third order accuracy in time.

For constant bathymetries, ψ and θ are calculated by taking the time derivatives of Eq 3, which
provides the auxiliary elliptic systems:(

1− µ2d

2
∂xxd

)
ϕ− µ2d∂xd∂xϕ− µ2αd2∂xxϕ = −µ2R(d, ζ)− εw∂xw(

1− µ2d

2
∂xxd

)
ψ − µ2d∂xd∂xψ − µ2αd2∂xxψ = −µ2R(d, ∂tζ)− ε∂t(w∂xw) (12)(

1− µ2d

2
∂xxd

)
θ − µ2d∂xd∂xθ − µ2αd2∂xxθ = −µ2R(d, ∂ttζ)− ε∂tt(w∂xw) (13)

where the temporal derivatives of ζ and w are replaced by time-independent expressions. Complete
expressions are detailed in Annex A for an arbitrary bottom.

The resolution of these new equations results in calculating 4th and 5th spatial derivatives and in
inverting more matrices. This gives a numerical scheme which theoretically has the same accuracy
of the third and second order RK methods, and comparable computational cost concerning the
number of linear systems inverted.
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Our objective is to propose strategies to side-step these computations defining more efficient
approaches. In order to reduce the computational time, an alternative solution is to calculate
approximated time derivatives of ϕ. Eight different approximations (associated to eight numerical
schemes) are proposed in this paper.

3.3 Polynomial extrapolation and finite differences in time

We make the observation that the order in time sought can be preserved by replacing the various
time derivatives by approximations of an appropriate order. In particular, we can consider the
modified update that reads:

ζn+1 = ζn + ∆t∂tζ
n +

∆t2

2
∂ttζ

n +
∆t3

6
∂tttζ

n

wn+1 = wn + ∆t∂tw
n +

∆t2

2
∂ttw

n +
∆t3

6
∂tttw

n

where second and third order of accuracy are guaranteed under the following approximation con-
straints: {

∂t(·) = ∂̃t(·) +O(∆t2)

∂tt(·) = ∂̃tt(·) +O(∆t)

for second order in time and 
∂t(·) = ∂̃t(·) +O(∆t3)

∂tt(·) = ∂̃tt(·) +O(∆t2)

∂ttt(·) = ∂̃ttt(·) +O(∆t)

for third order in time. We have denoted by ∂̃ a discrete approximation of the temporal derivative
∂ with a certain truncation. The above systems summarize the accuracy constraints necessary for
each derivative order for the truncated Taylor series development to meet the required second and
third order of accuracy.

This suggests two approaches to obtain approximations of the ψ and θ terms in order to avoid
the additional linear system inversions.

The first is based on backward polynomial interpolation, and differentiation, which provides the
following first and second order approximations:

ψne1 =
ϕn − ϕn−1

∆t
, ψne2 =

3ϕn − 4ϕn−1 + ϕn−2

2∆t
and θne =

ϕn − 2ϕn−1 + ϕn−2

∆t2
,

where we recall that a first order approximation of θ is sufficient to guarantee the formal third order
of accuracy in time. We refer to this approach as the extrapolated method, and use the subscript e
to denote the associated schemes.

The second is based on an iterative segregated solution strategy. We refer to this approach as the
segregated/implicit method, and use the subscript si to denote the associated schemes. At second
order, we first compute ζn+1, which only requires the knowledge of ϕn (Eqs 4, 6, 7 and 8 ). We then
evaluate ϕn+1 using Eq 3, and set

ψnsi2 =
ϕn+1 − ϕn−1

2∆t
.

Two equivalent first order approximations are obtained by setting

ψnsi1 =
ϕn+1 − ϕn

∆t
or ψnsi3 =

3ϕn+1 − 4ϕn + ϕn−1

2∆t
.
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We then proceed to update wn+1 with one of these values (ψsi1 ,ψsi2 or ψsi3).
In the third order case, we use a similar segregated strategy. We first compute an approximation

of ζn+1 using the first order approximation ψne1 and wn to evaluate the third order derivative. This
value is used to estimate ϕn+1 and used to compute ψsi as before, and also to estimate

θnsi =
ϕn+1 − 2ϕn + ϕn−1

∆t2
.

These values are used to evaluate wn+1 using Eq 5. In the non-linear case, Eq 3 shows a coupling
between the value of ϕn+1 and wn+1. Replacing wn+1 with wn introduces an O(∆t) error we mini-
mize performing sub-iterations of the scheme, re-evaluating both ζn+1 and wn+1 with the updated
ψ and ϕ values.

The schemes obtained with the above approaches are in the following referred to as the LW2e1,
LW2e2, LW2si1, and LW2si2 and LW2si3 in the second order case using the various definitions of
the auxiliary variables. Similarly we denote by LW3e and LW3si the third order schemes obtained
using respectively ψe2 and θe, and ψsi2 and θsi.

3.4 Simplified LW3 scheme via O(∆t3, µ2∆t2) truncation

The previous approaches are based on neglecting O(∆t3) terms in the truncated Taylor series. Using
arguments similar to those put forward in the previous section, we may use the smallness of µ2 to
simplify somewhat the scheme. In particular, we may choose to also neglect terms of O(µ2∆t2) in
the development. This leads to several possibilities, as we may choose to keep some of the truncation
terms, and only neglect those adding a large computational effort. To this end, we consider the linear
limit of the third order method, on a flat bathymetry, which we recast as:

ζn+1 − ζn

∆t
+ ∂xw

n =
∆t

2
∂xxζ

n − µ2∆t

2
∂xϕ

n
1 −

∆t2

6
∂xxxw

n − µ2∆t2

6
∂xψ

n
1

wn+1 − wn

∆t
+ ∂xζ

n = µ2ϕn1 +
∆t

2
∂xxw

n +
µ2∆t

2
ψn1 −

∆t2

6
∂xxxζ

n +
µ2∆t2

6
(∂xxϕ

n
1 + θn1 )

ϕn1 − µ2α∂xxϕ
n
1 = −γ∂xxxζn

ψn1 − µ2α∂xxψ
n
1 = γ∂xxxxw

n

θn1 − µ2α∂xxθ
n
1 = −γ∂xxxxxζn + µ2γ∂xxxxϕ

n
1

having set ϕ = µ2ϕ1. We can now define different versions of a simplified LW3 method, depending
on which of the µ2∆t2 terms are neglected.

In particular, seven versions of simplified LW3 schemes are defined in Table 1 by neglecting some

of the three µ2∆t2 terms in equations : µ2∆t2

6 ∂xψ1,
µ2∆t2

6 ∂xxϕ1 and µ2∆t2

6 θ1. The objective of the
next sections is to retain the most accurate and stable of these schemes. To this end, we will perform
a spectral analysis to evaluate the dispersion and dissipation error of the schemes. As a preliminary
step, we will evaluate which of the simplified LW3 formulas to retain.

4 Spectral properties of the time discretizations

In this Section, we analyze the spectral properties of the numerical schemes of Section 3 study-
ing their dispersion relation’s errors, solving for both the standard and the enhanced Boussinesq
equations.
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Terms
µ2∆t2

6
∂xψ

n
1

µ2∆t2

6
∂xxϕ

n
1

µ2∆t2

6
θn1

Version 1 no no no
Version 2 no yes no
Version 3 yes yes no
Version 4 yes no no
Version 5 no no yes
Version 6 no yes yes
Version 7 yes no yes

Table 1: Simplified LW3 schemes. We note ’yes’ when the term is present in the version proposed,
and ’no’ when it is removed.

The dispersion relations are determined assuming a flat bottom and a linear propagation in the
positive direction.

We summarize the determination of the relation dispersion in three steps:

1. Denoting ν = ω + iξ, we express each variable X of the system (η, u and ϕ) in the form
X0e

i(2πx−νt), where X0 is a constant. Here, ω and ξ may be considered as parameters of
dispersion and amplification, respectively.

2. We formally replace ν by its expression and separate the equations for real and imaginary
parts.

3. From this new system, we can then determine ω and ξ.

This analysis is of course performed for the linear version of the scheme [20], which we report in
Annex A for completeness.

To evaluate the schemes, we will compare the discrete dispersion relations with those of the
Airy equations [8], and with the exact dispersion relation of the standard and enhanced Boussinesq
equations. These are reported in the Annex B. We evaluate the influence of the time step and of
the frequential dispersion parameter on the accuracy of the schemes for a range of 50 values of kd
between 0 and 4.

We also denote Nc = 1/∆t (∆t is the dimensionless time step) the number of time steps needed
for a wave to propagate over a wavelength at the celerity c. The discrete dispersion relations are
also reported in Annex B for completeness.

The Runge-Kutta and full Lax-Wendroff schemes of same order define the same dispersion rela-
tion. As a consequence, only the Runge-Kutta results appear in the figures and tables.

4.1 Preliminary study of the simplified LW3 versions

As a preliminary step, we investigate the spectral properties of the different versions of the simplified
LW3 presented in Table 1.

Fig 2 and Fig 3 show the a) dispersion and b) diffusion errors in the dispersion relations of the
seven simplified LW3 schemes solving the standard and enhanced Boussinesq equations, respectively.

Fig 2 and Fig 3 show that the version without µ2∆t2

6 θ1 (version 3 in Table 1) produces better results.
As regards enhanced Boussinesq Equations, only the simplified LW3 scheme version 3 produces
better results than the explicit Euler scheme for all the range of kd values. As regards standard
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(a) (b)

Figure 2: Error in the 2a) dispersion and 2b) diffusion calculated using schemes solving the standard
Boussinesq equations with Nc = 5, compared to the standard Boussinesq equations’ dispersion
relation. While plotting the different simplified LW3 curves, we highlight that keeping or erasing
the term in θ1 does not change the curves, thus we plot only four simplified LW3 schemes.

(a) (b)

Figure 3: Error in the 3a) dispersion and 3b) diffusion calculated using schemes solving the enhanced
Boussinesq equations with Nc = 5, compared to the standard Boussinesq equations’ dispersion
relation. While plotting the different simplified LW3 curves, we highlight that keeping or erasing
the term in θ1 does not change the curves, thus we plot only four simplified LW3 schemes.
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Boussinesq equations, this version produces more accurate results than the explicit Euler scheme for
most of kd values, but not for the shorter waves. Version 3 (without term including θ1) is selected
in the paper and is referred to hereafter as the ”simplified LW3 scheme”.

As regards the calculation of ψ1 in the simplified LW3 scheme, any attempt to replace the
inversion of matrix used to calculate ψ1 (Eq 14 in Annex A) produces poor results. These finite
difference discretizations (of order up to the fourth) result in schemes which are more dispersive
than the Explicit Euler scheme for short waves. To conclude this preliminary study, we will only
consider in the following the version 3 of the simplified LW3 method, and keep the inversion of the
matrix (Eq 14).

4.2 Spectral analysis of the schemes for the standard Boussinesq equations

Compared to the enhanced Boussinesq equations, standard Boussinesq equations coarsely approxi-
mate the Airy equations. As already said, these equations can be obtained from Eqs 1,2 and 3 by
setting α = 1/3 and β = 0.

Numerical schemes are compared, firstly to Airy equations (Table 2 and 3), then to exact stan-
dard Boussinesq equations (Fig 4 and 5). All the dispersion relations are presented in Annex B.

Scheme Nc = 5 Nc = 10 Nc = 20 Nc = 40

Explicit Euler 0.24 0.12 0.09 0.08
RK2 0.10 0.08 0.08 0.08

LW2e1 0.13 0.09 0.08 0.08
LW2e2 0.10 0.08 0.08 0.08
LW2si1 0.10 0.06 0.07 0.08
LW2si2 0.10 0.08 0.08 0.08
LW2si3 0.11 0.06 0.07 0.07

RK3 0.08 0.08 0.08 0.08
LW3e 0.11 0.08 0.08 0.08
LW3si 0.08 0.08 0.08 0.08

Simp. LW3 v3 0.12 0.09 0.08 0.08

Table 2: Relative error of ω calculated solving the standard Boussinesq equations in L2 norm
compared to the exact solution of the Airy equations. We note Nc = 1/∆t.

Numerical dispersion error of schemes for Nc = 5, 10, 20 and 40 is evaluated by analyzing ω for
kd values in the range [0,4] (Table 2). We consider in the spectral analysis an L2 error defined as :

errL2f(kd) =

√
50∑
i=1

(fi − fex(kid))2√
50∑
i=1

(fex(kid))2

.
As shown in Table 2, we observe a certain error reduction when increasing the number of points.

The residual error with reference to the Airy theory is about 7% and is attributed to the Boussinesq
approximation. For small values of Nc, the simplified LW3 scheme, the LW2e1 and the Explicit
Euler schemes are the least accurate and the error of the Explicit Euler scheme is up to twice or

10



thrice larger than the ones of other schemes. For large values of Nc, all schemes converge to an error
of about 7%. The LW2si3 and LW2si1 schemes converge slightly quicker than the other schemes.

Scheme Nc = 5 Nc = 10 Nc = 20 Nc = 40

Explicit Euler 10.43 6.81 3.74 1.92
RK2 3.94 0.59 0.07 0.01

LW2e1 3.19 0.49 0.06 0.01
LW2e2 3.67 0.69 0.09 0.01
LW2si1 5.05 0.75 0.10 0.01
LW2si2 3.78 0.58 0.07 0.01
LW2si3 7.11 1.02 0.12 0.02

RK3 0.92 0.18 0.02 0.00
LW3e 0.99 0.16 0.02 0.00
LW3si 1.36 0.23 0.03 0.00

Simp. LW3 v3 2.01 0.30 0.04 0.01

Table 3: Absolute error of ξ in L2 norm obtained solving the standard Boussinesq equations. For
both Airy and Boussinesq equations, the exact solution does not create diffusion (ξ = 0).

Numerical diffusion error of schemes for Nc = 5, 10, 20 and 40 is evaluated by analyzing ω in
the same range of kd values (Table 3). As shown in Table 3, all the schemes converge in time to a
null diffusion. The first order Explicit Euler scheme is the most diffusive. Among the second-order
schemes, the LW2si3 scheme is the most diffusive and the LW2e1 scheme is the less diffusive scheme.
The most diffusive third-order scheme is the LW3si scheme. The least diffusive ones are the RK3
and LW3e schemes.

In addition to Tables 2 and 3, Fig 4 and 5 illustrate the influence of kd on the dispersion and
diffusion errors.

In Fig 4, numerical dispersion of schemes for Nc = 10 is further evaluated by analyzing ω as
a function of kd. While the simplified-third order scheme is more accurate for small kd than for
great kd, the Runge-Kutta and Explicit Euler schemes have an opposite behaviour. Surprisingly,
the curves corresponding to the LW2e1, LW3e and simplified LW3 schemes have points of inflexion.
Across these values, the schemes go from an underestimation to an overestimation of celerities,
compared to the analytical solution. Concerning the second-order schemes, RK2 and LW2si2 (where
the second matrix inversion is replaced by FD temporal derivatives of ϕ) produce the same results.

Similarly to the phase error, the numerical diffusion of the schemes for Nc = 10 is further
evaluated in Fig 5 by analyzing ξ as a function of kd. As in Fig 4, not all schemes provide a
monotone behaviour. In particular, some show a change in the sign of the amplification rate, which
however tends to zero for all schemes as kd increases. The Explicit Euler one is far more diffusive
than the other schemes. In terms of diffusion, the results of the LW2si2 scheme are close to those
obtained by the RK2 dispersion relation.

In summary, solving the standard Boussinesq equations, the spectral analysis shows that :

• The explicit Euler scheme produces the worst results in terms of dispersion and diffusion
results.

• The implicit forward LW2si3 and LW2si1 schemes are two of the most diffusive schemes.
Despite their good accuracy in dispersion compared to the Airy equations, they generate poor

11



(a) (b)

(c)

Figure 4: Error in the dispersion calculated using 4a) explicit Euler, RK2, RK3 and simplified
LW3 schemes, 4b) second-order schemes, 4c) third-order and simplified LW3 schemes, solving the
standard Boussinesq equations with Nc = 10, compared to the exact dispersion relation of the
standard Boussinesq equations. The curves corresponding to the RK2 and LW2si2 schemes are
identical.
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Figure 5: Error in the diffusion calculated using 5a) Explicit Euler, RK2, RK3 and simplified LW3
schemes, 5b) second-order schemes, 5c) third-order and simplified LW3 schemes, solving the standard
Boussinesq equations with Nc = 10. The curves corresponding to the RK2 and LW2si2 schemes are
nearly totally identical.
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results compared to the Boussinesq equations. We attribute this difference to the numerical
error, which tends to bring the numerical results nearer to the Airy results.

• LW2 and RK2 schemes generate identical results, since their dispersion relations are the same.

• The implicit centered LW2si2 scheme produces similar results to the LW2 and RK2 schemes.

• Results of third-order schemes are close to each other in terms of dispersion and diffusion.
These schemes converge faster to the solution than the second order schemes.

• The simplified third-order scheme, which has diffusion properties similar to the third-order
schemes, generates a dispersion error similar to the third-order schemes for long waves and to
the second-order schemes for short waves.

4.3 Solving Enhanced Boussinesq Equations

Dispersion and diffusion errors of schemes are calculated in this section for the enhanced Boussinesq
equations. These equations approximate more closely the Airy equations.

Scheme Nc = 5 Nc = 10 Nc = 20 Nc = 40

Explicit Euler 0.22 0.08 0.02 0.01
RK2 0.10 0.04 0.01 0.01

LW2e1 0.08 0.03 0.01 0.01
LW2e2 0.07 0.04 0.01 0.01
LW2si1 0.14 0.06 0.02 0.01
LW2si2 0.11 0.04 0.01 0.01
LW2si3 0.16 0.07 0.02 0.01

RK3 0.04 0.01 0.01 0.01
LW3e 0.04 0.01 0.01 0.01
LW3si 0.05 0.01 0.01 0.01

Simp. LW3 v3 0.05 0.01 0.01 0.01

Table 4: Relative error of ω calculated by solving the enhanced Boussinesq equations in L2 norm
compared to the exact solution of the Airy equations. We denote Nc = 1/∆t.

As before, we compute the numerical dispersion error of the schemes for Nc = 5, 10, 20 and 40
in the range [0,4] of kd values. The results in Table 4 show that all schemes converge to the Airy
equations dispersion relation with an error less than 1%. The Explicit Euler, LW2si3 and LW2si1
show the slowest reduction in error and can be considered as less accurate. On the other hand,
all the third order formulations, including the simplified one, quickly provide a discretization error
below the truncation of the model.

The amplification rates for Nc = 5, 10, 20 and 40 are evaluated by analyzing ω in the same
range of kd values (Table 5). Conclusions are identical to the ones obtained solving the standard
Boussinesq equations in Section 4.2.

Dispersion and diffusion errors are presented for Nc = 10 in Fig 6 and Fig 7, respectively.
As before, we observe a change of sign in the phase error of the LW2e1, LW3e and simplified
scheme. Schemes without change of sign are accurate with an error monotonically tending to zero
as the frequential dispersion reduces. The exception is the LW2si3 which provides a dispersion error
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Figure 6: Dispersion error calculated for 6a) explicit Euler, RK2, RK3 and simplified LW3 schemes,
6b) second-order schemes, 6c) third-order and simplified LW3 schemes solving the enhanced Boussi-
nesq equations with Nc = 10, compared to the enhanced Boussinesq equations’ dispersion relation.
The curves of the RK2 and LW2si2 schemes are identical.
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Scheme Nc = 5 Nc = 10 Nc = 20 Nc = 40

Explicit Euler 11.07 7.21 3.95 2.03
RK2 4.08 0.61 0.08 0.01

LW2e1 3.23 0.49 0.06 0.01
LW2e2 3.79 0.72 0.10 0.01
LW2si1 5.35 0.80 0.10 0.01
LW2si2 3.90 0.59 0.08 0.01
LW2si3 7.50 1.09 0.13 0.02

RK3 0.96 0.18 0.02 0.00
LW3e 1.00 0.16 0.02 0.00
LW3si 1.46 0.25 0.03 0.00

Simp. LW3 v3 2.17 0.32 0.04 0.01

Table 5: Absolute error of ξ in L2 norm obtained by solving the enhanced Boussinesq equations.
For the Airy and Boussinesq equations, the exact solution does not create diffusion, so we look for
errors around zero.

increasing with kd. As in the case of the standard Boussinesq equations, the RK2 and LW2si2
schemes give the same results.

With regards to diffusion, results (Fig 7) confirm that the Explicit Euler scheme is the most
diffusive scheme and that RK2 and LW2si2 schemes produce similar results.

In summary, this study of the schemes solving the enhanced Boussinesq equations shows that :

• While solving the enhanced Boussinesq equations, the LW2si3 and LW2si1 schemes are the
least accurate compared to Airy equations’ dispersion relation.

• The third order schemes generally provide improved spectral accuracy. Among them, the
LW3si and LW3e seem to be the most promising simplified formulations.

As a result of these observations, we will not consider further the explicit Euler, the LW2si1 and
the LW2si3 schemes.

5 Numerical tests

This section is devoted to the simulation of four benchmarks to evaluate the accuracy and compu-
tational cost of the schemes under study.

For all benchmarks, we use a constant time step calculated from a CFL condition. This condition
is defined by c∆t < CFL ∆x where c is the celerity based on the average initial depth and ∆x the
space step. This type of setting is not uncommon in tsunami analysis and CFL is set by default to
0.5 in this paper.

In the figures, all results are made non-dimensional. For the undular bore (Section 5.3), it is
made dividing the dimensional values by d0. For the other benchmarks, it is made as discussed in
section 2. We note n the number of points in the discretized domain and use as values of d0 and a0

the mean of η′ and d′ respectively. All results are compared to a high-resolution numerical solution
calculated by a RK3 scheme.
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Figure 7: Diffusion error calculated for 7a) explicit Euler, RK2, RK3 and simplified LW3 schemes,
7b) second-order schemes, 7c) third-order and simplified LW3 schemes solving the enhanced Boussi-
nesq equations with Nc = 5, compared to the exact Airy equations’ dispersion relation.
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5.1 Gaussian wave

The first benchmark consists in simulating the propagation of a gaussian wave with an amplitude
of 10 cm and a standard deviation of 60 m over a distance of 24,000 m. The water depth is 10 m,
the initial velocity is null and the characteristic wavelength is l = 250 m.

This benchmark is characterized by a linear propagation of strongly dispersive waves. In order to
generate significant differences between the schemes, a large space step has been selected (n = 2001),
so that the initial wave is described by about 10 points. We compare the results to a high-resolution
computed solution (or reference solution) calculated by the RK3 scheme with 8004 points (∆x ' 3
m) and CFL = 0.5.

Fig 8 shows the water surface calculated by the second and third-order schemes at t = 17.43 and
t = 34.86. The results show that the resolution of the secondary waves gets worse as their distance
from the main front increases. We also see that the second order schemes produce increasing wave
amplitudes, which is a sign of a numerical instability. These schemes also introduce large numerical
dispersion which results in increasing time advance of the wave train compared to the reference
solution.

By contrast, the third order schemes are stable and generate a wave train with progressively
decreasing amplitudes. For all third-order schemes, this decrease is stronger than in the reference
solution, which is a consequence of the damping of the schemes. The phase error is much reduced,
and is relatively small up to the fourth or fifth peak from the main wave.

The same simulations are performed by dividing by two the space step (n = 4001) while keeping
the CFL equal to 0.5 (Fig 9). The third order schemes give results very close to the reference solution
for roughly 10 peaks, and then show a slight dumping with a small phase error, still much smaller
than that of the second order methods.

Scheme n = 1001 n = 2001 n = 3001 n = 4002 n = 5002 n = 6003

RK2 1.89 1.82 1.54 1.24 0.91 0.69
LW2e1 1.75 1.78 1.45 1.14 0.81 0.61
LW2e2 2.00 2.32 1.73 1.30 0.93 0.69
LW2si2 1.89 1.82 1.54 1.24 0.91 0.69
LW2 1.94 1.95 1.57 1.25 0.91 0.69
RK3 0.83 0.70 0.53 0.18 0.10 0.04
LW3e 0.84 0.71 0.56 0.19 0.10 0.04
LW3si 0.83 0.69 0.52 0.18 0.10 0.05
LW3 0.83 0.70 0.53 0.18 0.10 0.04

Simp. LW3 v3 0.83 0.71 0.59 0.26 0.16 0.08

Table 6: Relative error (in L2 norm) of the water height calculated in simulations of the propagation
of the gaussian wave through the enhanced Boussinesq equations, for six different space steps (n =
1001, 2001, 3001, 4002, 5002, 6003). We keep the CFL parameter to 0.5. The errors are obtained
comparing the numerical results to those obtained applying RK3 with n = 8004 and CFL = 0.5.

We further investigate the errors (Table 6) and the computational times (Table 7) for six values of
space steps (n = 1001, 2001, 3001, 4002, 5002, 6003). Concerning the second order schemes, Table 6
and Table 7 show that the LW2e1 is the least CPU-expensive scheme and the most accurate one.
Among the third order schemes, all the formulations considered give results with similar accuracy
but, as expected, the CPU-time of the simplified scheme is about 6% lower than the LW3 CPU-time,
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Figure 8: Propagation of a gaussian wave simulated with n = 2001 by 8a,8c) LW2e1, LW2e2

and LW2si2 schemes, 8b,8d) third-order and simplified LW3 schemes. The enhanced nonlinear
Boussinesq equations are solved at 8a,8b) t = 17.43 (top) and 8c,8d) t = 34.86 (bottom). Comp.
Sol. denotes the reference solution obtained applying RK3 with n = 8004 and CFL = 0.5. RK2
and LW2 results are close to the LW2si2 ones and then are not plotted. The same applies to LW3
and LW3si schemes since their results are nearly identical to the RK3 ones. Values on x-axis and
y-axis are expressed in dimensionless form.

and about 30% lower than the RK3 CPU-time. The least expensive third-order scheme for a given
error level is the explicit LW3e.

The L2 error and the CPU-time are plotted in Fig 10 for the six spatial resolutions. Results
show that all the schemes of same order converge with the expected second and third order rates.
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Figure 9: Propagation of a gaussian wave simulated with n = 4001 by 9a) LW2e1, LW2e2 and LW2si2
schemes, 9b) third-order and simplified LW3 schemes solving the enhanced nonlinear Boussinesq
equations. Comp. Sol. denotes the reference solution obtained applying RK3 with n = 8004 and
CFL = 0.5. The curves corresponding to the LW2si2, LW2e1 and LW2e2 schemes are identical. The
curves corresponding to the RK2, LW3e and simplified LW3 schemes are identical. Values on x-axis
and y-axis are expressed in dimensionless form.

Scheme n = 1001 n = 2001 n = 3001 n = 4002 n = 5002 n = 6003

RK2 7 52 176 389 799 1731
LW2e1 4 31 105 232 499 901
LW2e2 4 31 98 251 492 1002
LW2si2 6 48 145 402 762 1440
LW2 6 45 132 339 691 1385
RK3 10 77 260 602 1120 2322
LW3e 6 49 146 380 719 1328
LW3si 11 88 261 681 1298 2400
LW3 9 70 204 528 1043 2100

Simp. LW3 v3 7 56 161 434 821 1630

Table 7: Computational time (in seconds) of the schemes solving the enhanced Boussinesq equations
to simulate the propagation of a gaussian wave, for six different values of the space step (n =
1001, 2001, 3001, 4002, 5002, 6003). We keep the CFL parameter to 0.5.

The LW2e1 scheme converges faster than the other second-order schemes. As one may expect, the
convergence rate of the simplified LW3 scheme, in which some of the terms in the Taylor series in
time are missing, is slightly below 3. Results also show that for a given accuracy, the LW2e1 and
LW3e schemes are faster than the other second-order and third-order schemes, respectively.
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Figure 10: Relative error (in L2 norm) of the water height calculated in simulations of the prop-
agation of the gaussian wave for n = 1001, 2001, 3001, 4002, 5002, 6003. The results are obtained
solving the enhanced Boussinesq equations by 10a,10c) second-order schemes, 10b,10d) third-order
and simplified LW3 schemes. The results are compared to a high-resolution computed solution and
their error is expressed depending on 10a,10b) the number of points of discretization, 10c,10d) the
CPU-time . The computational solution is obtained applying RK3 with n = 8004 and CFL = 0.5.
Curves are plotted in logarithmic scale.
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5.2 Solitary wave

The second benchmark consists in the propagation in the positive direction of a solitary wave 2 m
high centered at xmean = 1000 m over a 10 m deep bottom in a 5000 m long domain. The space
step is 10 m (which corresponds to 501 points) and the characteristic wavelength is l = 400 m.

The solitary wave is described by the approximate formulas:

η = a[sech(C(x− xmean))]2

u =
c× η
η + d

where a is the maximum amplitude of the wave, xmean is the position of the wave center, C =√
3a

4(d+a)d2
and c =

√
9.81(d+ a). Note that this solitary wave is not an exact solution of the

enhanced Boussinesq equations. However the error is expected to be of the order of the truncation
of the model.

With this case, we check and evaluate the discretization of nonlinear terms. We remind that
their absence results in the formation of a wave train. Reference solution is produced using the RK3
scheme in a mesh of 3000 points (∆x ' 1.6 m) and a CFL of 0.49.

Fig 11 shows a comparison between the computed solution and results calculated by the second
and third-order schemes at t = 10.89 for two different spatial resolutions (n = 501, 1001). This
figure shows that the schemes of same order generate similar results and that the simplified LW3
scheme produces similar results to the third order ones. For coarse resolutions, the second order
schemes (Fig 11a, 11c) overestimate the height of the wave and the other schemes (Fig 11b, 11d)
underestimate it. Among the second-order schemes, the LW2e1 scheme generates the most accurate
results and the LW2e2 scheme the worst ones.

Scheme n = 250 n = 501 n = 1002 n = 1503 n = 2004 n = 2505

RK2 0.99 0.88 0.57 0.20 0.11 0.08
LW2e1 0.88 0.71 0.45 0.16 0.09 0.07
LW2e2 0.88 1.22 0.63 0.21 0.11 0.08
LW2si2 0.90 0.92 0.57 0.20 0.11 0.08
LW2 1.03 0.91 0.57 0.19 0.10 0.08
RK3 1.22 1.06 0.32 0.12 0.05 0.02
LW3e 1.22 1.04 0.27 0.10 0.04 0.02
LW3si 1.22 1.06 0.33 0.13 0.05 0.02
LW3 1.22 1.06 0.31 0.12 0.05 0.02

Simp. LW3 v3 1.22 1.06 0.34 0.14 0.06 0.03

Table 8: Relative error (in L2 norm) of the water height calculated in the simulations of the propa-
gation of a solitary wave, solving the enhanced Boussinesq equations for six different values of the
space step. We keep the CFL parameter to 0.5. The resuts are compared to the ones obtained
applying RK3 with n = 3000 and CFL = 0.9.

Relative error of schemes is studied in Table 8. Amongst the second-order schemes, the LW2e1 is
the most accurate and the LW2e2 is the less accurate one. The third-order and simplified third-order
schemes have similar accuracy, the LW3e scheme being slightly more accurate and the simplified
LW3 scheme slightly less accurate than the others.
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Figure 11: Propagation of a solitary wave simulated by 11a,11c) second-order schemes 11b,11d)
third-order and simplified LW3 schemes solving the nonlinear enhanced Boussinesq equations. The
equations are solved with 11a,11b) n = 501 and 11c,11d) n = 1001. Values on x-axis and y-axis are
expressed in dimensionless unities. Comp. Sol. denotes the reference solution obtained applying
RK3 with n = 3000 and CFL = 0.49. RK2 and LW2 results are similar to the LW2si2 ones and
then are not plotted. In the same way, LW3 and LW3si results are similar to the RK3 ones and are
not plotted. The curves of the RK3 and simplified LW3 schemes are identical.

The CPU-time corresponding to the different schemes is provided in Table 9. As expected, the
explicit LW2e1, LWe22 and LW3e schemes are the fastest ones, compared to the schemes of same
order. The simplified LW3 scheme is slightly slower than the explicit LW3e scheme, and faster than
the other third-order schemes. The Runge-Kutta and implicit LW2si2 and LW3si schemes are the
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Scheme n = 250 n = 501 n = 1002 n = 1503 n = 2004 n = 2505

RK2 0.1 0.9 11.7 39.9 96.7 183.0
LW2e1 0.1 0.5 6.2 23.6 56.7 97.6
LW2e2 0.0 0.4 6.2 23.6 56.9 97.8
LW2si2 0.1 0.6 10.3 36.4 88.2 151.4
LW2 0.1 0.9 9.7 32.6 82.1 142.1
RK3 0.1 1.3 17.6 59.6 140.7 254.6
LW3e 0.1 0.6 10.1 37.6 90.4 154.3
LW3si 0.1 1.2 18.6 65.6 158.8 273.7
LW3 0.1 1.5 15.9 50.6 119.5 222.2

Simp. LW3 v3 0.1 1.0 11.9 40.1 85.8 174.3

Table 9: Computational time (in seconds) of the schemes simulating the propagation of a solitary
wave for six different space steps. We keep the CFL parameter to 0.5.

slowest ones, compared to the schemes of same order. While being less accurate than the schemes of
higher order, the RK2 and LW2si2 schemes have a CPU-time similar or greater than the LW3e and
simplified LW3 schemes, which highlights their computational cost. As in the linear benchmark of
the gaussian wave, the LW3si and RK3 schemes are far more expensive than the LW3e and simplified
LW3 schemes, and show no notable improvement of accuracy. In particular, the CPU-time savings
obtained with the LW3e and LW3 schemes compared to the RK3 scheme are of the order of 26%
and 6% respectively.

The relative error is plotted in Fig 12 as a function of the spatial resolution (n = 250, 501, 1002,
1503, 2004, 2505) and of the CPU-time. Results show that all schemes converge to their respective
convergence rates. The LW2e1 scheme converges faster than the other second-order schemes. Results
also show that for a given accuracy, the LW2e1 and LW3e schemes are faster than the other second-
order and third-order schemes, respectively. We see that for a give error level, the LW3e scheme
provides a computational saving of the order of 26% compared to RK3.

5.3 Undular bore

As a third benchmark, we study the propagation over a flat bottom of an undular bore entering at
the left of a domain of 100 meters. The spatial step (n = 2100) has been chosen to describe the
physical oscillations with about 10-20 points. The indexes 1 and 2 correspond to the left and right
sides of the undular bore at t = 0, respectively. The following parameters are those of the paper of
Wei et al [21] :

• h2 = 0.16 and u2 = 0

• fr = 1.22 and h1 = 1/2× h2(−1 +
√

1 + 8fr2)

• cb = u2 +
√
gh1/h2 × (h1 + h2)/2 and u1 = cb − h2/h1(cb − u2)

where h is the water depth, u is the velocity, fr is the Froude number and c is the celerity.
The aim of this benchmark is to highlight the differences between second and third-order schemes,

and to study the influence of the Froude number on the numerical results. As in the solitary wave
case, nonlinear terms cannot be neglected since their absence results in aberrant oscillations at the
front of the bore. Results are compared to a high-resolution computed solution calculated by the
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Figure 12: Relative error (in L2 norm) of the water height calculated in simulations of the propaga-
tion of the solitary wave for n = 250, 501, 1002, 1503, 2004, 2505. The enhanced Boussinesq equa-
tions are solved by 12a,12c) second-order schemes, 12b,12d) third-order and simplified LW3 schemes,
and compared to a high-resolution computed solution obtained applying RK3 with n = 3000 and
CFL = 0.49. Results are plotted depending on 12a,12b) the number of points of discretization and
12c,12d) the CPU-time. Curves are plotted in logarithmic scale.
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RK3 scheme with 2500 points (∆x = 0.04 m) and CFL = 0.45. For our tests, we take a characteristic
length of l = 4 m.

Results of second and third-order schemes are presented in Fig 13 at t = 0.94, 1.88, 2.82. We see
that for a given order, the schemes produce similar results. As expected, numerical error increases
with the propagation time. The less the order of the scheme, the fastest the numerical error increases.
We note that the simplified LW3 scheme gives similar results to the third-order schemes.

The results obtained are similar to the ones calculated with a third order SSP Runge-Kutta or
with a fourth order Adams-Bashforth/Adams-Moulton predictor corrector method by Chassagne et
al. 2019 [22].

In Fig 14, we present the results obtained with the LW3e, RK3 and simplified LW3 v3 schemes
after the simulation of 60 s (t = 18.79) of propagation of the wave, a duration long enough for the
extreme amplitudes to stabilize (it corresponds to t′ ∼ 400 for Chassagne [22]). In Fig 14a, we
report the heights of the first peak and through of the wave, and compare them to the experimental
data of Favre [24] and Treske [23] for Froude numbers below the transition of wave breaking. All
the schemes provide a very good approximation of the date, with only a slight over-prediction of
the peak amplitudes from the RK3 schemes for high Froude numbers.

On Fig 14b, we compare the CPU-times in terms of ratio CPU-time/CPU-timeRK3. The figure
shows that the LW3e and simplified LW3 v3 schemes provide computational time reductions of the
order of 37% for the LW3e scheme and 27% for the simplified LW3 v3 one, or even better for some
Froude numbers.

As expected, Fig 14a puts in evidence the good accuracy of the numerical results compared
to experimental data. We can also see that the differences between the schemes increase with the
Froude number. The Fig 14b shows that the Froude number has in general few influence on the
computational time, and does not modify the classification of the schemes in term of computational
cost.

5.4 Dambreak on an ascending slope

As a fourth benchmark, we simulate a dambreak-generated wave propagating over a flat bottom
then over a positive slope. The 5 m high wave generated at x = 15000 m firstly propagates over
a flat bottom 50 m deep and then propagates over a slope from x = 22000 m until reaching a flat
bottom 18 m deep at x = 26000 m. These parameters are close to those of Michel Benoit [25].

The aim of this benchmark is to test the ability of schemes to propagate strongly nonlinear
waves over a variable bottom. Two small spatial steps (n = 801, 1601) have been selected to avoid
numerical oscillations. Simulations are performed with CFL = 0.5 and l = 300 m, and compared to
a high-resolution computed solution calculated with 3101 points (∆x ' 10m) and CFL = 0.35.

Results for two resolutions are plotted in Fig 15. For a given order and a given resolution, the
schemes of same order generate similar results. Surprisingly, second-order schemes tend to be more
accurate for the first wave while third-order and simplified LW3 schemes are more accurate for the
following wave train.

Despite the absence of shock-capturing methods, schemes do not introduce aberrant errors and
finally converge to the high-resolution reference solution.

5.5 Analysis of the results

Simulations of these four benchmarks show that:
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Figure 13: Propagation of an undular bore at t = 0.94 (13a,13b), t = 1.88 (13c,13d) and t =
2.82 (13e,13f). Nonlinear enhanced Boussinesq equations are solved by 13a,13c,13e) second-order
schemes, 13b,13d,13f) third-order and simplified LW3 schemes. Values on x-axis and y-axis are
expressed in dimensionless values obtained dividing the dimensional values by d0. Comp. Sol.
denotes the reference solution obtained applying RK3 with n = 2500 and CFL = 0.45. We have
similar results solving the standard nonlinear Boussinesq equations. RK2, LW2si2 and LW2 results
are similar to the LW2e2 ones and then not plotted. In the same way, LW3 and LW3si results
(identical to the RK3 ones) are not plotted.
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Figure 14: Dependance on the Froude nomber of 14a) the extremum amplitudes and of the 14b)
CPU-time/CPU-timeRK3. The amplitudes are expressed in dimensionless values obtained dividing
the dimensional values by d0. The heights of the first peak and through of the wave are respectively
plotted in blue and magenta in Fig 14a. Numerical results are obtained with n = 2500 and CFL =
0.5. The domain is extended by 10% in the right direction in order to contain the entirety of the
wave. Results obtained through the RK3 - ◦, LW3e - / and simplified LW3 v3 - ? schemes are
plotted. We also plot data of Treske 1994 [23] - + and data of Favre 1935 [24] - × in Fig 14a. In
Fig 14b, a black line is plotted as the RK3 reference values.

• As expected, the first order Explicit Euler scheme produces poor results solving the standard
or the enhanced Boussinesq equations. Results are not plotted insofar as the associated curves
make figures unreadable.

• The LW2si1 and LW2si3 schemes are the least accurate second-order schemes, in agreement
with the results of the spectral analysis. The implicit LW2si3 scheme is slower than any other
second-order scheme of this article, and even slower than some third-order schemes. Its poor
results might be due to the convergence criterion of the scheme. Improving it would only
lead to increase the time of computation. The results obtained with these schemes have been
omitted since they do not bring any further information, and to simplify the plots.

• As expected from the dispersion relations, benchmarks confirm that the RK2, LW2 and LW2si2
schemes give similar results. Amongst these schemes, the RK2 scheme is the slowest one, while
the LW2 scheme is the most efficient one.

• The inflection points observed in the dispersion curves of the LW2e1, LW3e and simplified
LW3 schemes seem to have no effect on the results obtained on physical benchmarks.

• The explicit LW2e1 and LW2e2 schemes are the fastest second-order schemes. The CPU-
time savings of the LW2e1 and LW2e2 schemes compared to the RK2 scheme are respectively
of the order of 40% and 48% for a given resolution. While the LW2e1 scheme is the most
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(a) (b)

(c) (d)

Figure 15: Propagation of a dambreak-generated wave simulated with 15a,15b) n = 801 and 15c,15d)
n = 1601 by 15a,15c) LW2e1, LW2e2 and LW2si2 schemes, 15b,15d) LW3e, LW3 and simplified
LW3 schemes solving the enhanced nonlinear Boussinesq equations. Values on x-axis and y-axis are
expressed in dimensionless unities. Comp. Sol. denotes the reference solution obtained applying
RK3 with n = 3101 and CFL = 0.35. RK2 and LW2 results are similar to the LW2e2 ones and then
not plotted. RK3 and LW3si results are identical to the LW3 scheme ones and then not plotted.
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accurate second-order scheme compared to the Airy and computed solutions, LW2e2 is the
least accurate one of those tested on the benchmarks.

• Despite of its higher dispersion error, the simplified LW3 scheme gives often results comparable
to the third order schemes in the four physical benchmarks studied. Among these, the best
scheme in terms of both error levels and performance is the LW3e scheme, which outperforms
RK3 with CPU reductions up to 37%. The second best scheme is the simplified LW3 v3
scheme with CPU-times reductions compared to the RK3 scheme of the order of 30%. The
LW3 and RK3 schemes come after.

6 Conclusion

In this paper, we compare the accuracy and computational time of some Lax-Wendroff schemes of
second and third-order, an explicit Euler and a simplified third-order Lax-Wendroff schemes, firstly
through dispersion relations then applying them to four benchmarks.

This study shows that some terms in Boussinesq equations may be neglected and that inversion
of matrices may be replaced by the calculation of temporal derivatives. For large space steps and
some benchmarks, this calculation may produce more accurate results compared to the reference
solutions.

As regards second-order schemes, temporal derivatives of ϕ are discretized for the schemes
LW2e1, LW2e2, LW2si1, LW2si2 and LW2si3. The LW2e1 is probably the best compromise be-
tween the CPU-time and the accuracy. The LW2e2 scheme needs further investigation insofar as
its CPU-time and accuracy are sometimes better than the ones of the LW2e1 schemes. Finally, the
LW2si1 and LW2si3 schemes are ruled out since they are the less accurate and the slowest schemes.

As regards third-order schemes, we can immediately remark that they have generally superior
performances than second order ones. Concerning the LW schemes, temporal derivatives of ϕ are
discretized for the schemes LW3e and LW3si. We also define a simplified LW3 scheme in which
the third temporal derivative of the velocity is approximated. Results of LW3 and simplified LW3
schemes are similar in the benchmarks, even in the case of propagation with coarse resolution. In
terms of computational time, the most efficient schemes are the LW3e scheme and simplified LW3
scheme. The simplified LW3 scheme is sligthly slower and less accurate than the LW3e scheme in the
benchmarks. It would be interesting to further investigate the results generated by the LW3e and
simplified LW3 schemes for very different benchmarks to assess the limitations of the simplified LW3
scheme. The LW3e scheme, the simplified LW3 scheme and the LW3 scheme require respectively one,
two and three matrix inversions at each time step. Compared to the RK3 scheme, the computational
time of the LW3e and simplified LW3 schemes is reduced by up to 37% and about 30%, respectively.
As a consequence, the LW3e scheme could be the best candidate for 2D simulations of real cases.

Future work will involve the use of more complex spatial discretization, such as WENO approx-
imations, as well as the coupling between Boussinesq and Shallow Water equations to handle dry
areas and wave breaking [19], [26].

Annex A

Annex A presents the temporal derivatives of ζ and w involved in the 1D nonlinear Boussinesq
dimensionless equations for an arbitrary bottom, the two additional equations required by the non-
linear LW3 scheme and the linear equations used for the spectral analysis.
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To evaluate ψ = µ2ψ1 = ∂tϕ and θ = µ2θ1 = ∂ttϕ, we have added two equations to the system,
denoting b = hw and c = ∂tb = h(ϕ− ∂xζ)− εw∂xb :(

1− µ2d

2
∂xxd

)
ψ − µ2d∂xd∂xψ − µ2αd2∂xxψ = µ2d

(
γd∂xxxxb+ (1− 2β)∂xd∂xxxb+

1

2
∂xxd∂xxb

)
− ε[(ϕ− ∂xζ)∂xw + w(∂xϕ− ∂xxζ)](

1− µ2d

2
∂xxd

)
θ − µ2d∂xd∂xθ − µ2αd2∂xxθ = µ2d

[
γd∂xxxxc+ (1− 2β)∂xd∂xxxc+

1

2
∂xxd∂xxc

]
− ε[(ψ + ∂xxb)∂xw + 2(ϕ− ∂xζ)(∂xϕ− ∂xxζ)]
− εw(∂xψ + ∂xxxb)

The linear limit of the system used for the spectral analysis writes as:
∂tζ + ∂xw = 0
∂tw + ∂xζ = µ2ϕ1

ϕ1 − µ2α∂xxϕ1 = −γ∂xxxζ

where ϕ = µ2ϕ1.
The LW scheme is obtained by replacing the temporal derivatives by terms non dependent on

time in the two first equations of the system. The second order time accurate scheme requires an
additional equation to be solved:

ψ1 − µ2α∂xxψ1 = γ∂xxxxw (14)

In the same way, the third order scheme requires the calculation of ψ1 ( Eq 14 ) and θ1 defined
by θ = ∂ttϕ :

θ1 − µ2α∂xxθ1 = −γ∂xxxxxζ + µ2γ∂xxxxϕ1

Annex B

In this Annex,we present the dimensionless dispersion relations used in this paper. The first two
relations are obtained from the Airy equations and the enhanced Boussinesq equations, respectively.

The dimensionless dispersion relation of the Airy equations writes as :

ω2
Airy =

2π

µ
tanh(2πµ)

where ω is the frequency of the wave and µ is the frequential dispersion parameter.
The dimensionless dispersion relation of the enhanced Boussinesq equations writes as :

ω2
Bsq = (2π)2 1 + β(2πµ)2

1 + α(2πµ)2

where α and β are constants associated to the dispersion and γ = α− β.
The following relations are obtained for six numerical schemes by expressing each variable X (u

and η) in the form X0e
i(2πx−νt), where X0 is a constant, ν = ω+ iξ, ω is associated to the dispersion

and ξ is associated to the diffusion.
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Explicit Euler

ω2 = Nc2arctan2
(ωBsq
Nc

)
ξ =

Nc

2
ln

(
1 +

(ωBsq
Nc

)2
)

where Nc = 1/∆t.

LW2 and RK2

ω2 = Nc2arctan2

−ωBsq
Nc

1

1− 1

2

(ωBsq
Nc

)2


ξ =

Nc

2
ln

[(
1− 1

2

(ωBsq
Nc

)2
)2

+
(ωBsq
Nc

)2
]

Approximate LW2

0 = x2(2y2 − 1) + Exy + 1 +
ω2
Bsq

2Nc2
+

π2

Nc2

[
−2 +

ω2
Bsq

Nc2
− 2HP (x, y)

]
y = − E

2x
−HJ π2

(Nc x)2

ω = Nc arccos(y)
ξ = Nc ln(x)

where D, E, H and J are constants expressed as : ψn = Dϕn, E = −2 +
1

2Nc2
[(2π)2 + ω2

Bsq], H =

γ(2πµ)2

1 + α(2πµ)2
, Im(D) = Nc

√
1− y2J , and a polynomial P(x,y) =

1

Nc
Re(D).

LW3 and RK3

ω2 = Nc2arctan2

−ωBsq
Nc

1− 1

6

(ωBsq
Nc

)2

1− 1

2

(ωBsq
Nc

)2


ξ =

Nc

2
ln

[(
1− 1

2

(ωBsq
Nc

)2
)2

+
(ωBsq
Nc

)2
(

1− 1

6

(ωBsq
Nc

)2
)2
]
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Approximate LW3

0 = (Nc x)2(2y2 − 1) + Nc xy

[
I − 2Jπ2

3Nc2
Re(D) +H

]
− 2Jπ2x

√
1− y2

3Nc
Im(D) +H

[
I − 2Jπ2

3Nc2
Re(D)

]
+M

[
Mω2

Bsq −
2Jπ2

Nc

(
1

3Nc
Re(E) +Re(D)

)]
0 = 2x2Nc2y

√
1− y2 + Nc x

√
1− y2

[
I − 2Jπ2

3Nc2
Re(D) +H

]
+

2Jπ2xy

3Nc
Im(D) +

2JHπ2

3Nc2
Im(D) +

2MJπ2

Nc

(
1

3Nc
Im(E) + Im(D)

)
ω = Nc arccos(y)
ξ = Nc ln(x)

where D, E, H, I, J and M are constants defined by ψn = Dϕn, θn = Eϕn, H = −Nc +
2π2

Nc
,

I = −Nc+
1

2Nc
ω2
Bsq, J =

γ(2πµ)2

1 + α(2πµ)2
and M = 1− 2π2

3Nc2
.

Simplified LW3

ω = Nc arccos

[(
1− 1

2

ωBsq
Nc

)
e−ξ/Nc

]
ξ =

Nc

2
ln

[(
1− 1

2

(ωBsq
Nc

)2
)2

+
1

Nc2

(
1− 1

6

ω2
Bsq

Nc2

)(
ω2
Bsq −

1

6

(
2π

Nc

)2

ω2
Bsq +

γ

6Nc

(2πµωBsq)
2

1 + α(2πµ)2

)]
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